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Abstract: Understanding equity and travelers’ behavior plays a key role in creating suitable strategies
to promote the development of the expressway. Especially, finding clusters of expressway users could
help managers provide targeted policies in order to enhance service quality. However, it is challenging
to identify expressway travel behaviors, such as traffic flow distribution and users’ classification.
Electronic toll collection (ETC) has been widely applied to improve expressway management, because
it can record the origin–destination information of users. This paper proposes a framework to analyze
the equity and travel behavior of expressway users with a large amount of ETC data. In the first
stage, the Gini coefficient is adopted to analyze expressway equity. In the second stage, 12 kinds of
indicators are extracted, including number of trips, car type, mean distance, etc. In the third stage,
kmeans algorithm is adopted to cluster the users, based on the introduced indicators. Finally, we
analyze the traffic flow distribution of each group by constructing a traffic flow network. The results
show that the Gini coefficient is 0.4193, which demonstrates evident inequity in the expressway
service. Moreover, statistical analysis shows that expressway flow is complicated and 70.77% of
travelers do not make repeat trips. It is demonstrated that expressway users can be divided into
six groups, and the flow networks of cluster 2 and cluster 3 are connected more closely and evenly
than other clusters are.

Keywords: expressway equity; Gini coefficient; travel behaviors; ETC data

1. Introduction

The expressway plays a significant role in transporting persons and goods in China,
which greatly promotes regional development. During recent decades, expressways in
China have gained remarkable growth and their total length reaches 0.161 million kilome-
ters at the end of 2020. With the development of the expressway, traffic demand has grown
rapidly. In daily operation, the expressway often suffers from congestion and unreliability
due to the large volume of vehicles, bad weather and other stochastic factors [1–3]. On the
other hand, there is high surplus capacity in off-peak hours. Operators have made great
efforts to attract users to the expressway when there is surplus capacity. On the contrary,
they control the number of users in peak hours. Dynamic pricing is an effective way to
control the number of expressway users [4]. Therefore, grasping traffic flow distribution
and users’ behavior is crucial for dynamic toll price strategies. However, it is difficult to
obtain users’ patterns accurately because of the complex flow structure and their complex
travel behavior.

It is imperative to understand travelers’ behaviors on the expressway, such as speeding
behavior [5], lane choice behavior [6], route choice behavior [7], mode choice behavior [8],
etc. Factors such as toll discount and travel time could impact transport mode choice.
Lin et al. studied the mode choices of intercity travelers in Beijing during the 2017 Chinese
Spring Festival holidays, and found that the expressway toll discount increased car use and
decreased public transit usage [9]. Li et al. showed that travel distance, travel cost, travel
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time, safety, comfort and punctuality have significant impacts on intercity travel mode
competition [10]. Recently, big data-related technologies have shed light on understanding
travelers’ behaviors [11–14]. For example, express toll stations could provide a large
number of records, including entrance and exit times, vehicle ID, etc.

OD demand is of significance for daily management and highway planning. OD
demand is not only affected by socio-economic factors but also by stochastic factors, such
as weather and free policy during holidays [15,16]. There are many models to estimate OD
demand, such as the gravity model [17,18], Markov Chain [19], radiation model [20,21],
Bayesian model [22], binomial model [23], etc. The gravity model is the most widely
adopted in understanding traffic flow distributions and network properties, and is suc-
cessfully applied in many transportation systems [24–26]. The gravity law indicates that
the flow between two areas has positive correlations with node strengths and negative
correlations with the distances between the two areas. Based on data mining and spatial
analysis, the OD flow exhibits various cluster patterns in many fields [27–29]. There are
two core categories of OD flow clusters [30]. One is focused on OD flow attributes, such as
volume, distance, directions, etc. The other is focused on spatial distribution of OD flow
in geographical space. The OD flow attributes can be achieved by complex network and
machine learning methods [31–34], and spatial distributions can be yielded by a spatial
statistics-based method and a density-based method [35,36].

Travelers are considered as customers of the expressway. Customer clustering is an
important way for managers to analyze customer features and allocate service resources.
In terms of traveler classification, there have been many studies involving various methods
based on travel survey data [37–39]. With the development of modern detection devices,
types of automatic collection data, such as mobile phone data and IC card data, have
been used to analyze travelers’ behaviors [40,41]. For expressway users, these behaviors
are complicated, affected by many factors such as travel purpose, travel distance and
personal attributes.

Most previous studies of this customer segment utilized survey data to cluster travelers
according to their characteristics. However, the achieved sample is small because surveys
are time-consuming and expensive. Moreover, survey data find it hard to reflect dynamic
travel characteristics. To fill this gap, we propose a data-driven framework to study
user clusters based on extensive historic ETC data. ETC systems provide a large amount
of data to track travelers’ movements, which enables studies of temporal and spatial
characteristics. The equity of the expressway is one of the most important indicators
reflecting the spatiotemporal characteristics of traffic flow. In this paper, we also intend
to detect the traffic distribution equity of the expressway, which is measured by Gini
coefficient and flow disequilibrium factor.

The rest of the paper is organized as follows. Section 2 reports on the methods.
Section 3 gives the data description. Results are shown in Section 4. Section 5 provides the
discussion. Section 6 concludes the paper.

2. Methods

In this paper, we first explore expressway equity and features of expressway users.
Secondly, kmeans algorithm is proposed to cluster users. Thirdly, expressway demand
networks based on different groups of users are constructed in order to analyze charac-
teristics. Finally, we introduce network-based measures to evaluate the spatiotemporal
characteristics of trip networks.

2.1. Expressway Equity

The Gini coefficient reflects the equity between traffic demand distribution and people
who live in the studied areas. We aggregate the number of people by a Voronoi diagram
created by the toll stations. Inequity means that some areas with a large number of people
only account for a small number of expressway passengers. Moreover, we introduce the
flow disequilibrium factor to reflect the flow equity between stations, along with direction.
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(1) Lorenz curve and Gini coefficient

The Lorenz curve is a graphical representation of the cumulative distribution function
of wealth across the population, which can be used not just for income but in other
disciplines. The Gini coefficient is the ratio of area between the line of equality and
Lorenz curve divided by the total area under the equality line [42]. In this paper, we adopt
the Gini coefficient to reflect the equity of traveler distributions. The Gini coefficient can be
approximated using the following equation.

G = 1−
n

∑
k=1

(Xk − Xk−1)(Yk + Yk−1) (1)

where Xk is the cumulative proportion of the population variable with X0 = 0, Xn = 1 and
Yk is the cumulative proportion of the expressway service variable with Y0 = 0 and Yn = 1.

(2) Flow disequilibrium factor (FDF)

For the expressway flow network, there is difference between the two directions of a
pair of nodes. In this paper, we adopt the flow disequilibrium factor to measure this, which
is expressed as

FDFij =
max(wij, wji)

wij + wji
, wij + wji 6= 0 (2)

FDF = FDFij/t (3)

where wij and wji are the number of travelers between node i and j, and t is the total
number of OD pairs wij + wji 6= 0. Obviously, FDFij and FDF ranges from 0.5 to 1. A larger
value means a more unbalanced flow.

2.2. Features of Expressway Users

In this part, we report on the features of users, including number of trips, car type,
etc. These features could reflect characteristics of drivers’ mobility. Specifically, features
are calculated for each user for all trips during the studied period. Based on these features,
kmeans algorithm will be introduced to cluster the vehicles.

(1) Number of trips (NT)

Number of trips for a user is defined as the total number of trips in the study period, which
can reflect the travel frequency of the expressway users. In this paper, we divide NT values into
five groups (0, 5): ‘NT 1’, (5, 10]: ‘NT 2’, (10, 20]: ‘NT 3’, (20, 50]: ‘NT 4’, (50, +∞): ‘NT 5’.

(2) Unique number of trips (UNT)

Unique number of trips for a user is the number of trips without repeated origins
and destinations. It can reflect the diversity of trips for expressway users. For example,
commuters may have small UNT values. We divide UNT values into four groups. (0, 5):
‘UNT 1’, (5, 10]: ‘UNT 2’, (10, 15]: ‘UNT 3’, (15, +∞): ‘UNT 4’.

(3) Car type (CT)

There are 16 kinds of vehicles on the expressway: ‘CT1’, ‘CT 2’, ‘CT 3’, ‘CT 4’, ‘CT 11’,
‘CT 12’, ‘CT 13’, ‘CT 14’, ‘CT 15’, ‘CT 16’, ‘CT 21’, ‘CT 22’, ‘CT 23’, ‘CT 24’, ‘CT 25’ and
‘CT 26’. Table 1 shows the introduction of vehicle types. The travel characteristics of
different types of vehicle are different. For example, trucks always travel more than private
cars and pay more fees.

(4) Mean distance (MD)

The mean value of travel distance is an important indicator to reflect users’ charac-
teristics. In this paper, the MD is the mean value of all the trips of each user during the
studied period. We divide MD values into four groups (0, 200): ‘MD 1’, (200, 500]: ‘MD 2’,
(500, 1000]: ‘MD 3’, (1000, +∞): ‘MD 4’.
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Table 1. Introduction of vehicle type.

Kinds of Car Type Explanation

Passenger cars

CT 1 The number of seats is smaller than 9

CT 2 The number of seats is between 10 and 19

CT 3 The number of seats is between 20 and 39

CT 4 The number of seats is larger than 40

Trucks

CT 11 Two-axle with length smaller than 6 m and weight
smaller than 4500 kg

CT 12 Two-axle with length larger than 6 m and weight
larger than CT11

CT 13 Three-axle

CT 14 Four-axle

CT 15 Five-axle

CT 16 Six-axle

Special motor vehicle

CT 21 -

CT 22 -

CT 23 -

CT 24 -

CT 25 -

CT 26 -

(5) Total pay fee (TPF)

The total pay fee is related to the total travel distance, car type and discount fee. In this
paper, TPF is the total value of pay fee of all the trips for each user. We divide TPF values into
four groups. (0, 100): ‘TPF 1’, (100, 500]: ‘TPF 2’, (500, 1000]: ‘TPF 3’, (1000, +∞): ‘TPF 4’.

(6) Total discount pay fee (TDPF)

There are many users who have a discount pay fee. Typically, the discount could
promote the use of the expressway. In this paper, we use total discount pay fee as an import
feature for users. TDPF is the total value of discount pay fee of all the trips for each user.
We divide TDPF values into four groups (0, 5): ‘TDPF 1’, (5, 10]: ‘TDPF 2’, (10, 20]: ‘TDPF 3’,
(20, +∞): ‘TDPF 4’.

(7) Travel time (TT)

Travel time of all trips during the study periods is a crucial indicator, which is corre-
lated with travel distance and travelers’ behaviors. TT is defined as the total value of travel
time of all the trips for each user. We divide TT values into four groups (0, 100): ‘TT 1’,
(100, 200]: ‘TT 2’, (200, 300]: ‘TT 3’, (300, +∞): ‘TT 4’.

(8) Travel ratio (TR)

In this paper, we define travel ratio as the ratio between NT and UNT; a larger value
means that there are more of the same trips in the study period. We divide TR values into
four groups (0, 1): ‘TR 1’, (1, 2): ‘TR 2’, (2, 5): ‘TR 3’, (5, +∞): ‘TR 4’.

(9) Maximum number of trips (MNT)

Maximum number of trips is defined as the maximum number of trips with same
origin and destination. We divide MNT values into five groups (0, 5): ‘MNT 1’, (5, 10):
‘MNT 2’, (10, 15]: ‘MNT 3’, (15, 20]: ‘MNT 4’, (20, +∞): ‘MNT 5’.
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(10) Maximum distance of maximum trips (MDMT)

This is defined as the maximum distance among maximum trips with the same origin
and destination. We divide MDMT values into four groups. [0, 200]: ‘MDMT 1’, (200, 500]:
‘MDMT 2’, (500, 1000]: ‘MDMT 3’, (1000, +∞): ‘MDMT 4’.

(11) Enter hour of maximum trips (EMT)

The enter hour can reflect the time information for each trip. Commuters usually
travel in the peak hours. We use actual hour for the indicator.

(12) Number of maximum enter hour trips (NMET)

This is defined as the number of trips with maximum enter hour. We divide NMET
values into five groups. [0, 1]: ‘NMET 1’, (1, 3]: ‘NMET 2’, (3, 5]: ‘NMET 3’, (5, 10]:
‘NMET 4’, (10, +∞): ‘NMET 5’.

2.3. Kmeans Clustering Algorithm

In this paper, we adopt a kmeans clustering algorithm to classify the groups of ex-
pressway users, which is an unsupervised learning method to gain the intrinsic features of
data. Compared with other methods, it is easily implemented and with fast convergence,
which is suitable for large scale data-set. There are many studies that use kmeans clustering
algorithm to analyze the potential connections within data [43–45]. The classified groups
are defined at the start. The algorithm contains four parts as follows [46,47].

(1) Choosing k data points as centroids.
(2) Calculating the distances between centroid points and other points, and classifying

the closest point to the related group. There are several classic types of distances, such as
Euclidean distance, Manhattan distance, cosine distance, and so on. In this paper, we use
Euclidean distance, which is defined as follows:

d(xi, xj) =

√
m

∑
k=1

(
xik − xjk

)2
(4)

where xi, xj are samples in m-dimensional space.
(3) After each point is classified into its group, all points are divided into k groups.

Then the centroids of each group are recalculated.
(4) Repeat (2)–(3) until convergence. The convergence function is defined as follows:

J =
k

∑
i=1

∑x∈Ci
d(x, ui) (5)

where J is the minimum square error of C = {C1, C2, · · · , Ck} achieved by the method. ui
is the mean vector of the Ci, which is defined as

ui =
1
|Ci|∑x∈Ci

x (6)

Generally, the iteration stops due to two conditions: the center of cluster no longer
changes, or the specified number of iterations has been reached.

In the kmeans algorithm, it is important to define the original number of divided
groups k. In this paper, we use the silhouette coefficient to find suitable k. Silhouette
coefficient is between −1 and 1, where values closer to 1 mean good performance [48].

2.4. Network-Based Measures

In this paper, we use a graph G = (V, E, W) to represent the expressway trip network,
where V is the set of nodes, and E is the set of edges. G is a N × N adjacency matrix eij.
eij = 1, if there is an edge between node i and node j; otherwise, eij = 0. N is the number
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of toll stations in the network. W =
{

wij
∣∣i, j = 1, 2, · · · , N, i 6= j

}
is the set of weights and

wij can represent the weight of eij. In this paper, the weights are the number of trips.

(1) Node degree

Node degree plays a key role in finding the important nodes in a complex network,
which is defined as the number of nodes that interconnect. For the directed network, the
degree is comprised of in-degree and out-degree. In-degree of a node i means the number
of nodes pointed to it, which is defined as

kin
i = ∑j eji (7)

Out-degree is the number of nodes pointing from the node i, which is expressed as

kout
i = ∑j eij (8)

The node degree is the sum of in-degree and out-degree as follows:

ki = kin + kout (9)

where ki is the node degree, and eij and eji are the connection status between node i and
node j.

(2) Node strength

In this paper, node strength is defined as the traffic flow strength between nodes.
Similar to node degree, it also contains in-strength and out-strength, which are defined
as follows:

sin
i = ∑j wji (10)

sout
i = ∑j wij (11)

si = sin
i + sout

i (12)

(3) Betweenness

Betweenness is an index to measure the importance of a node for propagation infor-
mation or flow, which is expressed as

CB(v) = ∑
s 6=t

σst(v)
σst

(13)

where σst is the number of shortest paths going from s to t and σst(v) is the number of
shortest paths going from s to t through the node v.

(4) Clustering coefficient (CC)

Clustering coefficient is used to evaluate the connections among the neighbors of a
node. It is defined as

C(vi) =
2ei

mi(mi − 1)
(14)

where ei is the number of edges among local neighbors of node vi, and mi is the connection
degree of neighbors of node vi.

(5) Degree correlation

In many complex networks, nodes have a tendency to connect with other nodes.
Networks in which nodes with a high degree prefer to connect with other nodes with a
high degree are called assortative networks. In contrast, networks in which nodes with
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a high degree tend to connect with nodes with a small degree are called disassortative
networks. This can be expressed by

r =
M−1∑i jiki −

[
M−1∑i

1
2 (ji + ki)

]2

M−1∑i
1
2
(

j2i + k2
i
)
−
[

M−1∑i
1
2 (ji + ki)

]2 (15)

where r is the correlation coefficient, and ji and ki are the degrees of the nodes at the ends
of the ith links, with i = 1, · · · , M. r > 0 implies assortative network, r < 0 indicates
disassortative network, and r = 0 an uncorrelated network.

(6) Community structure

Community structure is ubiquitous in many kinds of complex networks. There are
many edges in the community, but fewer edges between communities. In this paper, we
use modularity to reflect the situation of a community, which is defined as

Q = ∑
i

eii −∑
ijk

eijeki = Tre−
∥∥∥e2
∥∥∥ (16)

where ‖x‖ indicates the sum of all elements of x. This can be achieved so that 0 ≤ Q ≤ 1.
The larger the modularity, the stronger the community structure.

3. Data Description

The toll data used in this paper was collected from 1 March to 31 March 2021, in
Shandong province, China, which is located along the eastern coast. Shandong province is
one of the largest provinces in China with an area of 155,800 km2 and a population of over
101 million. Shandong province is one of the top three provinces in terms of a high level of
social and economic development in China at present. Total expressway length is more
than 6300 km, playing an important role in the development of economy (see Figure 1).
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There are 46.79 million items of toll data of 8,809,857 users, collected from all trips
on the expressway that exited from stations in Shandong province. Specifically, the data
contains all trips exiting from toll stations in Shandong province, no matter where the
vehicles enter. Vehicles’ exits are recorded, including vehicles entering from stations
outside Shandong province. The data contains the basic information for each vehicle, such
as vehicle ID, entry station, entry time, exit station, exit time, car type, fee, discount fee, etc.
Table 2 shows an example of toll data. To protect privacy, we have hidden some information
regarding vehicle plates.
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Table 2. Example of toll data.

Field Example Description

Vehicle ID *** T3Y3 Vehicle plate number, unique
Entry station Caoxian Station name when a vehicle enters the expressway

Entry time 1 March 2021 10:09:39 Datetime when a vehicle enters the expressway
Exit station Jinannan Station name when a vehicle exits the expressway

Exit time 1 March 2021 14:01:40 Datetime when a vehicle exits the expressway
Car type 1 Kinds of vehicles

Fee 154 Fee paid for using the expressway
Discount fee 0 Discount fee for the trip
Other fields . . . . . .

*** stands for parts of vehicle ID in order to protect privacy of users.

4. Results
4.1. Temporal Characteristics of Expressway Users

In order to detect the temporal characteristics of expressway users, we plot the vehicle
flow distributions in Figure 2. The number of entering toll stations and exiting toll station
are collected for each hour. We can see that there are two peaks during the day: morning
peak (7:00–10:00) and afternoon peak (14:00–17:00). For entering the toll station, the number
of trips is larger in morning peak hours than afternoon peak hours. For exiting the toll
station, the number of trips is smaller in morning peak hours than afternoon peak hours.
There is no obvious difference between working days and weekends.
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4.2. Spatial and Temporal Characteristics of Expressway Flow

Spatial distribution of traffic flow is of significance for understanding the structure of
traffic demand. Figure 3a shows the complex network of expressway trips for all studied
data, where node size represents the node degree and colors represents communities.
Figure 3b illustrates the distributions of the number of vehicles for stations in Shandong,
and larger nodes mean nodes with a larger value of node strength. Figure 3c,d exhibit the
distributions of GDP and population of areas divided by 1 km × 1 km grids. We can see
that the stations around Jinan and Qingdao have large values for exit vehicles, which is in
line with the number of residents and economic development.
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Figure 3. Network performance of expressway: (a) topology structure, size represents node degree
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In order to understand the difference in network structures in different time periods,
we divide a day into four time periods: 0:00–6:00, 6:00–12:00, 12:00–18:00 and 18:00–24:00.
We choose a weekday (10 March, Wednesday) and a weekend day (13 March, Saturday)
randomly, divide the weekday into four time periods: P1, P2, P3 and P4, and divide the
weekend day into P5, P6, P7 and P8. Figure 4 illustrates the topological network structures
in different time periods P1–P8, where node size represents the node degree and colors
represent communities. Table 3 gives the average value of indicators in different time
periods. These indicators contain degree, strength, clustering coefficient (CC), betweenness,
correlation coefficient (r) and modularity, which has been widely introduced in former
studies [49]. It is noteworthy that the average degree and node strength of networks
at weekends are larger than networks on weekdays, respectively. Additionally, the trip
networks are connected sparely in P1 and closely in P3 from the point of view of node
degree, which can be demonstrated by the average value of clustering coefficient. The
networks of P1-P8 are assortative networks. The average values of FDF are larger than
0.8 in all eight networks, which implies that the traffic flows are seriously unbalanced in
different directions.

Table 3. Average value of indicators in different time periods.

P1 P2 P3 P4 P5 P6 P7 P8

Degree 34.53 107.21 113.82 61.69 37.36 110.26 116.33 62.92
Strength 114.55 983.70 1130.42 384.36 127.93 1090.31 1280.12 436.33

CC 0.237 0.404 0.42 0.318 0.244 0.415 0.427 0.328
Betweenness 0.0024 0.0016 0.0015 0.0019 0.0024 0.0015 0.0015 0.0019

r 0.0159 0.0018 0.0050 0.0518 0.0316 0.0017 0.0097 0.0326
Modularity 0.522 0.591 0.609 0.598 0.518 0.602 0.617 0.62

FDF 0.8948 0.8348 0.8218 0.8557 0.8907 0.8269 0.8188 0.8501
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4.3. Lorenz Curve of Expressway

A Voronoi diagram is a subdivision of an area by a set of points called generating
points or generators. In the subdivision, each point is closer to one generating point than
another generating point. In this part, we use toll stations of the expressway as generating
points. Figure 5 shows the distributions of population and average number of entering and
exiting vehicles per day, which is aggregated by Voronoi diagram.

Figure 5. Distributions of (a) population and (b) the average number of entering and exiting vehicles
per day. The black points are expressway stations.

Figure 6 shows the Lorenz curves of population and the average number of expressway
vehicles per day. The Gini coefficient here measures the equity of distributions of people
who use the expressway. It reflects equity of demand or need distribution. It can be
understood simply that, if areas with a larger number of people have a larger number of
expressway users, this shows equity; while some areas with a larger number of people have
a smaller number of the expressway users, which shows inequity. The corresponding Gini
coefficient is 0.4193, which indicates that there is evident inequity in the expressway service.
We can see from the figure that 70.37% of people share 39.11% of the expressway service.
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4.4. Characteristics of Traveler Behaviors
4.4.1. Number of Trips and Unique Trips

The number of trips for a user in a time period is an important indicator to measure
the extent of using the expressway. Figure 7a,b plot the distributions of all users’ trips
and unique trips, respectively. As can be seen, both indicators can be fitted by exponential
distributions, which indicates that there is a small number of users using the expressway
frequently. Only 20.29% of users travel more than five times during a month.
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4.4.2. Basic Statistical Characteristics

Figure 8 shows the distribution of basic characteristics, including car type, mean
distance, total pay fee, total discount pay fee, travel time and travel ratio. In this paper,
there are 16 kinds of vehicle, which are numbered as ‘1’, ‘2’, ‘3’, ‘4’, ‘11’, ‘12’, ‘13’, ‘14’, ‘15’,
‘16’, ‘21’, ‘22’, ‘23’, ‘24’, ‘25’ and ‘26’. In more detail, ‘1’~‘4’ are four kinds of passenger
vehicles, ‘11’~‘16’ represent six types of trucks, ‘21’~‘26’ are six kinds of repair vehicles.
Figure 8a gives the distribution of different kinds of vehicle, which indicates that passenger
vehicles with less than seven seats account for more than 80% of the total. Results imply
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that the distributions of mean distance, total pay fee, travel time and travel ratio can be
fitted by exponential distributions. Total discount pay fee follows a lognormal distribution.
The two kinds of distribution show that there is a small number of vehicles which have
very large values for these indicators, and most vehicles have small values. Taking mean
distance, for example, the mean distance of all trips for a vehicle is smaller than 200 km,
accounting for 58.65%. Figure 8f shows the distributions of travel ratio between number of
all trips and unique number. The results show that 70.77% of trips are without repeat trips.
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Figure 8. Distributions of basic characteristics: (a) car type, (b) mean distance, (c) total pay fee,
(d) total discount pay fee, (e) travel time and (f) travel ratio, red lines are fitted curves.

4.4.3. Indicators for Maximum Repeating Trips

The maximum repeating trips related indicators are of significance for measuring the
travel characteristics of vehicles. In this part, we plot the distributions of MNT, MDMT,
EMT and NMET in Figure 9. We can see in Figure 9a that 93.36% of vehicles make repeating
trips less than 5 times, which indicates a small number of commuters as expressway users.
During these trips, 66.59% of distances are smaller than 200 km. Moreover, we plot the
start hour of the most repeating trips for each vehicle, the results showing that 8:00–10:00
are the peak hours (Figure 9c). Figure 9d shows the number of maximum trips with the
same entering hour, which indicates that 97.61% of vehicles start their trip at the same hour
less than 5 times.

4.4.4. Correlations between Indicators

In this part, we use the Pearson coefficient to detect whether the chosen indicators
have a linear relationship. If the relationship between any two indicators is strong and the
Pearson coefficient is closer to 1, we will delete one indicator when clustering expressway
users. Figure 10 shows the correlation between ten indicators by Pearson correlation
coefficient. We can see that there is little positive relationship between MD and MDMT,
which because there are many vehicles make only one trip during a month. Moreover,
NMET is slightly positively related with MNT. However, it is found that the relationships
between most indicators are not very strong, which means that the selected indicators can
reflect the trips’ characteristics well.
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4.5. Clusters Based on Kmeans Algorithm

In this paper, we apply the kmeans algorithm to cluster vehicles using the proposed
indicators, with 4, 5, 6, 7, 8, 9, 10 clusters. Table 4 illustrates the average silhouette score
with different clusters. The largest value is 0.4383, which implies that six clusters is the
best choice.
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Table 4. Average silhouette score with different clusters.

Clusters 4 5 6 7 8 9 10

Values 0.3852 0.4189 0.4383 0.4243 0.3624 0.3605 0.3521

Figure 11 shows the distributions of indicators of different clusters, respectively. In
total, the proportions of different clusters are 11.29%, 32.78%, 39.35%, 6.54%, 2.86% and
7.18%, respectively. We use cluster 1, cluster 2, cluster 3, cluster 4, cluster 5 and cluster 6 to
represent these clusters. The characteristics of different clusters are as follows.

(1) Cluster 1: As can be seen, this cluster mainly contains private vehicles. The average
travel distance is very large. They prefer to travel after noon. Moreover, there are rare
repeating trips.

(2) Cluster 2: This cluster mainly contain private vehicles. The average travel distance
of most vehicles is short. There is less discount pay fee and they prefer to travel
after noon.

(3) Cluster 3: The components of this cluster are similar to those of cluster 2. The average
travel distance is larger than that of cluster 2. They prefer to travel before noon.

(4) Cluster 4: This cluster consists of private vehicles and several kinds of vehicle that
transport people. They prefer to travel between 14:00–22:00.

(5) Cluster 5: This group contains most car types making long distance trips. The range
of trip start time is wide.

(6) Cluster 6: This group is similar to cluster 5, which contains most car types. The travel
distance is shorter than that of cluster 5. They prefer to travel between 5:00–12:00.
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4.6. Expressway Flow Characteristics of Different Clusters

In order to understand the characteristics of the expressway flow of different clusters,
Figure 12 exhibits the flow distributions for six clusters. Overall, the results imply that
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there is a small proportion of the expressway flow with a large value for all clusters. The
number of trips with 100 or more vehicles account for 1.73%, 3.69%, 3.68, 0.89%, 0.49% and
1.1% for cluster 1, cluster 2, cluster 3, cluster 4, cluster 5 and cluster 6, respectively.
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Table 5 shows the average value of indicators for different user clusters. It is found
that network connectivity is positively correlated with the size of clusters. The network
structures of six clusters are similar, where the cluster coefficient is large and betweenness
is small. There is no evident tendency towards connections for nodes in the network. The
FDF is large, which means that the flows between stations are unbalanced in terms of
direction. The strength of cluster 2 and cluster 3 is larger than that of other clusters, which
indicates that passenger cars have more flow strength between origin-destinations than
other vehicles.

Table 5. Average value of indicators for different user clusters.

Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6

N 516 538 545 521 515 520
Degree 50.73 105.19 230.96 64.84 32.52 65.31

Strength 713.79 2443.64 5632.87 465.71 158.53 529.03
CC 0.220 0.292 0.606 0.211 0.162 0.214

Betweenness 0.0014 0.0010 0.0009 0.0013 0.0016 0.0013
r −0.1609 −0.0044 −0.0580 0.0111 −0.0416 0.0235

Modularity 0.593 0.591 0.577 0.554 0.527 0.578
FDF 0.8437 0.7752 0.7712 0.8326 0.8720 0.8296

5. Discussion

The expressway plays a key role in transporting people and goods in China. Under-
standing its spatiotemporal characteristics and user classifications could help managers
provide better services. User classification is important for making targeted policies to
improve service quality, for example, giving a discount to people at night who frequently
use the expressway, in order to reduce traffic congestion. Previous studies did much work
with survey data, which could collect specific information such as personal attributes,
travel characteristics and travelers’ satisfaction [50]. However, survey data cannot reflect
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the dynamic and long-term characteristics of the expressway user. ETC data could record
much information, such as entry time, entry station, exit time, exit station, travel distance,
fare, etc., which provides valuable resources to analyze expressway networks or travelers’
characteristics. Previous studies prefer to use Recency (R), Frequency (F) and Monetary (M)
to create customer segments [51–53]. These three indicators cannot reflect some features
of travelers, such as travel distance, vehicle type, repeating trips, etc. In this paper, we
use12 kinds of features of travelers, which contains both traditional features and features
not considered in previous studies. For example, we consider some features of travelers’
maximum trips, such as entry hour. Based on these indicators, our study could make more
suitable classifications. Our study suggests that expressway users can be divided into
six groups.

Spatiotemporal characteristics, such as equity of travel flow, can help mangers locate
the weak point for services. Chen et al. found that passenger-car flow rate distribution
for the expressway shows a dual-core, polycentric dispersed structure that is weakly
concentric [54]. In the past two decades, many kinds of transport networks, such as
transit, air transport and railways, have been widely analyzed, but the expressway trip
network has seldom been explored. In this paper, we analyze the flow characteristics of the
expressway network by mining a large amount of ETC data. Especially, we analyze the
traffic flow distribution equity of the expressway by Gini coefficient and flow disequilibrium
factor. We found that the Gini coefficient is 0.4193, which indicates an evident inequity
in the expressway service. Managers should pay attention to those areas with numerous
inhabitants and fewer expressway users when building new expressways.

The limitations of this study are as follows. Long-term data are better for traveler
classification. In this paper, we only use one-month data due to data availability. Other
travel modes, such as train and airplane, may impact the expressway flow distribution.
This paper did not consider these impact factors.

Future study will focus on making exclusive policies for different kinds of traveler
to enhance benefits and reduce congestion. Moreover, we intend to use multisource data
to make the traveler segment more accurate. In addition, short-term traffic flow for the
expressway network will be studied.

6. Conclusions

The expressway is an import transportation system, which plays a backbone role for
intercity transport of people and goods. How to improve service quality and enhance profit
becomes a crucial problem for operators, because it is faced with competition from other
transportation systems. Understanding the characteristics and classification of expressway
users is significant for policymaking, such as dynamic pricing. The ETC data could record
users’ information for travel time, travel distance, pay fee, etc., which is a valuable source
in studying the classification of expressway users.

This paper proposes a framework to analyze the equity and travel behavior of ex-
pressway users, with a large amount of ETC data. In the first stage, this paper adopted
the Gini coefficient to measure the equity of the expressway. Then, 12 kinds of indicators
deriving from the original ETC data are proposed, including number of trips, car type,
mean distance, etc. Furthermore, this paper proposed a framework to classify expressway
users by kmeans algorithm. Finally, we construct trip networks according to clusters. The
results show that the Gini coefficient is 0.4193, which indicates that there is evident inequity
in the expressway service. Statistical results show that expressway flow is complex and
there is only a small proportion of users who make repeating trips during a month. From
this perspective, operators should try their best to attract users. It is found that six clusters is
the best form of classification. We analyze the differences between groups in the suggested
indicators. It is seen that the flow networks of cluster 2 and cluster 3 are connected more
closely and evenly than other clusters.
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This paper can provide some suggestions for dynamic price policy and service quality
improvement. Future study will focus on dynamic price policymaking and spatiotemporal
characteristics of expressway flow prediction.
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