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Abstract: Ensuring a reliable and uninterrupted supply of electricity is crucial for sustaining modern
and advanced societies. Traditionally, power systems analysis was mostly dependent on formal
commercial software, mathematical models produced via a mix of data analysis, control theory,
and statistical methods. As power grids continue to grow and the need for more efficient and
sustainable energy systems arises, attention has shifted towards incorporating artificial intelligence
(AI) into traditional power grid systems, making their upgrade imperative. AI-based prediction
and forecasting techniques are now being utilized to improve power production, transmission, and
distribution to industrial and residential consumers. This paradigm shift is driven by the development
of new methods and technologies. These technologies enable faster and more accurate fault prediction
and detection, leading to quicker and more effective fault removal. Therefore, incorporating AI in
modern power grids is critical for ensuring their resilience, efficiency, and sustainability, ultimately
contributing to a cleaner and greener energy future. This paper focuses on integrating artificial
intelligence (AI) in modern power generation grids, particularly in the fourth industrial revolution
(4IR) context. With the increasing complexity and demand for more efficient and reliable power
systems, AI has emerged as a possible approach to solve these difficulties. For this purpose, real-time
data are collected from the user side, and internal and external grid faults occurred during a time
period of three years. Specifically, this research delves into using state-of-the-art machine learning
hybrid models at end-user locations for fault prediction and detection in electricity grids. In this
study, hybrid models with convolution neural networks (CNN) have been developed, such as CNN-
RNN, CNN-GRU, and CNN-LSTM. These approaches are used to explore how these models can
automatically identify and diagnose faults in real-time, leading to faster and more effective fault
detection and removal with minimum losses. By leveraging AI technology, modern power grids can
become more resilient, efficient, and sustainable, ultimately contributing to a cleaner and greener
energy future.

Keywords: power grids; hybrid machine leaning models (HML); fault detection and removal;
renewable energy (RE); smart grids (SG)

1. Introduction

The fourth energy revolution is witnessing the increasing integration of artificial in-
telligence in every industrial field across the globe. The energy production sector is no
exception, and AI techniques are now playing a vital role in the process. As a result,
power generation grid stations worldwide are quickly transitioning towards smart grids,
which are the fundamental requirement for the near future. This shift is largely driven
by the declining dependence on fossil fuels, which is happening progressively every day.
Renewable energy resources such as solar, wind, hydel, biogas, and tidal power are taking
center stage in the energy production arena and are rapidly replacing fossil fuels. However,
developing and underdeveloped countries still face significant challenges in maintaining
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their power-generation grids, mainly due to the continued use of conventional tools and
software. Therefore, there is a need to invest in modern technologies to support the transi-
tion towards renewable energy and the maintenance of power-generation grids in these
countries. The detection, collection, and management of faults are critical components in
ensuring the efficiency and dependability of intricate systems, such as industrial machinery,
power grids, and transportation systems. However, these systems are susceptible to diverse
kinds of faults and malfunctions, which can lead to expensive downtime, decreased pro-
ductivity, and potentially dangerous safety risks [1–7]. Additionally, refs. [8–10] propose
an autonomous load restoration architecture that enhances the resilience of power distri-
bution grids against HILP events. The solution is resilience-driven, uses imported power,
distributed energy resources, and vehicle-to-grid capacity, and includes a resilience evalua-
tion framework. Real-world testing demonstrates the efficacy of the proposed solution in
enhancing the resilience of power-distribution systems against HILP scenarios. Traditional
fault detection and management methods rely on rule-based expert systems designed to
detect specific types of faults based on predetermined criteria [11–16]. However, these
methods are limited in their ability to adapt to new and unpredictable fault patterns and
require a significant amount of domain expertise to develop and maintain [15]. Currently,
there has been a growing interest in using artificial intelligence (AI) and machine learning
techniques for fault detection and management [16]. Machine learning in AI offers a promis-
ing approach for automating the process of fault detection and management by enabling
systems to learn from data and adapt to new and changing fault patterns [17]. This research
article aims to review the current state-of-the-art application of AI and machine learning
techniques for fault detection, collection, and management in complex systems [18]. In
recent years, there has been a substantial rise in interest in using AI strategies for fault
detection. One of the main advantages of these techniques is their ability to identify and
classify faults based on data patterns without the need for explicit rule-based systems [19].
Several machine learning algorithms have been proposed for fault detection, including
deep neural networks (DNN), support vector machines (SVM), decision trees (DT), and
Bayesian networks (BN) [20]. These algorithms may be taught to learn patterns and cor-
relations between multiple variables by being trained on historical data. These patterns
and relationships can reveal the existence of problems in the system. Once trained, these
algorithms can be used to classify new data and identify the presence of faults in real-
time [21]. In addition to fault detection, these machine learning models can also be used
for fault collection and management. Regarding this issue, previous research has been
conducted [22] in which fault collection involves the process of gathering and analyzing
data related to faults in the system. These data can be used to identify the root cause
of faults and develop strategies for preventing similar faults in the future [23]. Machine
learning algorithms can be used to analyze large datasets of fault data to identify patterns
and relationships between different variables that can be used to develop predictive models
for fault management [24]. These predictive models can identify potential faults before
they occur and develop proactive maintenance strategies to prevent downtime and reduce
costs [25]. Machine learning fault detection and management models are a rapidly growing
field with many applications in various industries. However, several challenges need to
be addressed to ensure the effectiveness and reliability of these techniques. One of the
main challenges is the availability of high-quality data for training and testing machine
learning algorithms [26]. Another challenge is the interpretability of machine learning
models, as many models operate as “black boxes”, and it can be challenging to understand
how they make decisions [27]. Additionally, there are concerns about the ethical implica-
tions of using AI machine learning for fault detection and management, particularly in
safety-critical systems [28]. The use of ML in power systems has been widely explored
in the literature [29]. Various machine learning models such as artificial neural networks
(ANNs), decision trees (DTs), support vector machines (SVMs), and hybrid and ensemble
methods have been applied for fault detection, prediction, and removal. Among these
techniques, hybrid models have gained increasing attention due to their ability to combine
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the strengths of different models to achieve better performance. One of the most popular
types of hybrid models is the combination of convolutional neural networks (CNNs) and
recurrent neural networks (RNNs), including long short-term memory (LSTM) and gated
recurrent units (GRUs) [30]. CNNs are used to extract the spatial features of fault signals,
while RNNs are utilized to capture the temporal dependencies. CNN-RNN hybrid models
have been applied to fault diagnosis in power systems [31] and have shown promising
results. Another type of hybrid model that has been applied to fault detection in power
systems is the combination of CNNs and gradient boosting methods such as XGBoost and
AdaBoost. Several strategies have been used to make the categorization more accurate
while lowering false alarms [32]. Support vector machines (SVMs) have also been applied
as a hybrid model with CNNs for fault detection [33]. The combination of SVM and CNN
can improve detection accuracy by reducing the noise in the data. Furthermore, ensemble
methods such as random forests have also been applied in hybrid models for fault detection
and diagnosis [34]. Ensemble methods are known for reducing overfitting and improving
models’ generalization performance [35]. For instance, in [36], a hybrid model combining a
deep belief network and a self-organizing map was proposed for fault diagnosis in power
systems. Another study [37] proposed a hybrid model that combines a stacked denoising
autoencoder and a deep neural network for fault detection and classification. A hybrid
model combining wavelet transform, PCA, and a back propagation neural network was
proposed in [38] for power transformer fault diagnosis. Other studies have explored the
use of hybrid models in other aspects of power systems, such as load forecasting and
energy management. For instance, a hybrid model combining a deep learning model and
an ARIMA model was proposed in [39] for short-term load forecasting. Another study [40]
proposed a hybrid model that combines clustering and reinforcement learning for energy
management in microgrids. Overall, the application of hybrid machine learning models in
power systems has shown promising results, and further research in this area can lead to
more effective and reliable power systems.

In this research, AI techniques, specifically hybrid machine learning models, are
integrated for real-time fault prediction and detection in modern power generation grids.
The goal is to enhance the resilience, efficiency, and sustainability of power grids by
leveraging AI technology for faster and more effective fault removal. This aligns with
the objective of achieving a cleaner and greener energy future in the context of the fourth
industrial revolution (4IR). Additionally, feature selection techniques are investigated to
improve the efficiency of the proposed approach. The following novelties are present in
this research work:

• Utilization of real-time fault collection data from a working power grid station situated
in Saudi Arabia, which is a significant contribution to the research. The rarity of faults
in the station made the data collection process time-consuming, making it a valuable
addition to the literature.

• Implementation of artificial intelligence techniques in this research for a power grid
station, which is a unique idea and has not been implemented before. This innovation
challenges the traditional software currently in use in most grid stations.

• Acknowledgment of the need for further improvement in this research area and the
intention to explore similar ideas.

The rest of the paper is structured as follows: Section 2 describes the process of
fault detection, prediction, and removal in power systems using hybrid machine-learning
models. Additionally, the structure of models, along with mathematical equations, has
been discussed. Section 3 explains the case study in which the description of data is given,
i.e., from where and how data are collected. Section 4 presents a performance evaluation,
graphical visualizations, and experimental results for the proposed approach. Finally,
Section 5 concludes the paper.
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2. Proposed Framework for Fault Prediction and Elimination

Figure 1 illustrates that the hybrid model framework that has been developed makes
use of four factors, including regular users, VIP users, faults that happened, and the action
that is taken in response to those problems. For the goal of prediction, three different
hybrid models, namely, CNN-RNN, CNN-GRU, and CNN-LSTM, are chosen and trained
using 70% of the real-time data collected by the grid station, while the remaining 30%
of the data are set aside for the purposes of validation and testing. The outcomes of the
prediction are graphically represented, and after making a comparison between the two
representations, it is clear that the CNN-GRU model performs better than the other two
hybrid models. Additionally, the mean error values that are generated by the CNN-GRU
model are noticeably lower than those that are generated by other hybrid models.
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2.1. Structure of Convolutional Neural Network

Convolutional Neural Networks, often known as CNNs, are a specific sort of neural
network design that has been shown to be helpful in time series analysis. This is particularly
true in the context of tasks such as signal processing, voice recognition, and picture analysis.
The core idea behind CNNs is that they use layers, which are small matrices of weights
convolved with the input data. For example, in the context of time series analysis, the input
data could be a sequence of time-stamped data points, and the layers could be designed to
extract relevant features from this sequence. The structure of a CNN is shown in Figure 2.
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Figure 2. The structure of a convolutional neural network.

The main layers and their functionality in this process are discussed as follows:

2.1.1. Convolution Layer

The input sequence is convolved with a set of layers to produce a set of feature outputs.
Each output is obtained by sliding the layer along the input sequence and calculating the
dot product that exists between the layer and the input subsequence that corresponds to it.

2.1.2. Non-Linearity

A non-linear activation function is applied to each element of the layer outputs. This
step introduces non-linearities into the model, which enables it to learn complex patterns
in the data.

2.1.3. Pooling Layer

The layer outputs are down-sampled by applying a pooling function, such as max
pooling or average pooling, which reduces the spatial dimensions of the layer outputs
while preserving their salient features.
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2.1.4. Dropout

A regularization technique called dropout can be applied to the output of the pooling
layer to prevent overfitting. Dropout randomly sets a fraction of the activations to zero
during training, which forces the model to learn more robust features.

2.1.5. Fully Connected Layer

The output of the convolutional layers is first transformed into a vector and then fed
into one or more fully connected layers. These layers are responsible for the classification
or regression job at the end.

2.2. Structure of RNN, GRU, and LSTM
2.2.1. Recurrent Neural Networks (RNNs)

RNNs can process time-series data and sequential data. The RNN cell structure
consists of a series of “memory cells” that can maintain information over time, as shown in
Figure 3a. Each memory cell is connected to the next memory cell in the sequence, forming
a chain-like structure. At each time step, the input is fed into the first memory cell, which
updates its internal state and passes the information to the next memory cell. The output
of each memory cell is a function of its internal state and the input at that time step. The
critical difference between RNNs and other neural network architectures is that the output
of a memory cell at each time step is also fed back into the next memory cell in the sequence.
This allows the network to maintain a “memory” of previous inputs and use it to predict
future inputs. Equations (1) and (2) show the mathematical expression for the internal
structure of the Recurrent Neural Network Unit [22]:

Ht−1 = σ (Ph ∗Ht−1 + Px ∗ Xt + Ba) (1)

Yt = tanh (Po ∗Ht + Bo) (2)

where:

Ht−1: The “hidden state” at time t – 1, which is a vector that summarizes the previous input
sequence up to time t – 1. It is computed as the output of a sigmoid activation function (σ)
applied to the weighted sum of the previous hidden state Ph ∗ Ht−1 and the current input
Px ∗ Xt plus a bias term Ba.
Xt: The input to the SRNN at time t.
Yt: The output of the SRNN at time t, which is a transformed version of the hidden state Ht
computed using a hyperbolic tangent activation function (tanh), and a weight matrix Po
plus a bias term Bo.
Ph: The weight matrix that determines the influence of the previous hidden state on the
current hidden state.
Px: The weight matrix that determines the influence of the current input on the current
hidden state.
Ba: The bias term that determines the baseline activation level of the hidden state.
Po: The weight matrix that determines how the hidden state is transformed into the output.
Bo: The bias term that determines the baseline activation level of the output.

Overall, the RNN equation represents that it uses the previous hidden state and
current input state to compute the current hidden state, which is further used to compute
the output at the current time step.
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2.2.2. Gated Recurrent Units

GRUs are a particular kind of recurrent neural network that was developed as an
alternative to long short-term memory (LSTM). Figure 3b illustrates the internal structure,
which is comparable to that of an LSTM but has fewer parameters. Much like an LSTM,
a GRU comprises a group of memory cells that can retain information over a period of
time; however, in contrast to an LSTM, a GRU utilizes a gating mechanism to govern the
flow of information between its memory cells. Two gates make up a GRU; the first gate
is known as the reset gate, and the second gate is known as the update gate. The update
gate is positioned to decide how much of the last memory should be kept and how much
new state should be built up from the current input. The reset gate determines the amount
of the initial memory state that will be forgotten. Before computing the update and reset
gates, the input at each time step is first put through a series of linear transformations.
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These transformations are what are utilized to determine the state of the gates. After that,
the update gate and the reset gate are put to use in order to update the state of the present
memory cell, which is a mix of the state it was in before and the input it is receiving at the
moment. The ultimate output of the GRU is a function of the state of the memory cell at
each time step, and this output may be put to use for tasks involving either prediction or
classification. The mathematical expression describing the internal structure of the Gate
Recurrent Unit can be found in Equations (3)–(6), which read as follows [22]:

Rt = σ (Wrh ∗Ht−1 + Wrx ∗ Xt) (3)

Zt = σ (Wzh ∗Ht−1 + Wzx ∗ Xt) (4)

H′t = tanh {Wh′h ∗ (Rt ∗Ht−1) + Wh′x ∗ Xt} (5)

Ht =
{
(1− Zt)Ht−1 + Zt ∗H′t

}
(6)

where:

Rt: The “reset gate” controls how much of the previous hidden state Ht−1 is retained and
how much is reset based on the current input Xt. It is computed as the element-wise
multiplication of the output of a sigmoid activation function (σ) applied to the weighted
sum of the previous hidden state Wrh ∗Ht−1 and the current input Wrx ∗ Xt.
Zt: The “update gate” determines how much of the previous hidden state Ht−1 should
be updated with the new candidate hidden state H′(t). It is computed as the output of a
sigmoid activation function (σ) applied to the weighted sum of the previous hidden state
(Wzh ∗Ht−1) and the current input (Wh′x ∗ Xt).
H′t: The “candidate hidden state” represents a new candidate for the next hidden state
based on the current input Xt and the previous hidden state Ht−1 modified by the reset
gate. It is computed as the output of a hyperbolic tangent activation function (tanh) applied
to the weighted sum of the reset gate Rt and the previous hidden state Wh′h ∗ (Rt ∗Ht−1)
and the current input Wh′x ∗ Xt.
Ht: The “hidden state” represents the output of the LSTM cell at time t, which is a combina-
tion of the previous hidden state Ht−1 and the new candidate hidden state H′t based on
the update gate. It is computed as a weighted sum of the previous hidden state (1− Zt)
and the new candidate hidden state (Zt ∗H′t).
Xt: The input to the LSTM cell at time t.
Ht−1: The previous hidden state of the LSTM cell at time t − 1.

2.2.3. Long Short-Term Memory (LSTM)

The internal structure of LSTM, which is likewise a sort of recurrent neural network
RNN, can be seen in Figure 3c. Long-term dependencies in sequential data can be captured,
and the vanishing gradient issue can be solved. The internal structure of an LSTM consists
of a series of memory cells, each with a set of gates that control the flow of information
through the cell. It consists of three types of gates: input, output, and forget gate. At each
time step, the input is first passed through a set of linear transformations, which are used
to compute the activations of the gates. The forget gate determines which information to
discard from the previous memory state, the input gate determines which new information
to add to the current memory state, and the output gate determines which information to
output from the current memory state. The internal state of an LSTM cell is updated using
a combination of the previous state and the new information, which is controlled by the
forget and input gates. The output gate then determines which information to pass on to
the next cell in the sequence. LSTMs effectively handle long-term dependencies in various
sequential data tasks, including natural language processing, time-series prediction, and
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speech recognition. The mathematical expressions for the internal structure of the Long
Short Term Memory Unit in Equations (7)–(12) are as follows [22]:

Ft = σ {WF(Ht−1, Xt)} (7)

It = σ {WI(Ht−1, Xt)} (8)

C′t = tanh {WC ∗ (Ht−1, Xt) (9)

Ct = (Ft ∗Ct−1) + Ct ∗C′t (10)

Ot = σ {WO(Ht−1, Xt)} (11)

Ht = Ot ∗ tanh
(
Ct) (12)

where:

Ht−1: The “hidden state” at time t − 1, which is a vector that summarizes the previous
input sequence up to time t − 1.
Xt: The input to the LSTM network at time t.
Ft: The “forget gate” at time t, which determines how much of the previous cell state should
be kept and how much should be forgotten. It is computed as the output of a sigmoid
activation function (σ) applied to the weighted sum of the previous hidden state and the
current input.
It: The “input gate” at time t, which determines how much of the new input should be
added to the cell state. It is computed as the output of a sigmoid activation function (σ)
applied to the weighted sum of the previous hidden state and the current input.
C′t: The “candidate cell state” at time t, which represents the candidate new values that
could be added to the cell state. It is computed as the output of a hyperbolic tangent
activation function (tanh) applied to the weighted sum of the previous hidden state and
the current input.
Ct: The “cell state” at time t, which represents the memory of the LSTM network at time t.
It is computed as the combination of the previous cell state Ct−1 multiplied by the forget
gate, Ft and the current candidate cell state C′t multiplied by the input gate, It.
Ot: The “output gate” at time t, which determines how much of the cell state should be
output as the hidden state. It is computed as the output of a sigmoid activation function (σ)
applied to the weighted sum of the previous hidden state and the current input.
tanh Ct: The hyperbolic tangent function applied to the cell state at time t.
Ht: The “output” or “hidden state” at time t, which is the final output of the LSTM network
at time t. It is computed as the element-wise multiplication of the output gate Ot and the
hyperbolic tangent of the cell state tanh Ct.
WF, WI, Wc, and Wo: The weight matrices that determine how much each input and
hidden state element affects the forget gate, input gate, candidate cell state, and output
gate, respectively.

The next section, Section 3, details the case study in which the details about the
collected data are given, which is further divided into Sections 3.1 and 3.2, i.e., data
collection and data analysis.

3. Case Study

To conduct this investigation, a grid station located in a particular area collected one-
year real-time data from 2017 to 2022. The system’s distribution side employed physical
and logical alarms to detect and gather information about any issues that may occur. The
alerts were then categorized, and corrective or preventive measures were implemented
accordingly. In this region, there are two types of energy consumers: VIP users, which are
given priority, and normal users, which are charged at a standard rate. The system logs
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the event only when the defect has been resolved; otherwise, the problem is categorized as
requiring further corrective action.

3.1. Data-Collection and Fault-Elimination Process

The first step to collecting data on faults outside a power grid station is determining the
geographical area and type of faults to be monitored. Fault recorders, power quality moni-
tors, visual inspections, customer reports, and system alarms are common data-collection
methods. Next, the necessary equipment must be installed and configured, and parameters
must be set. Data on fault events are then recorded, collected, and analyzed using software
tools to identify patterns and trends. This data analysis provides insights to improve
network performance by taking corrective actions or improving general infrastructure.

Similarly, to collect data on faults inside a power grid station, the first step is identi-
fying critical equipment and systems that need monitoring. Next, monitoring equipment
is installed, including sensors, meters, and other devices that record various parameters.
Then, the equipment is configured, parameters are set, and data on the performance of the
equipment and systems are recorded. Finally, these data are analyzed to identify patterns
or trends in the occurrence of faults inside the power grid station using software tools. The
insights gained from the data analysis are used to improve maintenance, reduce downtime,
and identify potential problems before they become significant issues, allowing for proac-
tive maintenance. The process of gathering information on faults and the corresponding
corrective actions is illustrated in Figure 4.

Sustainability 2023, 15, x FOR PEER REVIEW 10 of 22 
 

the event only when the defect has been resolved; otherwise, the problem is categorized 

as requiring further corrective action.  

3.1. Data-Collection and Fault-Elimination Process 

The first step to collecting data on faults outside a power grid station is determining 

the geographical area and type of faults to be monitored. Fault recorders, power quality 

monitors, visual inspections, customer reports, and system alarms are common data-col-

lection methods. Next, the necessary equipment must be installed and configured, and 

parameters must be set. Data on fault events are then recorded, collected, and analyzed 

using software tools to identify patterns and trends. This data analysis provides insights 

to improve network performance by taking corrective actions or improving general infra-

structure.  

Similarly, to collect data on faults inside a power grid station, the first step is identi-

fying critical equipment and systems that need monitoring. Next, monitoring equipment 

is installed, including sensors, meters, and other devices that record various parameters. 

Then, the equipment is configured, parameters are set, and data on the performance of 

the equipment and systems are recorded. Finally, these data are analyzed to identify pat-

terns or trends in the occurrence of faults inside the power grid station using software 

tools. The insights gained from the data analysis are used to improve maintenance, reduce 

downtime, and identify potential problems before they become significant issues, allow-

ing for proactive maintenance. The process of gathering information on faults and the 

corresponding corrective actions is illustrated in Figure 4. 
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3.2. Data Analysis

The histogram in Figure 5 shows the distribution of the variables in the dataset. The
variable “Number of years” is continuous and ranges from 0 to 6, representing the number
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of years between 2017 and 2022. The variable “Number of faults occurred” ranges from
0 to 59, indicating the number of faults that occurred during this period. The histogram
of this variable shows that most values fall within the range of 0 to 20, with a long tail on
the right indicating some occurrences of high fault rates. The variable “Number of VIP
Electricity Users” ranges from 0 to 10, indicating the number of high-priority customers.
The histogram shows that the majority of values fall within the range of 0 to 2, with a few
occurrences of higher values. Finally, the variable “Number of Normal Electricity Users”
ranges from 0 to 2000, representing the number of regular customers. The histogram of
this variable shows that most values fall within the range of 0 to 500, with a long tail on
the right indicating that some customers use a siginficant amount of electricity, as shown
in Figure 5.
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Figure 6 presents a heat map depicting the relationships between the dataset’s vari-
ables. Normal electricity consumers have increased as the number of years since 2017
has increased, suggesting a trend towards more customers. Additionally, the number of
VIP electricity consumers positively correlates with the number of regular energy users,
suggesting that high-priority customers may be more likely to have more regular customers.
Finally, assuming that having more high-priority clients is correlated with fewer defects,
there is a modest negative association between the number of faults and the number of VIP
power consumers. Overall, the heat map provides insights into the relationships between
the variables in the dataset, as represented in Figure 6.

A pair plot is a graphical representation of the pairwise relationships between mul-
tiple variables. It typically shows scatter plots for each pair of variables along with their
histograms on the diagonal. The purpose of the pair plot is to visualize the relationships
between different variables and to identify any patterns or trends in the data, as described
in Figure 7.
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The scatter plots in Figure 7 illustrate the connection between each set of variables. In
contrast, the histograms arranged diagonally demonstrate how each variable is distributed,
and it can be seen that there is a positive connection between the number of users and the
number of faults that have occurred. Additionally, there is a positive correlation between
the number of VIP users and the actions that have been performed in response to the faults.
It also tends to raise defects over time and show a trend of more significant action being
performed against the flaws. Both of these trends are related. In general, the pair plot offers
a helpful visual depiction of the interactions between the various characteristics and may
be used to gain insights into the data.

All the above discussion shows that data acquired from the grid are valuable and help
to proceed further. The next section, Section 4, details the results and discussion.

4. Results and Discussion

The confusion matrices of three different models that are utilized for fault classification
prediction in real-time data are shown in Figure 8. When there is an imbalance in the
number of observations that belong to each class or when there are many classes present in
the dataset, a confusion matrix may be used to summarize a classification system’s efficacy.
This allows us to assess the advantages and downsides of the categorization models based
on the results they generated. Figure 8a depicts the confusion matrix created by comparing
the actual values of the dataset to the predicted values produced by the CNN-GRU hybrid
model. Compared to the other two models, the findings suggest that the model successfully
predicted real positive values with the most significant percentage. This suggests that the
data were categorized with fewer misleading values. The confusion matrices of the other
two models, CNN-LSTM and CNN-RNN, illustrated in Figure 8b,c, respectively, exhibit
the performance outcomes of these models. The CNN-GRU hybrid model outperforms
the CNN-LSTM and CNN-RNN hybrid models, whereas the CNN-RNN hybrid model
fares poorly.
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Figure 9 shows a general flowchart representing a typical deep learning process for
input data and generating output results. First, the input data go through two convolution
layers before being sent to a max pooling layer. The maximum pooling layer’s output
is then flattened and repeated vector-wise to prepare it for processing by the selected
machine learning model. In this case, three models are selected individually after the
convolution neural network (CNN) layer. To prevent overfitting, a dropout layer is applied
after the selected model, and then the layer is wrapped in a bidirectional layer to allow for
bidirectional processing of the input sequence. Finally, another dropout layer is applied
before passing the output to two dense layers, which use a variety of activation functions
to produce the final output results for comparison.
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Table 1 shows a description of a neural network model called CNN-GRU, which
operates on a series of data and returns a single value. The model has a series of layers,
including convolutional, max pooling, flattening, repeat vector, gated recurrent unit (GRU),
dropout, bidirectional, and dense layers. The actual number of trainable parameters in the
model is 455,673. The model extracts features from the input sequence using convolutional
layers and processes the sequence using a GRU layer. Dropout layers are used to prevent
overfitting, and a bidirectional layer processes the output of the GRU layer in both forward
and backward directions. Finally, a dense layer produces the final output with a sigmoid
activation function.

The CNN-LSTM sequential neural network model is shown in Table 2. This model
accepts a data sequence as its input and generates a single output. Convolutional, max
pooling, flattening, repeat vector, long short-term memory (LSTM), dropout, bidirectional,
and dense layers are some of the types of layers included in this model. A total of 591,529
is the maximum number of trainable parameters that may be found in the model. The
model extracts features from the input sequence using convolutional layers and processes
the sequence using an LSTM layer. Dropout layers prevent overfitting, and a bidirectional
layer processes the output of the LSTM layer in both forward and backward directions. A
dense layer produces the final output with a sigmoid activation function.
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Table 1. Hybrid CNN-GRU machine learning model for fault prediction.

Model: “sequential_8”

Layer (Type) Output Shape Param #

conv1d_14 (Conv1D) (None, 3, 128) 384
conv1d_15 (Conv1D) (None, 2, 64) 16,448

max_pooling1d_7 (MaxPooling 1D) (None, 1, 64) 0
flatten_7 (Flatten) (None, 64) 0

repeat_vector_7 (RepeatVector) (None, 10, 64) 0
gru_6 (GRU) (None, 10, 200) 159,600

dropout_12 (Dropout) (None, 10, 200) 0
bidirectional_6 (Bidirectional) (None, 256) 253,440

dropout_13 (Dropout) (None, 256) 0
dense_12 (Dense) (None, 100) 25,700
dense_13 (Dense) (None, 1) 101

Total params: 455,673
Trainable params: 455,673
Non-trainable params: 0

Table 2. Hybrid CNN-LSTM machine learning model for fault prediction.

Model: “sequential_8”

Layer (Type) Output Shape Param #

conv1d_4 (Conv1D) (None, 3, 128) 384
conv1d_5 (Conv1D) (None, 2, 64) 16,448

max_pooling1d_2 (MaxPooling1D) (None, 1, 64) 0
flatten_2 (Flatten) (None, 64) 0

repeat_vector_2 (RepeatVector) (None, 10, 64) 0
lstm_4 (LSTM) (None, 10, 200) 212,000

dropout_4 (Dropout) (None, 10, 200) 0
bidirectional_2 (Bidirectional) (None, 256) 336,896

dropout_5 (Dropout) (None, 256) 0
dense_4 (Dense) (None, 100) 25,700
dense_5 (Dense) (None, 1) 101

Total params: 591,529
Trainable params: 591,529
Non-trainable params: 0

A single output is generated by the CNN-RNN sequential neural network model
described in Table 3. This model accepts a data sequence as its input and generates just one
output. Some of the models’ components are convolutional, max pooling, flattening, repeat
vector, basic recurrent neural network (RNN), dropout, bidirectional, and thick layers. The
model has a total of 179,857 trainable parameters in its infrastructure. The model extracts
features from the input sequence using convolutional layers and processes the sequence
using a simple RNN layer. Dropout layers prevent overfitting, and a bidirectional layer
processes the output of the simple RNN layer in both forward and backward directions.
Finally, a dense layer produces the final output with a sigmoid activation function.

The results of this study focused on evaluating the performance of three machine-
learning hybrid models, CNN-GRU, CNN-LSTM, and CNN-RNN, for fault classification
and elimination in a power grid station. In Figure 10a, a graphical representation was used
to visualize the prediction accuracy of these models, with the y-axis showing the prediction
accuracy ranging from 0.2 to 1.0 and the x-axis indicating the number of epochs from 0 to
100. The acquired results clearly indicate that the CNN-GRU hybrid model outperformed
the other two models, CNN-LSTM and CNN-RNN, in terms of prediction accuracy. This
finding suggests that the CNN-GRU model can more accurately identify and eliminate
faults in power grid stations. Similarly, in Figure 10b, a graphical representation is used
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to visualize the prediction loss of these models, with the y-axis showing the prediction
loss ranging from 0 to 1.6 and the x-axis indicating the number of epochs from 0 to 100.
Again, the results clearly indicate that the CNN-GRU hybrid model has the minimum loss
compared to the other two models, CNN-LSTM and CNN-RNN. This finding suggests that
the CNN-GRU model can effectively identify and eliminate faults in power grid stations
with greater accuracy and precision, resulting in minimal prediction loss.

Table 3. Hybrid CNN-RNN machine learning model for fault prediction.

Model: “sequential_8”

Layer (Type) Output Shape Param #

conv1d_16 (Conv1D) (None, 3, 128) 384
conv1d_17 (Conv1D) (None, 2, 64) 16,448

max_pooling1d_8 (MaxPooling1D) (None, 1, 64) 0
flatten_8 (Flatten) (None, 64) 0

repeat_vector_8 (RepeatVector) (None, 10, 64) 0
simple_rnn (SimpleRNN) (None, 10, 200) 53,000

dropout_14 (Dropout) (None, 10, 200) 0
bidirectional_7 (Bidirectional) (None, 256) 84,224

dropout_15 (Dropout) (None, 256) 0
dense_14 (Dense) (None, 100) 25,700
dense_15 (Dense) (None, 1) 101

Total params: 179,857
Trainable params: 179,857
Non-trainable params: 0
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In Figure 11a, the proposed hybrid models are evaluated on their performance using
validation accuracy as the metric. To visually represent the results, the validation accuracy
is plotted against the number of epochs, ranging from 0 to 100 on the x-axis, and the
validation accuracy ranges from 0.2 to 1.0 on the y-axis. The results show that all three



Sustainability 2023, 15, 8348 17 of 21

models achieve high validation accuracy, with CNN-GRU achieving the highest accuracy,
followed by CNN-RNN and CNN-LSTM. Similarly, in Figure 11b, the validation loss is
plotted against the number of epochs, ranging from 0 to 100, on the x-axis. In contrast,
the validation loss is displayed on the y-axis, ranging from 0 to 1.6. Again, the results
demonstrate that the CNN-GRU model outperformed both the CNN-LSTM and CNN-RNN
models, with the lowest validation loss observed.
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In Figure 12a, a graphical representation of Mean Absolute Error (MAE) loss is depicted
against the number of epochs ranging from 0 to 100. It is evident from the plot that the MAE
loss exhibits a gradual decrease from 50% as the number of epochs increases. However,
upon comparing the three models, the hybrid model CNN-GRU yields a minimum loss of
approximately 15%, outperforming the other two models. Similarly, Figure 12b displays
a graphical representation of MAE validation loss against the number of epochs ranging
from 0 to 100. Again, the plot reveals a gradual decrease in MAE loss from 55% with
increasing epochs. However, upon comparing the three hybrid models, it is evident that the
CNN-GRU model produces the minimum validation loss for MAE, which is approximately
11%, outperforming the other two hybrid models. This is clearly visible from the graphical
visualization shown in Figure 12b.

Figure 13a is a graphical representation of this evaluation, showing the relationship
between MSE loss and the epoch ranges from 0 to 100. The results show that as the
number of epochs increases, the MSE loss decreases gradually. The hybrid model CNN-
GRU achieved the minimum MSE loss, around 5%, as shown in Figure 13a. This was
significantly lower than the MSE loss achieved by the other two hybrid models evaluated
in the same experiment. Similarly, in Figure 13b, the graphical representation of this
evaluation shows the relationship between MSE validation loss and the number of epochs.
The results show that as the number of epochs increases, the MSE validation loss decreases
gradually. The hybrid model CNN-GRU achieved the minimum MSE validation loss,
around 5%, as shown in Figure 13b. This was significantly lower than the MSE validation
loss achieved by the other two hybrid models evaluated in the same experiment.
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Earlier studies on the same dataset have been conducted to make predictions using
various hybrid machine learning models. The models that were taken into consideration for
this analysis were a basic Recurrent Neural Network (RNN), a Long-Short Term Memory
(LSTM), and a Gated Recurrent Unit (GRU) [22]. The following metrics—Losses, Accuracy
(%), MAE loss, and RMSE loss—were taken into consideration: the performance of the GRU
model was superior to that of the other models, with a loss of 0.22, an accuracy of 91.69%,
an MAE loss of 0.42, and the RMSE loss of 0.40. Following closely in terms of performance
was the LSTM model, which had a loss of 0.21, an accuracy of 92.13%, an MAE loss of 0.37,
and an RMSE loss of 0.39. The RNN model had the lowest accuracy, at 89.21%, and the
most significant loss, at 0.28, with an MAE loss of 0.45 and the RMSE loss of 0.47 [22]. The
GRU model demonstrated improved performance in terms of accuracy and loss, making
it ideal for predicting the intended outcomes. Table 4 displays the enhanced outcomes
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achieved by combining RNN, LSTM, and GRU layers with Convolutional Neural Network
(CNN) layers throughout this research.

Table 4. Results of fault classification and fault elimination data via hybrid CNN-RNN, CNN-LSTM,
and CNN-GRU models.

Hybrid Models for
Prediction Accuracy (%) MAE Loss Loss RMSE Loss

CNN-RNN 92.85 0.21 0.19 0.10
CNN-LSTM 93.05 0.17 0.15 0.07
CNN-GRU 93.92 0.14 0.10 0.05
RNN [22] 89.21 0.45 0.28 0.47
LSTM [22] 91.69 0.42 0.22 0.40
GRU [22] 92.13 0.37 0.21 0.39

The performance of each model was evaluated based on four metrics: losses, accuracy,
mean absolute error (MAE) loss, and Mean Square Error (MSE) loss. The losses metric
indicates the difference between the model’s predicted output and actual output. Lower
losses indicate superior performance. The accuracy metric indicates the percentage of the
total correct predictions. Higher accuracy indicates superior performance. Finally, the
MAE and MSE loss metrics measure the absolute and squared differences between the
predicted and actual output, respectively. Again, lower MAE and MSE values indicate
superior performance. It can be seen that the CNN-GRU model has the best overall
performance, with the lowest losses, highest accuracy, and lowest MAE and MSE values.
The CNN-LSTM model also performs well, with lower losses and higher accuracy than the
CNN-RNN model.

Compared to the results in [22], the models in Table 4 show significantly better per-
formance in terms of losses, accuracy, and MAE and MSE values. Overall, the addition of
CNN layers improves the models’ performance, particularly in reducing the losses and
improving accuracy. In addition, the GRU and LSTM models consistently perform better
than the RNN model. The results suggest that combining CNN and RNN, LSTM, or GRU
layers can lead to better predictions of target variables in neural network models.

All the above findings indicate that machine learning hybrid models, particularly
the CNN-GRU model, can effectively improve prediction accuracy and reduce prediction
loss, enhancing the reliability and efficiency of power grid systems. Furthermore, this
study suggests that the CNN-GRU hybrid model outperforms the other two hybrid models,
CNN-LSTM and CNN-RNN, in terms of minimizing MSE loss. These results provide
valuable insights and can guide future research in developing more accurate and efficient
fault-detection and -elimination systems in power grids. However, further research is
needed to validate these findings and explore the potential of other machine learning
models for this application.

5. Experimental Setup Used

The experimental system that was used for this research required the usage of specific
hardware and software in order to function properly. The central processor unit (CPU) that
was used was an Intel(R) Core(TM) i7-10875H CPU operating at 2.30 GHz. The graphics
card used was an NVIDIA GeForce RTX 2060, and it played a significant role in successfully
completing the graphical activities that were necessary for the study. It was possible to
save and retrieve data quickly and easily because of the system’s 16.0 GB of RAM, of which
6.0 GB was dedicated to the GPU’s memory. Our investigation was carried out using a
64-bit Windows operating system version. Python, Keras, and TensorFlow version 2.3.1
were some of the software packages that were used, and they were the ones that made it
possible to carry out the necessary machine learning activities. The overall hardware and
software setup provided a dependable and effective platform for carrying out the study.
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6. Conclusions

The integration of renewable energy resources into smart grids is crucial for developing
a more sustainable energy system and mitigating the impact of climate change. Machine
learning hybrid models can play a vital role in predicting energy demand and optimizing
the use of renewable energy sources. This research study emphasizes the importance of
such models in improving the efficiency and reliability of power grids by detecting and
eliminating faults in a timely manner, thus preventing power outages and minimizing
consumer impact. The results indicate that CNN-GRU achieved the highest accuracy of
93.92% and the lowest MAE and MSE losses of 0.14 and 0.05, respectively. CNN-LSTM and
CNN-RNN also performed well, with an accuracy of 93.05% and 92.85%, respectively. The
research concludes that machine learning hybrid models such as CNN-RNN, CNN-LSTM,
and CNN-GRU can effectively detect and eliminate faults in grid stations, facilitating the
integration of renewable energy sources and improving power grid efficiency and reliability.
Combining machine learning, artificial intelligence, reinforcement learning, and advanced
control techniques can create strategies to forecast load, monitor and adjust output in
real-time, optimize grid performance, and handle complex load variations in the future.
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