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Abstract: The number of areas in which artificial intelligence (AI) technology is being employed
increases continually, and climate change is no exception. There are already growing efforts to
encourage people to engage more actively in sustainable environmental behavior, so-called “green
nudging”. Nudging in general is a widespread policymaking tool designed to influence people’s
behavior while preserving their freedom of choice. Given the enormous challenges humanity is
facing in fighting climate change, the question naturally arises: Why not combine the power of AI
and the effectiveness of nudging to get people to behave in more climate-friendly ways? However,
nudging has been highly controversial from the very beginning because critics fear it undermines
autonomy and democracy. In this article I investigate the ethics of AI-powered climate nudging
and address the question whether implementing corresponding policies may represent hidden and
unacceptable costs of AI in the form of a substantive damage to autonomy and democracy. I will
argue that, although there are perfectly legitimate concerns and objections against certain forms of
nudging, AI-powered climate nudging can be ethically permissible under certain conditions, namely
if the nudging practice takes the form of what I will call “self-governance”.

Keywords: sustainability; climate change; artificial intelligence; nudging; digital nudging; libertarian
paternalism; autonomy; intergenerational justice

1. Introduction

The number of areas in which artificial intelligence (AI) technology is being employed
increases continually, and climate change is no exception [1]. Several challenges posed
by AI have been discussed extensively over the past years—privacy, bias, opacity, to
name but a few examples [2]. More recently, the environmental impact of AI itself has
also come into focus, for example, the high energy consumption needed to train and run
algorithms [3,4]. This research contributes to the insight that we must be wary not to
indulge in a questionable form of “technological solutionism” [4] (p. 71) that views AI as a
panacea for all kinds of problems. Thus, we must carefully balance the costs and benefits of
AI’s employment, with particular scrutiny of the ethical challenges involved [5,6].

There are already growing efforts to encourage people to engage more actively in sus-
tainable environmental behavior, so-called “green nudging”, such as certifying consumer
products with eco-labels and providing households with peer comparisons to improve
energy conservation [7]. Nudging in general is a widespread policymaking tool designed
to influence people’s behavior while preserving their freedom of choice [8–10]. With people
spending more time in the digital sphere and making more decisions online, nudging has
also become widespread in digital environments [11–13]. Big data and AI are being used
in the service of “Big Nudging” to steer people’s choices [14,15]. Given the enormous
challenges humanity is facing in fighting the severe, harmful and possibly irreversible
effects of climate change [16], the question naturally arises: Why not combine the power
of AI and the effectiveness of nudging to get people to behave in more climate-friendly
ways? Climate nudging powered by AI may thus suggest itself as a suitable strategy to
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change people’s behavior so that their decisions contribute to a cleaner, safer, and more
sustainable planet.

However, nudging has been highly controversial from the very beginning [17]. Ad-
vocates praise it as an effective means for making people’s lives better. Critics object that
nudging compromises people’s autonomy by interfering with their capacity to make their
own choices. Employing AI to nudge people is no less controversial, even if it is being done
with the well-intentioned effort to prevent further harmful climate change. Critics reject
AI-powered nudging as large-scale paternalism, which not only disrespects people’s auton-
omy but may also lead to authoritarian societies in which a digital “Green Leviathan” [15]
or “wise king” [14] manipulates our lives behind our backs.

In this article I investigate the ethics of AI-powered climate nudging and address
the question whether implementing corresponding policies may represent hidden and
unacceptable costs of AI in the form of a substantive damage to autonomy and democracy.
I will argue that, although there are perfectly legitimate concerns and objections against
certain forms of nudging, AI-powered climate nudging can be ethically permissible under
certain conditions. To this end, I first elaborate on nudging in general, its background, and
rationale (Section 2). In a second step, I review the main argument for nudging as well as
the issue of autonomy as the main ethical concern critics have raised (Section 3). Third,
I briefly present relevant facts about climate change and the specific ethical challenges they
raise (Section 4). Finally, I consider AI-powered climate nudging and discuss whether the
main ethical concerns revolving around autonomy also apply in this context. I argue that
AI-powered climate nudging can be ethically permissible if the nudging practice takes the
form of what I will call “self-governance” (Section 5).

2. Libertarian Paternalism and Nudging

In their highly influential 2008 book Nudge, Richard Thaler and Cass Sunstein develop
a policymaking approach they call libertarian paternalism:

We strive to design policies that maintain or increase freedom of choice. When we
use the term libertarian to modify the word paternalism, we simply mean liberty-
preserving. And when we say liberty-preserving, we really mean it. Libertarian
paternalists want to make it easy for people to go their own way; they do not want
to burden those who want to exercise their freedom. The paternalistic aspect lies
in the claim that it is legitimate for choice architects to try to influence people’s
behavior in order to make their lives longer, healthier, and better. [8] (p. 5)

Early on, commentators have noted that the definition of paternalism given by Thaler
and Sunstein deviates significantly from standard accounts [18] (pp. 126–130). Compare
their definition with a standard definition of paternalism:

Paternalism is the interference of a state or an individual with another person,
against their will, and defended or motivated by a claim that the person interfered
with will be better off or protected from harm. [19] (emphasis added)

In both definitions, increasing an agent’s individual welfare represents the primary
aim of the interference and serves at the same time as a justification for it. The difference
consists in the means employed to achieve this aim. According to the standard account of
paternalism, interferences to increase individual welfare infringes on the liberty or auton-
omy of the targeted person in some way or other. More often than not, the infringement
consists in altering or restricting the space of options among which people can choose,
for example, banning smoking in public buildings or prescribing motorcyclists to wear
helmets [19]. Libertarian paternalism, on the other hand, purports to increase individual
welfare while respecting people’s liberty and autonomy by preserving freedom of choice.
Libertarian paternalism leaves the space of options intact, that is, the interference consists
not in what options are made available but rather in how the options are presented. A stan-
dard example is a cafeteria where salads, fruits, vegetables, and other healthy food items
are deliberately displayed at eye level so that visitors are more likely to choose what is
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better for them [8] (pp. 1–4). This is precisely what Thaler and Sunstein call a “nudge”, the
notion at the heart of libertarian paternalism. It is defined in the following way:

A nudge, as we will use the term, is any aspect of the choice architecture that
alters people’s behavior in a predictable way without forbidding any options or
significantly changing their economic incentives. To count as a mere nudge, the
intervention must be easy and cheap to avoid. Nudges are not mandates. Putting
fruit at eye level counts as a nudge. Banning junk food does not. [8] (p. 6)

The term “choice architecture” refers to the space of options within which people
make choices, and nudges are intentional modifications of this space to influence people’s
choices for their own benefit in a way that does not interfere with their freedom of choice.
The number of options is supposed to remain constant, only the presentation of options
is changed. A key feature of standard paternalism frequently raising ethical concerns—
interfering with people’s liberty or autonomy in some form—is thus declared absent from
libertarian paternalism.

Before elaborating on nudging and choice architecture in more detail, I want to empha-
size right from the outset a rather general point often highlighted by the authors themselves.
Sunstein calls this general point the “trap of abstraction” [10] (p. 424). The point is plain
and simple but important: nudges can assume a vast and diverse variety of forms; they
involve different ends, different means, and different justifications. Hence, a proper ethical
assessment of nudges should always consider their characteristic features and the specific
circumstances of their implementation.

To get an impression of the heterogeneity of nudges, consider the following examples
given by Sunstein himself [10] (p. 424). A nudge can consist in merely providing con-
sumers with information or warnings on products (a GPS device, nutritional information
on food items, or graphic images on cigarette packages), in reminders for unpaid bills, in
rearranging items in the supermarket to increase their salience, or in changing the default
from opt-in to opt-out in the context of enrollment in savings or retirement plans. Paradig-
matically, nudges like this aim at people’s individual welfare, they are intended to promote
people’s own ends and to make their lives better. Unsurprisingly, that is why the issue
of paternalism has taken center stage in the nudging debate. Yet many nudges are not
paternalistic in that they rather aim at social welfare or at protecting the environment, for
example, campaigns and programs to reduce energy consumption and greenhouse gas
(GHG) emissions [8] (chapter 12). Since the purpose of nudges benefitting the environment
is to correct market failures, Sunstein later on expressly distinguishes between “paternalistic
nudges” and “market failure nudges” [10] (pp. 426–427).

The upshot of the general point is this: the ends, means, and justifications constituting
the respective nudges can differ substantially, therefore the ethical questions involved and
the ethical assessment required to decide them may be just as different. The lesson to be
drawn is that rather than trying to arrive at a general verdict as to the ethical permissibility
of nudging per se we are better off proceeding in a somewhat piecemeal fashion and discuss
relevant ethical principles always with an eye towards specific nudging practices.

Now, what is the rationale for libertarian paternalism and nudging in the first place?
Libertarian paternalism is based on a certain picture of human cognition. More specifically,
it is rooted in a particular understanding of the mechanisms underlying decision-making
processes. Thaler and Sunstein largely draw on behavioral science research, especially on
the works of Daniel Kahneman [8] (chapter 1). According to Kahneman, the human mind
contains two cognitive systems that process information in significantly different ways.
System 1 “operates automatically and quickly”, whereas System 2 “allocates attention to
the effortful mental activities that demand it, including computations” [20] (pp. 20–21).
System 1 is in charge of activities such as sensing a particular mood in a voice, driving on an
empty highway, or processing simple sentences; System 2 activities require concentration
and focus, such as following the clowns in a circus show, trying to remember a particular
sound, or doing the taxes [20] (pp. 21–22). Although both systems are fallible, System 1 is
particularly susceptible to what is nowadays known under the umbrella term “heuristics



Sustainability 2022, 14, 5153 4 of 13

and biases” [20] (part II). Among the many lapses and blunders of System 1 Thaler and Sun-
stein point out are, for example, overconfidence, loss aversion, and framing [8] (chapter 1).
Take one of the most famous experiments illustrating the framing fallacy. Physicians were
given information about a certain medical procedure. Those who read the description “The
one-month survival rate is 90%” were much more likely to decide in favor of the procedure
than those physicians who read the description “There is 10% mortality in the first month”,
even though both descriptions are logically equivalent [20] (p. 367). Examples like these
and the fallacies associated with System 1 abound.

Thaler and Sunstein conclude from the ubiquitous shortcomings of System 1 that the
homo economicus promulgated by many economists is an illusion. Choices and decisions
are simply not always the outcome of fully rational, fully informed, and strong-willed
individuals who always act in accordance with their best interests:

The false assumption is that almost all people, almost all of the time, make choices
that are in their best interest or at the very least are better than the choices that
would be made by someone else. We claim that this assumption is false–indeed
obviously false. [8] (p. 8)

For example, they point to the scientifically corroborated link between obesity and the
increased risk of several medical conditions on the one hand, and the high obesity rate in
the U.S. on the other to cast doubt on the idea that all U.S. citizens keep to an ideal diet [8]
(p. 7). So why not take advantage of the weaknesses of System 1, so the reasoning goes,
and harness the power of nudges to get people to choose what is better for them? The food
items in the cafeteria must be arranged somehow—why not make a virtue of necessity
and design the choice architecture in a way that helps people achieve their ends (a healthy
lifestyle) and still preserves their freedom (they can choose a less healthy alternative if
they want)?

3. Nudgers and Their Critics

Roughly, there are three main arguments for nudging. The first argument simply
builds on the effectiveness of nudging (this is largely uncontroversial, and I will not dispute
it here); the second argument maintains that nudging preserves freedom of choice and
autonomy (this is very controversial, and I will discuss it in the context of climate nudging
in Section 5) [8] (p. 252). Here, I want to review briefly the third argument because it is
presented by Sunstein and Thaler as one of their central arguments and also sheds light on
a core notion of libertarian paternalism: choice architecture.

The argument is that choice architecture is inevitable, therefore nudging is permissible
([8] (p. 237)), ([9] (p. 14)), ([10] (pp. 415, 420–422)). Just as homo economicus was an
illusion, so was the neutrality of the space of options within which people make choices.
Indeed, this claim seems hard to challenge. The food items in the cafeteria must be arranged
somehow, and the information about mortality and survival rates of medical procedures
must be worded in some way. Choice architecture cannot but influence people in one way
or other regardless of whether it is the result of deliberate design or coincidence. This also
applied to government regulation. In many cases, public officials cannot avoid acting as
choice architects in policymaking. This was particularly true when it came to defaults, for
example in organ transplantation. Some system has to be put in place (for example, opt-in or
opt-out), and whichever system is chosen will have consequences for people. Since choice
architecture is thus inevitable, nudging is permissible.

It’s unclear to me whether the conclusion follows from the premise. Even if the premise
is true, and people are influenced by choice architecture regardless of whether it is the
result of deliberate design or coincidence, does it really follow that nudging is ethically
permissible per se? All that seems to follow is that the specific design of a choice architecture
matters because every difference in the space of options potentially makes a difference
for people’s choices. However, this does not give nudgers carte blanche to interfere with
choice architecture. On the contrary, the inevitability of choice architecture rather increases
the responsibility of policy makers precisely because choice architecture always influences
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people in some way, regardless of whether it is the result of deliberate design or coincidence.
According to the nudgers’ own premise, choice architecture influences people either way,
and thus policy makers are responsible even in case they decline to interfere with it in
some area. If anything, then, the inevitability of choice architecture entails that there is a
burden of justification for both interference and non-interference with choice architecture.
In the context of government regulation, for example, the inevitability of choice architecture
means that every governmental action—as well as every inaction—has consequences for
people’s lives and must therefore be justified. Whether a particular nudging practice is
defensible, on the other hand, is a further question requiring careful ethical assessment of
the characteristic features and the specific circumstances of its implementation.

I will now turn briefly to the main argument against nudging. The main ethical
concerns critics have with nudging revolves around autonomy [21]. Broadly speaking,
threats to autonomy in the context of paternalism can arise in two ways. Either paternalism
interferes with the ends people set for themselves, or it interferes with the means people
employ to achieve their ends, which is reflected in the common distinction between ends
paternalism and means paternalism [9] (p. 19). Ends paternalism is seen as problematic
because it imposes ends on people that are not necessarily their own. This leads to a
mismatch between people’s choices and what they actually want, which undermines their
autonomy. When people are nudged in a certain direction, strictly speaking the choices
they make are not their own, their “actions reflect the tactics of the choice architect rather
than exclusively their own evaluation of alternatives” [18] (p. 128).

In reply, many libertarian paternalists claim that, contrary to standard forms of pa-
ternalism, nudging represents a form of the weaker means paternalism because it neither
imposes ends on people nor questions the ends people have. Rather, nudging is intended
to help people realize the ends they already set for themselves [10] (p. 433). Libertarian
paternalists thus turn the tables on their critics and argue that nudging even promotes
people’s autonomy. For example, the autonomy of someone who wants to eat healthy but is
tempted by less healthy options is actually enhanced, and not impaired, because the nudge
only helped achieve an end the agent had anyways. Since nudges must be easy to avoid
by definition, it is unlikely they would lead to changes of mind in staunch meat-eaters,
which libertarian paternalists agree would be problematic because it would interfere with
people’s ends. In any case, they argue, autonomy is either preserved (no one is coerced,
and freedom of choice is secured) or even promoted (the weak-willed are supported in
realizing their ends).

However, means paternalism has also been met with criticism. Even if people’s ends
are respected, interfering with the means people employ to achieve them nevertheless
represents a form of manipulation by “bypassing their capacity for reason” [22] (p. 5), which
again is seen as undermining autonomy. As elaborated on in Section 2, nudges primarily
target System 1 and thus exploit psychological vulnerabilities and faulty reasoning, such as
inertia and framing. In doing so, critics argue, choice architects would not take people seri-
ously as rational agents. Rather, they would take advantage of their cognitive weaknesses,
even if they did so for their own benefit. For choices to be genuinely autonomous, critics
insist, people not only have to be in control of setting their ends but also in control of the
means and processes to realize those ends ([18] (p. 128)), ([23] (p. 209)).

In reply, some proponents of nudging complain that being fully in control of both
ends and means represented too high a bar for choices to be autonomous and relied on an
implausible conception of rational agency ([7] (p. 337)), ([21] (pp. 145–146)). Since choice
architecture is inevitable, people are influenced one way or the other anyways, regardless
of whether they are nudged or not. It would be an illusion to think that there could be
purely rational processes free of any external influences. Thus, proponents argue, as long
as people’s ends are promoted or at least left intact, interfering with decision-making
processes does not undermine autonomy.

The arguments for and against nudging are still subject to ongoing debate. As noted,
in order to decide whether a given nudging practice is ethically problematic, its specific
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features and the circumstances of its implementation must be taken into account. In the fol-
lowing section, I will therefore present relevant facts about climate change and the specific
ethical challenges they raise, after which I will consider whether the objections from auton-
omy also apply to AI-powered nudges intended to induce more climate-friendly behavior.

4. Climate Change as an Ethical Challenge

Over the past decades, overwhelming scientific evidence has been gathered to sub-
stantiate the thesis that the current climate change—in particular global warming, rising
sea levels, and increased frequency of extreme weather events—is caused primarily by
anthropogenic GHG emissions [16]. Emitting GHGs of such magnitude has grave and
long-lasting effects on the global climate system and will increase the probability of “irre-
versible impacts for people and ecosystems” [24] (p. 8). Negative effects of climate change
outweigh the positive effects by far. Adaptation measures—adjustments to the adverse
effects of climate change—are necessary in any case, but without substantial mitigation
efforts—GHG emission reduction—the risk of harmful effects of more frequent and more
intense climate and weather events will rise significantly [24] (pp. 18–19).

What is distinctive about the atmosphere is that it “comes closest to being a pure public
good in that GHGs released anywhere have similar effects, making it a common as well
as an essential resource” [25] (p. 79). While an essential resource, it is also finite in that its
use without harmful environmental consequences is limited. Many ethicists thus consider
climate change primarily a problem of justice, in particular a problem of intergenerational
justice and distributive justice [25–27]. In essence, climate change as an ethical problem
of intergenerational and distributive justice revolves around the question what present
generations owe future generations [28] (chapter 1). The intergenerational aspect is due
to climate change being a time-delayed phenomenon in that its effects extend far into
the future because most GHGs have a very long lifetime in the atmosphere [24] (p. 87).
Therefore, climate policy today will inevitably affect future generations. The distributive
aspect is due to the fact that climate change brings with it an unequal distribution of burdens
and benefits, which immediately raises questions such as how the cost of mitigation policies
and the rights to emit GHGs are to be distributed fairly. For example, for a two-thirds
chance of limiting global warming to 1.5 ◦C by 2050 the remaining carbon budget is roughly
420 GtCO2 [29] (p. 12). If this goal is to be reached, then the atmosphere becomes a finite
resource raising the question of just allocation of rights to use it.

The complexity of climate change forms a unique ethical challenge. Two aspects, in
particular, pose extraordinary difficulties for an adequate response. First, the response
necessary to fight climate change can be understood as a collective action problem [30].
Collective action problems often involve a multitude of agents who have an interest in
using collective resources but are disincentivized to pay their fair share because of the
possibility to benefit from the resources without carrying any burdens (what is also called
“free riding”). Applied to the problem of climate change, this means all agents have an
interest in using the atmosphere—through emission of GHGs—but individually they are
disincentivized to contribute to the costs because from an individual perspective it is in
their interest to free ride on the emission reduction efforts of others. Therefore, responses
to climate change are often considered a variant of the tragedy of the commons, more
specifically a prisoner’s dilemma with a collective resource, in which it is collectively
rational to reduce GHG emissions but not individually so [31] (p. 89). Second, GHG
emissions are “externalities and are the biggest market failure the world has seen” [32]
(p. 39). The costs of emissions in the form of harmful climate change are not fully paid
by those who are causing them, but rather transferred to future generations. Thaler and
Sunstein concede that in the face of market failures even libertarians think some form
of government intervention may prove necessary [8] (p. 184). Examples are taxes on
GHG emissions or cap-and-trade systems [8] (pp. 185–188). However, although Thaler
and Sunstein do not reject such incentive-based approaches, they believe this approach
should be supported with a nudging practice to reduce emissions because incentives like
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taxes are often unpopular and therefore difficult for policy makers to implement. Instead,
they argue, the hidden costs of emissions should be made visible to nudge people into
action. To this end, they proposed that the government should devise a “Greenhouse
Gas Inventory” in which the emissions by the biggest emitters are documented. This is
supposed to raise public awareness, increase the pressure to act, and lead to more emissions
reduction efforts [8] (p. 191).

The need for legal regulation becomes particularly apparent in view of the fact that
large portions of global GHG emissions can be attributed to a comparatively small number
of industrial companies, on which citizens have only limited influence [33]. Critics of
nudging sometimes suggest that nudging practices are a bad substitute for structural
reform, but proponents point out that there is no reason why we cannot do both [17].
I would thus agree with Sunstein and Thaler that market failures such as GHG emissions
have to be primarily addressed by appropriate legislation but can also be accompanied by
suitable nudging practices provided they are implemented in an ethically responsible way.

5. AI-Powered Climate Nudging

Against this backdrop, and given the opportunities of AI technology, one may ask:
why not use green nudging as proposed by Thaler and Sunstein and combine it with
AI in the effort to reduce GHG emissions? AI technology is already being used to fight
climate change. For example, AI for Good, a non-profit organization, promotes using AI to
advance the UN’s Sustainable Development Goals (SDGs), among which is also “Climate
Action” (SDG 13) [34]. In addition, Capgemini, a research institute, found that AI can
contribute to combatting climate change when employed, for example, by companies to
reduce emissions, improve energy efficiency, and optimize waste management [35].

In a recent book, Mark Coeckelbergh devises a thought experiment and envisions a
“green brave new world” in which climate-related policy decisions are delegated to an
AI-powered “Green Leviathan” because humanity did not manage to fight climate change
by itself [15] (pp. 1–2). This, of course, represents a highly undesirable Huxleyan dystopia.
Yet I think Coeckelbergh is perfectly right in highlighting the underlying problem he deals
with in his book, namely “the problem of freedom in the light of climate change and
AI” [15] (p. 5). In this context, he also explores AI-powered climate nudging, a seemingly
freedom-preserving alternative to the authoritarian Green Leviathan:

One could imagine that nudging is used for changing individual behavior in a
more environmentally and climate-friendly direction. [ . . . ] And maybe AI, hav-
ing analyzed the data of entire populations or even the entire world, could give
us statistical information about our collective carbon footprints and communicate
this information in a way that has similar effects on us. Not just by providing
information as such, and not by persuasion by means of rational arguments, but
by working with human biases and emotions. In this way, nobody is forced to do
the right thing, as an authoritarian regime would do; instead, people are ‘gently’
pushed in a direction. But they can always opt out, they can always make other
choices. It seems that freedom is preserved. [15] (pp. 36–37)

Eventually, however, Coeckelbergh rejects AI-powered climate nudging as a form
of paternalism infantilizing people because the government would treat its citizens as
irrational children incapable of doing the right thing. Although libertarian paternalists
insisted on promoting people’s own ends “in practice someone else judges for them: the
nudger” [15] (p. 38). Coeckelbergh further argues that exploiting cognitive weaknesses–
System 1 vulnerabilities—represents a form of unacceptable manipulation undermining
people’s autonomy by disrespecting their rational capacities [15] (p. 39). He concludes that
the tactics employed by choice architects revealed a profound distrust in people since they
operated on the assumption “that humans are weak-willed or irrational, and do not always
know what is good for them” [15] (p. 41).

Coeckelbergh’s critique echoes some aspects of the arguments against nudging touched
on in Section 3. Additionally, the employment of AI technology to nudge people into more
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climate-friendly behavior exacerbates the ethical concern with autonomy because of the
large-scale effects it may produce. Arranging food items in a cafeteria is a nudging practice
with quite local effects, but in a digital sphere with millions of users, nudges could have a
rather pervasive impact. For this scenario to be plausible we do not need to imagine a Green
Leviathan. There is already evidence how character traits can be derived from digital foot-
prints for effective mass persuasion [36]. For example, just think of the infamous Facebook
experiment in which the news feeds of almost 690,000 people were manipulated [37].

The potentially large-scale effects of AI-powered nudging add the societal dimension
to threats against autonomy. Not only the autonomy of specific (groups of) individuals
is endangered, but also the autonomy of society as a whole, its collective autonomy to
determine societal ends and the means to pursue them. This means AI-powered nudging
may pose a threat to democracy itself. Objections against nudging based on a concern for
individual autonomy can thus also be raised out of worries about collective autonomy
since in both cases the self-determination of ends and means is interfered with. In Section 3
I elaborated on two ways in which individual autonomy can be undermined, either by
interfering with people’s ends (ends paternalism) or with the means people employ to
realize their already existing ends (means paternalism). These two ways of violating
people’s autonomy can also occur on the societal level. With regard to ends paternalism,
critics fear that a “data-empowered ‘wise king’” would be in a position “to produce desired
economic and social outcomes almost as if with a digital magic wand”, which could
ultimately lead to a “top-down controlled society” [14]. In this scenario, people would no
longer govern themselves through democratic processes but rather be controlled by a quasi-
totalitarian regime imposing its ends on the citizenry. With regard to means paternalism,
critics have argued that just as individual autonomy is undermined by exploiting cognitive
weaknesses because it bypasses people’s capacity for reason, in the same way the collective
autonomy of a democratic society is undermined if choice architects “bypass public debate
and opt for psychological manipulation instead” [38]. In this scenario, even if people’s ends
are respected they are still manipulated because hidden influence is exerted to interfere
with the means they use for achieving their ends.

These are all legitimate concerns and objections, but do they also apply to the case of
climate nudging? As emphasized in Section 2, the specific ends, means and justifications
involved in a particular nudging practice must be taken into account to determine its ethical
permissibility. In addition, there seem to be certain differences between climate nudging
and more standard or conventional forms of nudging such as the cafeteria example.

First, the distinctive characteristic of paternalistic nudges consists in their aim to
increase an agent’s individual welfare. Yet this is not the case where nudges aim at getting
people to behave in more climate-friendly ways. Rather, climate nudging aims at protecting
the environment and future generations from harm caused by excessive GHG emissions
generated in the present. As pointed out, climate change is a time-delayed phenomenon,
therefore cutting emissions now would particularly benefit future generations and not
(only) the people at which the nudges contributing to the reduction are aimed. As I also
pointed out, emissions are an externality and thus represent a type of market failure.
Drawing on the distinction in Section 2, climate nudges—just as green nudges in general [7]
(p. 331)—can be categorized as market failure nudges rather than paternalistic nudges.

Second, the difference regarding the aim of climate nudging (protecting the environ-
ment and future generations) compared to paternalistic nudging (improving individual
welfare) also opens up the possibility of a different justification. What critics of paternalism
generally take issue with is that the interference is purported to be justified with reference
to the presumption of a third party to know better what is good for individuals than
individuals themselves. This presumption is indeed problematic because in order to know
what is best for an individual a third party would have to know the individual’s personal
preferences. However, who is in a better position to know one’s personal preferences
than oneself? That is why many critics of paternalism draw on Mill’s famous no-harm
principle, according to which the only condition under which interference with people’s
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liberty is legitimate “is to prevent harm to others. His own good, either physical or moral,
is not sufficient warrant” [39] (p. 80). However, as pointed out in the previous section, the
atmosphere is an inherently public good. Determining whether certain activities harm the
environment in the form of adverse effects of climate change does not necessarily require
taking into account the personal preferences of particular individuals, or at least they are
less relevant. Rather, one needs to look primarily at scientific research, and here the jury is
in: overuse of the atmosphere’s capacity to absorb emissions will have harmful effects for
the environment and future generations [16]. It is therefore not uncommon in the debate
over moral obligations regarding climate change to appeal to the no-harm principle [40]
(p. 218). Accordingly, it could also be used to justify climate nudging because it would be
done to protect others from harm—future generations—and not because the government
presumes to know what is better for particular individuals.

The third ethical issue concerns the means employed by climate nudging. Assuming
that protecting the environment and future generations from harm is a legitimate end,
would climate nudging then be justified? Here I agree with critics that for choices to be
genuinely autonomous a mere focus on ends is insufficient. In my view, a central discomfort
underlying ethical qualms about paternalism in general and nudging in particular is the
structural asymmetry between nudgers and nudgees. Someone else occupies an allegedly
superior vantage point and interferes with one’s choices and decision-making processes.
Even if this third party had our best interests at heart, exploiting our cognitive weaknesses
to further our interests would still disrespect autonomy. While it may be true that we
should have a realistic understanding of the inner workings of our cognitive functions and
acknowledge that our choices can also be influenced on a subconscious level in some way,
exploiting these influences with non-transparent manipulation techniques seems not the
right way to deal with those weaknesses.

Given all these considerations, is it possible to implement climate nudging practices
that avoid undermining autonomy and democracy? I think climate nudging can be ethically
permissible if it takes the form of self-governance. Nudging as self-governance comprises at
least the following three conditions, which have to be met in order for a climate nudging
practice implemented by policy makers to be ethically permissible. These conditions are
best thought of as interrelated aspects of a single overall ethical assessment rather than
isolated boxes that could be checked completely independently from one another:

• Symmetry Condition: nudgers and nudgees should be at least structurally identical,
that is, those groups of individuals or their representatives initiating or approving
a particular nudging practice should be the same groups of individuals potentially
affected by this practice.

• Democracy Condition: a policy implementing a particular nudging practice should
possess a democratic mandate in some form, that is, the implementation of a nudging
practice should require a procedure of public debate and approval.

• Transparency Condition: a particular nudging practice should be implemented in a way
so that, in principle, everyone can identify the practice and learn about its mechanisms.

The point of a nudging practice taking the form of self-governance that satisfies these
three conditions is that a society implementing such a nudging practice would effectively
nudge itself in a self-determined, democratically legitimate, and transparent way. Ethical
problems associated with asymmetry and manipulation can be avoided because people’s
ends are respected and their means are not exploited. Take, for example, the cafeteria
scenario again. Even if people’s ends are respected and promoted, some critics still object to
putting healthy food items at eye level because it interfered with people’s decision-making
process in a non-transparent and therefore manipulative way. But imagine the cafeteria
was a school cafeteria and all parties involved—for example, students, parents, teachers,
etc.—decided together to make the menu healthier and implemented in a transparent way
a nudging practice and accompanied it with an information campaign. I think in this case
there would be much less occasion for ethical concerns. In the following, I present and
discuss an example of a green nudging practice and of an AI-powered climate nudging
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practice, from the public sector and from the private sector, respectively, that may serve to
illustrate what I have called self-governance.

In the late 1980s, an environmental initiative was founded in the German town Schö-
nau [41]. It proposed to take over the local power grid and energy provider, and after
campaigns and public debate they put it to a vote. The proposal was accepted, the energy
provider became the standard utility and adopted a “green default”, meaning most of the
energy comes from renewable sources. As a consequence, customers are provided with green
energy unless they opt out. By 2006, almost all Schönau households used green energy.

In this example, a default—a standard nudging tool—was implemented after public
debate and a subsequent vote, thus satisfying all three conditions I characterized above.
Many critics of nudging take issue with defaults because they make use of a System 1
psychological vulnerability (inertia) and thus represent a form of manipulation. However,
I think this is not the case in this example. For one thing, the nudge is transparent and does
not operate behind people’s back. Assuming that people do in fact stick to a non-green
energy default out of inertia, in the Schönau case this System 1 psychological vulnerability
was not dealt with as a weakness to be exploited surreptitiously, but rather as an issue
to be addressed openly. For another, the nudge was democratically implemented by the
people potentially affected so that there is no asymmetry between nudgers and nudgees,
as would have been the case if a government had implemented the policy in a top-down
manner. Finally, if you oppose the green default, for whatever reason, you still can opt out,
so freedom of choice is also preserved. As a result, the citizens of Schönau basically nudge
themselves in a self-determined, democratically legitimate, and transparent way.

A concrete example for AI-powered climate nudging from the private sector is a
service offered by Google. Google now provides users of Google Flights with carbon
emissions information so users can include the carbon footprint of different flights into
their decision-making process and thus may consciously choose alternatives with lower
emissions [42]. Search results for flights display in a prominent way estimates of how
much kg of CO2 is specific for a particular flight. Additionally, flights are marked with a
“green badge” if they are associated with much less emissions compared to the amount
of emissions typical for this route, and also display the amount of emissions saved by
choosing this alternative. A further feature is that if for a particular route a train connection
is available, then the train connection will also be listed among the results together with
the carbon emissions information.

In my view, including carbon emissions information in the search results for flights
constitutes a nudging practice, in particular the “green badge” marking flights with sig-
nificantly less emissions. This type of providing information relevant for climate-friendly
(or at least climate-friendlier) behavior can be considered an example of eco-labelling,
which in turn is a staple of green nudging [7] (p. 332). One of the mechanisms underlying
eco-labelling is the so-called “salience bias”, which can be operative in real-world as well
as digital environments [43] (p. 7). According to the salience bias, people tend to focus
on aspects of their environment that stand out in some way or other. The classic cafeteria
scenario in which healthy food items are made salient by putting them at eye level is
a case in point. Likewise, making search results salient by marking them with a “green
badge” thus seems to qualify as a green nudge, in particular a climate nudge, because this
is intended to steer people’s choices towards more climate-friendly options.

Now, does this nudging practice satisfy the three conditions I characterized above, and
can it therefore be considered an ethically permissible nudging practice assuming the form
of self-governance? First of all, since the nudging practice is not part of a policymaking tool
but a service from the private sector, the democracy condition does not really apply. How-
ever, consumers are free to use the service or not so there need not be a public procedure
of approval. Yet this also means that the satisfaction of the other two conditions is even
more important. The symmetry condition requires that consumers not be manipulated by
a third party, but rather knowingly and voluntarily nudge themselves into climate-friendly
behavior by using the service. Here one can see how the conditions are interrelated, because
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for the symmetry condition to be fulfilled the transparency condition must simultaneously
be fulfilled. I can only nudge myself if I know that I am participating in a corresponding
practice. This seems to be the case here because the service is transparent about carbon
emissions information being a relevant factor in displaying the search results.

Nevertheless, some critics of nudging argue that exploiting the salience bias is manip-
ulative on the grounds that the salience of an item and its actual importance may come
apart. Taking this critique into account, Robert Noggle argues that “a salience nudge is
not manipulative if it influences choice by bringing the salience of some fact into closer
alignment with its actual importance” [44] (p. 168). Of course, it is often difficult to deter-
mine the importance of some fact, in particular when people’s personal preferences are
involved. Again, as I argued above, what the nudging practice in this case aims at is not
the personal welfare of individual agents but an inherently public good—the atmosphere.
Additionally, there is no doubt that the carbon emissions produced by air travel contribute
to climate change. Making carbon emissions salient thus brings them in alignment with the
important role they play in contributing to climate change. Ethicists often point out that
one of the problems in dealing with climate change consists in insufficient awareness of
the harmful consequences of activities involving emissions because they are quite literally
invisible, and their adverse effects are distributed spatially and temporally [31] (p. 88).
Drawing attention to these effects and making them visible to raise awareness about the
consequences of our actions seems not to be manipulative. Since there is no restriction on
the set of options, freedom of choice also seems to be preserved, and it is always possible to
opt out of the service entirely.

Of course, what is primarily necessary is structural reform aiming at decarbonization.
However, the fight against the harmful consequences of climate change also faces the
problem of “institutional inadequacy” [31] (p. 89) because enforceable sanctions required
for limiting GHG emissions are difficult to implement on a global level. Thus, to reduce
carbon emissions there seems to be no reason why we should not also engage in effective
and ethically permissible climate nudging while pursuing structural reform. In sum, if
I nudge myself into taking the train instead of a domestic flight because I am made aware
in a non-manipulative way of the significant amount of emissions a flight for the same
route would cause, then this seems to be a genuinely autonomous choice and not a case of
problematic manipulation.

6. Conclusions

Whereas many nudging practices are in fact ethically problematic, I maintain AI-
powered climate nudging can be ethically permissible if it takes the form of self-governance
satisfying the symmetry condition, the democracy condition, and the transparency con-
dition. A society implementing corresponding policies would nudge itself and therefore
avoid the asymmetry between nudgers and nudgees as well as the danger of manipulation
asymmetry involves. Of course, the Green Leviathan is definitively not a role model for
solving the climate crisis with AI technology. The harm to autonomy and democracy would
represent an unacceptable damage, even if motivated by good intentions. The gold stan-
dard of policymaking should always be rational persuasion, and information campaigns
should not be replaced by nudging practices. However, if the ethical assessment of a
particular climate nudging practice powered by AI takes the form of self-governance, then
the power of AI can be harnessed in an ethically justifiable way as a supporting measure to
fight the adverse effects of climate change.
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