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#### Abstract

Polluted air causes enormous damage to human health. There is a high demand to find a solution for locating the places of illegal waste incineration due to the persistent smog problem. The use of multi-rotor drones for that purpose has now become one of the important research topics. The aim of the work was to check the possibility of using simple algorithms to search for the source of pollution. The algorithms that require low computing power, which may be part of the robot's measurement and the control system's internal software, were considered. The focus was on building a system based on a single robot that independently searches an area of a certain size. The simulation of the accuracy and scalability of the three different search algorithms was analysed for areas up to $200 \mathrm{~m} \times 200 \mathrm{~m}$. Two multi-rotor robots were prepared for the fieldwork. The validation of the two selected algorithms was carried out in outdoor environmental conditions. The fieldwork tests were carried out in areas with a maximum size of $100 \mathrm{~m} \times 100 \mathrm{~m}$. The obtained results were different, in particular on the wind speed and direction and the intensity of the pollution source. The random influence of these factors can verify the operation of the proposed system in practical applications. The difference between the true and the position of the source indicated by the robot was up to 15 m . That difference depended on the mutual arrangement of the measurement points and the pollution source location.
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## 1. Introduction

Industrial civilisation and the development of cities have brought humanity not only enormous prosperity, but also critical environmental problems. Constant air pollution has become the hallmark of our time and an integral part of the lives of city dwellers around the world. Polluted air, which causes enormous damage to human health, on the example of Poland alone, is responsible for the premature death of tens of thousands of people annually, the prevalence of allergies, and other types of diseases [1]. There are also less obvious costs, such as enormous expenses for healthcare or environmental costs, for, e.g., decaying building facades. Due to the persistent problem, there is a high demand to look for a solution that will enable the location of places of illegal waste incineration (pollution sources). The use of mobile robots (such as multi-rotor drones) to automatically search for a contamination source has now become one of the significant research topics. Robots of this kind, compared to traditional ones (the aircraft UAVs), are more flexible and safer.

Currently, research is being carried out on various types of dedicated flying robots. In the work [2], a dual-arm manipulator mounted on a multi-rotor platform was presented. The proposed design was evaluated through outdoor flight tests. Great possibilities in the field of robot positioning in the air can be provided by the solution presented in [3]. In that article, a fully actuated multi-rotor vehicle that can hover at any attitude and accelerate in
any direction was described. As far as suitability for airborne measurement purposes is concerned, a [4] solution may be useful, where a single-rotor system was presented. In this case, the generated flow field disturbances would be the smallest; however, such a robot has the disadvantage of the lack of maintaining the yaw direction. As the authors pointed out, the presented robot was controllable in position only after removing its yaw state.

The available literature includes many published examples of the use of robots for widely understood environmental protection purposes. In particular, the work [5] presented a quadrotor design for outdoor air quality monitoring, made of easily obtainable and commercially available components. The influence of rotors on the measurement reliability was taken into account for three different cases of mounting the measurement system. However, this article did not present the actual unit for measuring air pollutants. A multi-rotor-based system for measuring gaseous pollutants was presented in [6]. It was equipped with the following semiconductor sensors: methane $\mathrm{CH}_{4}$, carbon monoxide CO , and carbon dioxide $\mathrm{CO}_{2}$, a sensor that reacts to several types of gases such as $\mathrm{NH}_{3}, \mathrm{NOx}$, alcohol, and benzene, and a temperature sensor. The popular Arduino platform was used to collect the data. An interesting and innovative solution was presented in [7]. The presented robot used similar sensors as mentioned earlier, but the novelty lied in the fact that the robot can abate the detected air pollution. However, at this stage, the robot was equipped with the on-board pollution abatement for $\mathrm{NO}_{2}$ only. In addition, the effectiveness of such a solution was limited by the loading capacity of the robot. In [8], a small robot searched for a gas source (ethanol vapours) in a room. The robot moved at a constant height of 1.2 m in an area of $7 \mathrm{~m} \times 12 \mathrm{~m}$. However, in these examples, the robot was moving in a closed environment.

There are also flying robots equipped with particulate matter (PM) sensors. In work [9], the authors described multi-rotor robots for a vertical PM profile measurement, i.e., PM2.5 particles and ozone at heights up to 140 m . The article [10] was focused on the analysis and determination of the vertical profile of the distribution of particulate matter. The six-rotor robot was equipped with a PM2.5 sensor, and measurements were made at heights up to 1000 m . In [11], a low-cost sensor-based system was proposed, mounted on a quadrocopter robot. The proposed solution was verified on the campus of Mascara University in Algeria. The article [12] presented measurements carried out in the city during periods of heavy traffic with the use of a quadrocopter robot. A simple recorder based on the Arduino platform equipped with temperature, humidity, and particulate matter sensors was installed under the robot. A similar simple system was presented in [13]. Three-dimensional graphs of the measured values for exemplary flights were presented.

The air unsteady turbulent structures around a multi-rotor robot that directly interact with ambient particulate matter and gases are a challenging measurement issue. A preliminary analysis of the sensor placement location for a four-rotor robot was presented in [14]. The work [15] laid the groundwork for in-depth studies on how to measure particulate matter using multi-rotor robots. The authors conducted the experiments both in a wind tunnel and open-air, using a quadrotor-type robot. The obtained results showed the PM2.5 concentration increasing as much as $400 \%$ when comparing measurements taken before and after the propellers were turned on. Based on the research conducted in [16], it was decided to place the measurement system inlet on the raised platform about 50 cm above the robot. An analysis of the optimal measurement time was also presented.

When it comes to the pollution source searching algorithms, it should be noted, as the article [17] indicated, that the literature is mostly dominated by four types of methods of searching for pollution sources (robot active olfaction (RAO)). These are biological methods (imitating animals), methods involving fluid dynamics, statistical methods, and methods that use multiple robots. Each of the methods mentioned has its advantages and disadvantages.

A biological searching method with a single robot was presented in [18]. The algorithm of the pollution source searching was divided into several phases: active/passive search for a stream, stream tracing, and source identification. During the jet tracking phase, the robot
moved upwind towards the source of pollution. The focus was on three tracking algorithms, with the most important the proprietary pseudo-gradient method, where the robot moved towards the source based on the gradient change. The measurement of wind and pollution concentration was performed in two places each time, and on this basis, a new direction of movement was determined. This approach is very simple to implement; however, the results may not be very repeatable. This approach involves moving towards the source upwind. A similar approach was presented in [19], where a robot and control algorithms for searching for the $\mathrm{CO}_{2}$ gas source in the tunnel were prepared. As the authors pointed out, it is necessary to further investigate the practicality of the proposed solution. A wide overview of the application of biological methods for the purposes of robot control and trajectory planning, as well as the directions of future research in this field was described in the work [20].

One of the well-known contamination source search algorithms today is the Infotaxis algorithm [21]. It is a source search algorithm without using gradient information. The search area, and thus the probability map, is gridded. Initially, equal probabilities of the presence of the pollution source at each location on the map are assumed. The search agent updates the probability map with each step. As the next position, the agent chooses the one that will result in the maximum information entropy drop. Research on this approach is still ongoing, such as the work [22]. The work mainly involved the study of different kinds of reward functions-Infotaxis, Infotaxis II, and Sinfotaxis variants-and the varying number of allowable directions the agent may travel for each step. An analysis was carried out for the 2D and 3D turbulent environments. However, these works did not take into account the influence of the rotors on the results obtained, and also, no practical tests in field conditions were carried out. Moreover, there was an impractical algorithm stop condition in the paper, which was that when the linear distance between the agent's current position and the true location of the pollution source decreased below a certain threshold, the algorithm's operation was stopped. Thus, it was assumed that the actual location of the pollution source being searched for was known.

There are also interesting systems utilising multiple robots [23]. In multiple robots systems, the coordination of many robots in space becomes a problem. Therefore, all robots must know their location and those of others. It is also mandatory to choose the number of robots appropriately for a given area because too many robots in too small an area will cause the robots to accidentally bump into each other continuously on a regular basis. It should also be noted that this method indirectly takes into account the possible presence of more than one source of contamination. Robots are looking for a global maximum. Other works that used multiple flying robots include [24], where simulation tests were presented, where in terms of time and performance, various methods of scanning a given space were compared, such as lawnmower, zigzag, spiral, and spindle. The work [25] presented a solution for the optimal division of the studied area between many flying robots and the planning of the robot's route in a separate sub-area. However, that work did not include the practical implementation of the presented solution. The proposed algorithm also requires a priori information about the distribution of pollution in a given environment. Measurements were carried out at a constant height.

As other methods of searching for pollution sources (which are generally computationally complex), Reference [26] can be considered. There, two measurement algorithms were presented: for point sources (where the source location is known) and for an unknown location. The weakness of this work was that the measurements were made with the robot being manually controlled, and the data analysis was performed on the ground after all measurements had been taken. Based on these data, it was possible to determine the location of the carbon monoxide source in a case where its location was unknown and to estimate the intensity for a source with a known location in which the measurement was not performed directly. This category of computationally complex approaches also includes the neural-network-based approach, as in [27,28].

Summing up the research carried out over the last few years, some essential insights should be pointed out. The use of a multi-rotor drone to automatically search for a contamination source has now become one of the significant research topics. However, there is a lack of the practical implementation of simple and low-energy-demand search algorithms. The influence of rotors on measurement reliability should not be neglected especially for multiple robot systems. Some mentioned algorithms are sensitive to wind direction, and others assumed knowledge of true pollution source localisation.

The above-mentioned facts served as the primary motivation for this study where the objective was to develop a new single-robot system and algorithm for pollution source localisation. Another objective was the simulation and field comparison of the selected algorithms in the context of source localisation and energy demand.

The advantage of this work is that the research was performed in practical (variable) environmental conditions. Moreover, the implemented algorithms (and thus measurements and calculations) were performed during the flight. After taking off, the robot moved fully autonomously, searching for the pollution source. The points on which robot moved were not constant and were determined during the flight, based on the parameters set for the implemented algorithms. The proposed solution was characterised by low requirements for the computing power, and thus, subsequent measuring points can be quickly determined directly on the robot. The measurement data (particulate matter concentration) were sampled continuously and were available not only for the desired measurement points. Moreover, the measurement system was independent of the control system, and therefore, it was possible to test any algorithms and expand them in any desired way. The solution with one robot performing measurements in a designated area did not pose problems with the coordination of robots in the air.

## 2. Materials and Methods

In this section, the adopted research plan is presented. The first part presents the two flying robots constructed that were used to conduct the measurements. The following subsection describes the proposed and tested algorithms.

### 2.1. Constructed Drones

Two multi-rotor robots (as presented on Figure 1) were prepared for the fieldwork: a quadrocopter and a hexacopter. Due to the insufficient lifting capacity (and thus, short flight time) of the four-rotor robot, were needed to build a six-rotor robot. That robot was used primarily when the research was conducted in larger areas ( $100 \mathrm{~m} \times 100 \mathrm{~m}$ ). The quadrocopter robot was used during the research in a $60 \mathrm{~m} \times 60 \mathrm{~m}$ area.


Figure 1. Robots prepared for the field research. (a) Quadrocopter; (b) Hexacopter.
this kind has a maximum of 860 g lifting capacity. That sums up to 3.44 kg for four rotors and 5.16 kg for six rotors. Each robot was built on the TAROT frames of Classes 450 and 550, respectively. This means that the largest distance between the motors was: 450 mm (four-rotor) and 550 mm (six-rotor). The general block diagram of the electrical system of the both robots is shown in Figure 2.


Figure 2. The general block diagram of each of the robots.
The smaller robot utilises a single 5000 mAh 3 S (11.1 V nominal volt). LiPo battery. The bigger one can lift two 6500 mAh 3 SiPo 's (which is 13 Ah in total). The estimated times that each robot can hover in the air were 18.8 min and 29.9 min , respectively. The actual times during the field tests were about 15 min and 25 min , accordingly. The masses of the fully equipped robots were, respectively: 1.59 kg and 2.54 kg .

Last but not least, both robots were equipped with a Pixhawk flight controller and constructed measurement system, which is described in the next section. The flight controller was responsible for keeping the robot in the air. The measurement system took measurements and led the robot to the desired coordinates. Companion components, such as a GPS receiver, RC receiver, telemetry transmitter/receiver, and battery monitor, also belonged to the electronic equipment of each drone.

### 2.2. Description of the Constructed Measurement System

The constructed control measurement system was enclosed in a hard plastic housing with dimensions of $115 \mathrm{~mm} \times 125 \mathrm{~mm} \times 36 \mathrm{~mm}$. It was powered by an independent 5 V BEC power supply (which is a step-down power converter), completely separate from the flight controller supply.

Communication between the Pixhawk flight controller and constructed system was implemented in the hardware layer using the UART bus, while in the software layer, the Mavlink protocol was used. During the software preparation process, ready-made Mavlink protocol libraries [29] were used. The remaining parts of the software were prepared entirely independently.

The most important components of the prepared system were an LPC4078 NXP CortexM4 120 MHz MCU, 256 Mb flash memory for data acquisition (approximately $35 \mathrm{~min} @$ 500 Hz ), an RTC clock, and an LCD with a joystick and extra buttons, which comprise the user interface. A single Plantower PMS5003 [30] module was used as a particulate matter sensor. That sensor has the following (selected) measurement properties: range of measurement $0.3 \div 1.0 \mu \mathrm{~m}, 1.0 \div 2.5 \mu \mathrm{~m}$, and $2.5 \div 10.0 \mu \mathrm{~m}$, resolution of $1 \mu / \mathrm{m}^{3}$, single response of time $<1 \mathrm{~s}$, and physical size of $50 \mathrm{~mm} \times 38 \mathrm{~mm} \times 21 \mathrm{~mm}$. The total weight of the measurement system with one PM sensor was about 330 g . The general block diagram of the constructed control measurement system is shown in Figure 3.

The appropriate placement of the sensor in the disturbed air is important for the air to reach the sensor faster. A single sensor was centrally located with the control measurement system (Figure 4) under the drone for practical reasons. However, preliminary analyses were carried out in the Ansys software [14], where it was found where the area beyond the disturbances in the airflow field generated by the robot was located. It is planned to locate
a second sensor on the extended arm, thanks to which it will be possible to compare both of their measurements.


Figure 3. The general block diagram of the control measurement system.


Figure 4. Constructed control measurement system.

### 2.3. Proposed and Tested Algorithms

The first search algorithm—Figure 5a-mimics the operation of a lawnmower. In this case, the parameters of the algorithm are the side length of the square $A$ and the number of measurement points along the side $N$. This approach has very low computing power requirements. In this case, as in every subsequent case, the robot starts the search from the $(A, 0)$ coordinates. First, a grid of points is generated. Then, the robot performs successive measurements according to the sequence of points. After measurements are taken, the maximum value is found at all points and is considered the location of the source of contamination.

In the case of the second algorithm, two variants were analysed. In both cases, the robot starts searching from the lower right corner of the area (P1 point). In the case of the first variant (Figure 5b), the robot moves to the centre of the terrain (P2 point) and performs a flight in a circle with a radius of $R_{1}$ (red circle). Then, from these points, the point with the highest recorded concentration is selected (which was P4 in this example). Next, around this point, more points are generated on the circle with a (smaller) $R_{2}$ radius (blue circle). This procedure is repeated for a fixed number of steps, for more circles with decreasing diameters. In the case of the second variant (Figure 5c), the robot can make a preliminary flight around the terrain boundaries, i.e., (via P1, P2, P3, and P4 and then go to P5-centre), and then continue as for the first variant. The idea behind these extra points was related to the fact that if the source of contamination is outside the first circle and it dissipates outside of it, it may go undetected. In this case, the parameters of the algorithm were, as
before, the side length of the $A$ square, the number of points on the $N$ circle (8), and the consecutive radii $R_{1}, R_{2}, \ldots$ of the consecutive circles.


Figure 5. Analysed algorithms: method of operation.
Low requirements characterise these algorithms regarding the computing power, and thus, subsequent measuring points can be quickly determined directly on the robot.

Another tested algorithm was Infotaxis [21]. This is a well-known contamination source search algorithm without using gradient information. The direct operation of the algorithm will not be discussed here; only the implementation details will be presented, as this algorithm was used to perform a comparison with simple solutions. The implementation in the Python [31] language available, and in particular the article [22], was used to implement Infotaxis in the MATLAB environment. Then, the operation of the following variants for the 2D space was tested: Infotaxis 4, Infotaxis 8, Infotaxis II 4, and Infotaxis II 8. Variants 4 and 8 differ from each other in terms of movement, where the next step can be performed in 4 or 8 directions, respectively. Infotaxis and Infotaxis II differ in their reward function, which is a criterion used to determine how the search agent moves. The scheme of operation of the Infotaxis algorithm is presented in the (Figure 5d). In this case, the area was divided into a grid of size $\mathrm{d} \times \mathrm{d}$. The robot, starting from position $(A, 0)$, moves along this grid, and from each position, it can move to 8 adjacent positions. In other words, it can move forward/backward, left/right, and diagonally, as shown in the picture. In the case when the robot is on the border of the search area, the number of possible positions is limited. This is necessary so that robot does not leave the designated area. For example, from the starting position (P1), the robot can only move to 3 adjacent positions.

A more detailed description of the operation of all algorithms is presented in the section on the simulation results.

## 3. Simulations Results

In order to initially assess the accuracy and the possibility of practical implementation, Algorithm 1 (lawnmower), Algorithm 2 (circles in Variants a and b), and Algorithm 3 (Infotaxis) were implemented and tested in the MATLAB software. Tests were performed for various cases of contamination field distribution. All algorithms were tested for the gas diffusion model given by the following equation [22] (Equation (1)):

$$
\begin{equation*}
C\left(r \mid r_{s}\right)=\frac{R}{2 \pi D} e^{-\left(x-x_{s}\right) V / 2 D} K_{0} \frac{\left|r-r_{s}\right|}{\lambda}, \lambda=\sqrt{\frac{D \tau}{1+V^{2} \tau / 4 D}} \tag{1}
\end{equation*}
$$

where: $V$ —average wind speed, $D$ —effective isotropic diffusion coefficient, $R$ —release rate of the release source, $\tau$-average life of particles released by the releasing source, $K_{0}$ Bessel function with a zero-order modification, $\left|r-r_{s}\right|$-linear distance between the current position of the search agent and the release source, and $C\left(r \mid r_{s}\right)$-particle concentration at $r$ if the release source is at $r_{s}$.

This model was used because it is the model on which the Infotaxis algorithm is based. The following model parameters were chosen: $R=100 \mathrm{~Hz}, V=0.5 \mathrm{~m} / \mathrm{s}, D=0.6 \mathrm{~m}^{2} / \mathrm{s}$, and $\tau=500 \mathrm{~s}$. For this model, the operation of all the given algorithms was analysed for areas with four different sizes: $30 \mathrm{~m} \times 30 \mathrm{~m}, 60 \mathrm{~m} \times 60 \mathrm{~m}, 100 \mathrm{~m} \times 100 \mathrm{~m}$, and $200 \mathrm{~m} \times 200 \mathrm{~m}$. The starting point was always a point with the coordinates (A, 0). For each case, the source of pollution was placed at the three different coordinates: $\left(\frac{7}{8} A, \frac{7}{8} A\right)$-i.e., in the top right corner, as in Figure $6 \mathrm{c},\left(\frac{1}{8} A, \frac{7}{8} A\right)$-in the top left corner, as in Figure $6 \mathrm{a}, \mathrm{d}$, and $\left(\frac{5}{8} A, \frac{1}{2} A\right)$ near the centre of the area, as in Figure 6b. This true location of the contamination source was not known by the search agent during the execution of any of the algorithms. For all 12 combinations (details are given in the Appendix A, in Tables A1-A4), the following features were estimated: the total distance travelled by the robot, the total time of the robot's operation, the percentage of this time used for the measurements, the distance between the true and the declared location of the pollution source, the time needed to calculate the algorithm, and the recorded concentrations-the highest, the lowest, and average. In the case of the Infotaxis algorithm, as the probability estimation was performed for the same model parameters as the input pollution model, the Poisson distribution was used to determine whether or not the robot had contact with the plume (hit or not). Therefore, the operation of this algorithm was not deterministic, and the values in the table were the mean values of three consecutive executions. It was also assumed here that the robot moved at a speed of $1 \mathrm{~m} / \mathrm{s}$, and the measurement of the concentration at one point took 3 s . The selected generated trajectories with measurement points marked for the algorithms that are discussed are presented in Figure 6. In Figure 6a, Algorithm 1 (lawnmower) for $A=30 \mathrm{~m}$ and $N=5$ is presented. That means there were 25 measurement points, with a resolution (that is, the minimum distance between them) of 7.5 m . In Figure 6b, Algorithm 2 (circles) for $A=60 \mathrm{~m}, N=8, R_{1}=20 \mathrm{~m}$, and $R_{2}=10 \mathrm{~m}$ and for $A=30 \mathrm{~m}, N=8, R_{1}=10$ m , and $R_{2}=5 \mathrm{~m}$ (Figure 6 c ) is presented. The indicated parameters in these algorithms were entered manually and were constant during the operation. In the conducted research, the parameters were determined manually in such a way as to cover as much of the test area as possible, while avoiding the possibility of the robot moving outside the designated area. Primarily, in this case, this meant that the sum of the circles' radii $R_{1}, R_{2}, \ldots$ did not exceed half the width $A$ of the designated area. The following dependencies were adopted during the tests, so $R_{1}=A / 3, R_{2}=R_{1} / 2$, and $R_{n+1}=R_{n} / 2$. On the basis of the preliminary tests performed, the Infotaxis 8 algorithm showed the best performance, and therefore, this variant was used to perform a comparison with the simple algorithms presented earlier. An exemplary implementation is presented in Figure 6d. The square area (with side $A=60 \mathrm{~m}$ ) on which the search was carried out (and thus, the probability map) was divided into $1 \mathrm{~m} \times 1 \mathrm{~m}$ sub-areas. The robot took measurements one by one
and updated the probability map based on whether or not it had been in contact with the plume. It then took a step in one of eight directions which, resulted in maximum information entropy drop. The background for each of the presented case was the plume profile, where darker colours mean lower concentrations, warmer being higher. The exact location of the source of pollution, where the concentration was the highest, is marked with a white cross. This exact position was not known during the operation of one of the presented algorithms; the input parameter was only the contamination field distribution. At the current stage, it was also assumed that there would be only a single pollution source present in the searched area.

Each sub-figure of Figure 6 shows the order of the visited points. The route followed by the robot (which is the search agent) is marked with a white line. The robot starts searching the area from Point Number 1. The points where the measurements were made are marked with white asterisks. The robot successively takes measurements at designated points and, based on the concentrations measured there, decides how to move further. The final designated location that the robot considers to be the source of contamination is marked with a white square. In each case, it was assumed that the area in which the search for the source of pollution would be conducted had the shape of a square.


Figure 6. Generated trajectories for the tested algorithms.
In Table 1, the operation of the algorithms for a growing terrain is shown. The pollution source was located in the $\left(\frac{1}{8} A, \frac{7}{8} A\right)$ position. The designation of the algorithms in the table is as follows: 1 -lawn mover, 2 -circles ( $\mathrm{a} / \mathrm{b}$ variants), 3 -Infotaxis 8 . The detailed simulation results can be found in the Appendix A, in Tables A1-A4.

In each case, it can be noticed that the distance travelled by the robot, and thus the algorithm execution time, increased, and this was due to the fact that there was an increasing area to be searched. The circles (a) algorithm was characterised by a shorter distance travelled; in the (b) version, the distance travelled was longer than in the lawn mower algorithm. The execution time of the Infotaxis algorithm was the longest, which was related to the large number of measurements performed, and thus their large percentage
share in the total execution time. In the case of this algorithm, the assumed measurement time could be shortened by improving the result, because the travelled distances in each step were small in this case.

Table 1. Comparison of algorithms' operation for an increasing area source in the top left corner: simulation data.

| Alg. | Total Trav. Dist. | Total Exec. Time | Time Meas. \% | Dist. to Source | Comp. Time | Max Conc. | Min Conc. | Mean Conc. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $30 \mathrm{~m} \times 30 \mathrm{~m}$ area, start at ( $30 \mathrm{~m}, 0 \mathrm{~m}$ ), source at ( $3.75 \mathrm{~m}, 26.25 \mathrm{~m}$ ), the straight-line distance to the source from the start point is 37.12 m |  |  |  |  |  |  |  |  |
| 1 | 180 m | 255 s | 29\% | 5.3 m | 0.009 s | 10.97 | 0.00 | 3.51 |
| 2a | 137 m | 215 s | 36\% | 4.51 m | 0.015 s | 22.27 | 0.02 | 10.06 |
| 2 b | 227 m | 314 s | 28\% | 4.51 m | 0.020 s | 22.27 | 0.00 | 9.31 |
| 3 | 109 m | 374 s | 71\% | 3.02 m | 12.30 s | 59.24 | 0.08 | 8.53 |
| $60 \mathrm{~m} \times 60 \mathrm{~m}$ area, start at $(60 \mathrm{~m}, 0 \mathrm{~m})$, source at ( $7.5 \mathrm{~m}, 52.5 \mathrm{~m}$ ), the straight-line distance to the source from the start point is 74.25 m |  |  |  |  |  |  |  |  |
| 1 | 360 m | 435 s | 17\% | 23.72 m | 0.009 s | 5.72 | 0.00 | 1.62 |
| 2a | 275 m | 353 s | 22\% | 9.02 m | 0.015 s | 15.63 | 0.00 | 5.87 |
| 2 b | 455 m | 542 s | 16\% | 9.02 m | 0.020 s | 15.63 | 0.00 | 5.42 |
| 3 | 150 m | 520 s | 71\% | 1.61 m | 63.30 s | 46.15 | 0.00 | 6.78 |
| $100 \mathrm{~m} \times 100 \mathrm{~m}$ area, start at $(100 \mathrm{~m}, 0 \mathrm{~m})$, source at $(12.5 \mathrm{~m}, 87.5 \mathrm{~m})$, the straight-line distance to the source from the start point is 123.74 m |  |  |  |  |  |  |  |  |
| 1 | 600 m | 675 s | 11\% | 39.53 m | 0.009 s | 2.98 | 0.00 | 0.80 |
| 2a | 458 m | 536 s | 15\% | 15.04 m | 0.015 s | 11.75 | 0.00 | 3.70 |
| 2 b | 758 m | 845 s | 10\% | 15.04 m | 0.020 s | 11.75 | 0.00 | 3.41 |
| 3 | 236 m | 851 s | 72\% | 1.94 m | 256.28 s | 46.15 | 0.00 | 4.53 |
| $200 \mathrm{~m} \times 200 \mathrm{~m}$ area, start at ( $200 \mathrm{~m}, 0 \mathrm{~m}$ ), source at ( $25 \mathrm{~m}, 175 \mathrm{~m}$ ), the straight-line distance to the source from the start point is 247.49 m |  |  |  |  |  |  |  |  |
| 1 | 1200 m | 1275 s | 6\% | 127.48 m | 0.009 s | 0.97 | 0.00 | 0.22 |
| 2a | 916 m | 994 s | 8\% | 30.08 m | 0.015 s | 7.57 | 0.00 | 1.78 |
| 2 b | 1516 m | 1603 s | 5\% | 30.08 m | 0.020 s | 7.57 | 0.00 | 1.63 |
| 3 | 434 m | 1548 s | 72\% | 1.96 m | $\begin{gathered} 1795.85 \\ \mathrm{~s} \end{gathered}$ | 113.52 | 0.00 | 2.69 |

In the case of the simple algorithms, the accuracy of the localisation of the source of pollution deteriorated with the increasing size of the terrain. This was related to the parametric definition of the parameters of these, and thus, the distances between the generated points were greater. For the constant efficiency of the source for the increasing area, lower maximum values of the concentrations were also noted. However, it can be seen here that scalability was possible for these algorithms, however at the cost of accuracy. In the case of Infotaxis, the distance to the source was mostly unchanged, as the map resolution was kept invariably at 1 m . However, when it came to the computational complexity, the Infotaxis algorithm has much higher requirements in terms of computing power, and thus, the computation time was much greater than the others. That time also grew rapidly due to the fact that it was necessary to perform operations on matrices (map) with increasing dimensions of: $31 \times 31,61 \times 61,101 \times 101$, and $201 \times 201$, respectively. Moreover, these cited examples, e.g., [22], were based on the impractical stop condition of the Infotaxis algorithm, whereby when the distance between the position of the search agent and the source of contamination decreases below a predetermined threshold, the robot is considered to have found the source of contamination. This is a condition that makes the practical implementation of the algorithm pointless, because since the location of the source is known a priori, there is no need to search for it. Instead, an condition involving the decrease in information entropy was used, which turned out to give satisfactory results. If at a given step, the calculated entropy value dropped below $10 \%$ of the original value, the algorithm stopped. The maximum value was then found on the probability map, which should be the same as (or close to) the true source of the pollution. This position was considered to be the declared final position of the pollution source.

In the event of a situation that the values measured at the concentration points did not exceed the threshold value (set at one), it was considered that the robot did not find the source of pollution. Then, in the corresponding row of the table, instead of the value of the distance to the pollution source, the sign " - " is inserted. In the case of the lawn mower algorithm, this was the case when this threshold value was not exceeded at all points.

However, in the case of the circles algorithm, this was the case when the threshold value was not exceeded after the first circle flight. A failure of the case of the Infotaxis algorithm occurred when a predetermined condition (decrease in entropy) would not be reached after the maximum number of steps (set at 500) for the algorithm had been performed.

In Table 2, the operation of the algorithms for a different pollution source location, on a $60 \mathrm{~m} \times 60 \mathrm{~m}$ area, is presented.

Table 2. Comparison of algorithms' operation for a different pollution source location: $60 \mathrm{~m} \times 60 \mathrm{~m}$ area; simulation data.

| Alg. | Total Trav. <br> Dist. | Total Exec. <br> Time | Time <br> Meas. $\%$ | Dist. to <br> Source | Comp. <br> Time | Max <br> Conc. | Min <br> Conc. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $60 \mathrm{~m} \times 60 \mathrm{~m}$ area, start at $(60 \mathrm{~m}, 0 \mathrm{~m})$, source at $(37.5 \mathrm{~m}, 30.0 \mathrm{~m})$, the straight-line distance to the source from the start point is 37.5 m |  |  |  |  |  |  |  |
| 1 | 360 m | 435 s | $17 \%$ | 7.50 m | 0.009 s | 17.57 | 0.00 |
| 2 a | 288 m | 366 s | $21 \%$ | 2.50 m | 0.015 s | 29.54 | 0.00 |
| 2 b | 468 m | 555 s | $16 \%$ | 2.50 m | 0.020 s | 29.54 | 0.00 |
| 3 | 151 m | 524 s | $71 \%$ | 1.50 m | 65.61 s | 56.65 | 0.01 |
| $60 \mathrm{~m} \times 60 \mathrm{~m}$ area, start at $(60 \mathrm{~m}, 0 \mathrm{~m})$, source at $(52.5 \mathrm{~m}, 52.5 \mathrm{~m})$, the straight-line distance to the source from the start point is 53.03 m |  |  |  |  |  |  |  |
| 1 | 360 m | 435 s | $17 \%$ | 10.61 m | 0.009 s | 4.06 | 0.00 |
| 2 a | 170 m | 200 s | $15 \%$ | -22 |  |  |  |
| 2 b | 490 m | 571 s | $15 \%$ | 0.007 s | 0.00 | 0.00 |  |
| 3 | 148 m | 529 s | $72 \%$ | 2.61 m | 0.020 s | 49.55 | 0.00 |
| $60 \mathrm{~m} \times 60 \mathrm{~m}$ area, start at $(60 \mathrm{~m}, 0 \mathrm{~m})$, source at $(7.5 \mathrm{~m}, 52.5 \mathrm{~m})$, the straight-line distance to the source from the start point is 74.25 m |  |  |  |  |  |  |  |
| 1 | 360 m | 435 s | $17 \%$ | 23.72 m | 0.009 s | 5.72 | 0.00 |
| 2 a | 275 m | 353 s | $22 \%$ | 9.02 m | 0.015 s | 15.63 | 0.00 |
| 2 b | 455 m | 542 s | $16 \%$ | 9.02 m | 0.020 s | 15.63 | 0.00 |
| 3 | 150 m | 520 s | $71 \%$ | 1.61 m | 63.30 s | 46.15 | 0.00 |

Based on the results in Table 2, it can be noticed that for all algorithms, the total travelled distance and, thus, the execution time of the robot did not change significantly. The execution time of the Infotaxis algorithm was longer than that of the lawn mower algorithm. This was due to the fact that with Infotaxis, the most measurements were performed. However, in the case of the simple algorithms, the robot could move at a higher speed, which would also significantly reduce the execution time, as in these cases, the percentage of measurements was (roughly about three times) lower.

In the case of simple algorithms, the accuracy achieved varied. This was related to the mutual relationship between the generated points and the true location of the source of pollution. In the case of Infotaxis, the accuracy was much better. In the case when the pollution source was located at the location ( $52.5 \mathrm{~m}, 52.5 \mathrm{~m}$ ), the circles (a) algorithm did not find the source of pollution, because in this case, the pollution was in a corner and spread outside the designated area. In this case, Variant b works well, but then, the robot will leave the designated area where the search was being carried out. This corresponds to the situation in Figure 5c. However, in this case, the distance travelled was even greater than in the lawn mower algorithm, and in addition, under different conditions, the performance was the same as in Variant a. Therefore, Variant b should be considered ineffective. However, for such conditions and in practical conditions, the operation of all the given algorithms may be unsatisfactory.

## 4. Measurement Results and Discussion

The aim of the work was to check the operation of simple algorithms in environmental conditions. Therefore, simple algorithms were used first for the practical implementation. The general operation of the lawn mover and circles is shown in Figure 7 and is as follows: for safety reasons, the robot was armed (which means the motors were enabled and the robot was ready to take off the ground) in manual mode (with auto-levelling). The operator took off and then put the robot in position hold mode. Then, automatic the operation could be enabled, and the robot:

- Generated the measuring points that needed to be checked;
- Took a measurement at the starting point (measurement is understood as the maximum recorded atmospheric concentration $P M_{10}$ during 3 s );
- The robot's flight controller was switched to guided mode, thus disallowing the operator to override the robot's position manually. The robot started an autonomous search of the area.


Figure 7. The general block diagram of the robot's operation.
The robot then went to the generated points one by one and took measurements at them. After the first batch of points was checked, more were generated depending on the selected algorithm. After reviewing all points, the robot picked the point where the highest concentration was recorded and went to that point. After reaching its destination, the robot remained at this point in position hold mode. Each of the individual operating modes was indicated by the changing colour (as shown on Figure 7) of the multi-coloured LED with which the measuring system was equipped. The operator can abort the robot's automatic operation at any time and take manual control over it. Other safety measures, such as emergency landing or return to home (RTH) modes, can also be triggered at any time.

In an area free of obstacles and away from buildings, traffic, or pedestrians, markers limiting the search area were placed. Next, the location of the pollution source was then selected at the site. The measurement of the emission source location was made with a tape measure relative to the starting point. The measurement system had no information about this true location; it was only used to determine the accuracy of the pollution source localisation algorithm. Then, the robot took off at the starting point, and after checking that the flight control system correctly responded to the pilot's commands, it was switched to automatic search for pollution source. After that, the robot continued to execute the algorithm selected by the operator, as described in the previous section.

During the tests, the robot maintained a constant orientation and flew at a regular height of 4 m . The pollution source was located at the height of 0.5 m . The speed of the robot's movement was set constant for both robots and was limited to a maximum of $0.75 \mathrm{~m} / \mathrm{s}$.

Figure 8 shows the constructed drones during the field tests: the quadrocopter during the take-off and the hexacopter in the air while navigating to the next point.


Figure 8. Drones during the field tests. (a) hexacopter in the air while navigating to the next point; (b) quadrocopter during the take-off.

To verify the proposed algorithms, many measurements were made. In Figures 9-13, several selected measurements are shown with the approximate location of the pollution source marked. The results of the operation for both implemented algorithms are presented. For each of the given cases, the following were calculated: the distance between the true location and the location of the pollution source indicated by the robot and the total algorithm execution time.

As can be observed, two types of charts are presented. Figures 9, 10 and 12 show: the travelled path by the robot (blue line), the measurement points (orange marks), the true pollution source location (big black cross), and the pollution source location determined by the robot (big black square) on the 2D plane. Figures 11 and 13 show the continuous (blue line) and spot (orange marks) $P M_{10}$ measurements in 3D. The spot measurement is the maximum $P M_{10}$ concentration observed during 3 s at the current location.


Figure 9. The first algorithm: $60 \mathrm{~m} \times 60 \mathrm{~m}$ area; the travelled paths.


Figure 10. The second algorithm: $60 \mathrm{~m} \times 60 \mathrm{~m}$ area; the travelled paths.


Figure 11. Both algorithms: $60 \mathrm{~m} \times 60 \mathrm{~m}$ area; the measured concentrations.


Figure 12. The second algorithm: $100 \mathrm{~m} \times 100 \mathrm{~m}$ area; the travelled paths.
During the tests, it could be observed that the obtained results were influenced in particular by: the wind speed and direction and the intensity of the pollution source. These parameters can be observed on the continuous measurement curves presented in the 3D graphs (Figures 11 and 13). The random influence of these factors was to verify the operation of the proposed system in practical applications. The pollution source localisation's effectiveness varied, but we can generally say that the robot was heading towards the proper source location.

Both algorithms were tested in a $60 \mathrm{~m} \times 60 \mathrm{~m}$ area. Figure 9 shows examples of the operation for the first algorithm. The parameters were as follows: $A=60 \mathrm{~m}, N=5$. In both cases, the difference in the distance between the true location and the location of the pollution source indicated by the robot was equal to 7.5 m . The algorithm execution time was 10 min 39 s and 10 min 22 s , respectively.


Figure 13. The second algorithm: $100 \mathrm{~m} \times 100 \mathrm{~m}$ area; the measured concentrations.
Figure 10 shows the travelled paths for the second algorithms. Two variants are presented: when the robot makes a preliminary flight around the terrain boundaries or goes straight to the centre first. In both cases, the parameters were as follows: $A=60 \mathrm{~m}$, $N=8, R_{1}=20 \mathrm{~m}$, and $R_{2}=10 \mathrm{~m}$. The location of the source was determined with an error of 14.73 m and 7.5 m , respectively. The algorithm execution time was 11 min 14 s and 6 min 31 s , respectively. The shorter execution time was due to the preliminary flight's omission around the test area boundaries. Moreover, when interpreting the results, one should also take into account the fact that the true location of the source was determined roughly with the help of a measuring tape. For two of the selected described cases above, the continuous measurements are presented in Figure 11. On the basis of these, it was possible to observe the propagation of pollution under the influence of wind.

Figure 12 shows examples of the operation for the second algorithm in a $100 \mathrm{~m} \times 100$ m area. The parameters were as follows: $A=100 \mathrm{~m}, N=8, R_{1}=35 \mathrm{~m}$, and $R_{2}=15$ m . In the fifth case (Figures 12a and 13a), the location of the source was determined with an error of 5 m , within 11 min 7 s . In the sixth case (Figure 12b), the source of pollution was placed in the centre of the site. In this case, the difference between the true pollution source localisation and that determined by the robot was equal to 0 m . Moreover, the contamination propagation can be observed in the course of the continuous measurement (Figure 13b). On the basis of this and previous measurements, a decrease in the measured $P M_{10}$ concentrations with the increasing distance from the source can be observed, which confirmed the compliance with the physical phenomenon of the dispersion of pollutants in the air. The algorithm execution time was 10 min 19 s in that case.

The scale of the pollution source must be adequate to the scale of the terrain. In all cases for the used source of increased concentration compared to the background, this can be seen only in the nearest measurement points (Figures 11 and 13). If the source were not so intense, in that the concentration in one of the measurement points is significantly higher than in the others, it might not be detected.

The numerical values for all the discussed cases are presented in Table 3. The table shows for each particular case number: the algorithm type (1 or 2 ) used, the area size, the number of measurement points, the algorithm execution time, the distance between the true and determined source location, and the maximum, minimum, and average values of the particulate matter $P M_{10}$ concentrations for all measurement points. From these values, it can also be concluded that when the ratio of the maximum measured concentration to the background concentration (that is, the mean value) was small, the performance of the algorithms was the worst (case 3). For the the example of the $60 \mathrm{~m} \times 60 \mathrm{~m}$ area, the shortest search time was obtained for the proposed Algorithm 2 (Case 4). Compared to Algorithm 1 (Case 2), it was shorter by about $37.1 \%$.

Table 3. Summary of all presented cases: experimental data.

| Case | Alg. | Area | No. of <br> Points | Exec. Time | Dist. to <br> Source | Max $\boldsymbol{P M} \boldsymbol{M}_{\mathbf{1 0}}$ <br> Conc. | Min $\boldsymbol{P M} \boldsymbol{M}_{\mathbf{1 0}}$ <br> conc. | Mean <br> Conc. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{P} \boldsymbol{M}_{\mathbf{1 0}}$ |  |  |  |  |  |  |  |  |
| 1 | 1 | $60 \mathrm{~m} \times 60 \mathrm{~m}$ | 25 | 10 m 39 s | 7.5 m | $314 \mu \mathrm{~g} / \mathrm{m}^{3}$ | $58 \mu \mathrm{~g} / \mathrm{m}^{3}$ | $80.6 \mu \mathrm{~g} / \mathrm{m}^{3}$ |
| 2 | 1 | $60 \mathrm{~m} \times 60 \mathrm{~m}$ | 25 | 10 m 22 s | 7.5 m | $125 \mu \mathrm{~g} / \mathrm{m}^{3}$ | $58 \mu \mathrm{~g} / \mathrm{m}^{3}$ | $69.8 \mu \mathrm{~g} / \mathrm{m}^{3}$ |
| 3 | 2 | $60 \mathrm{~m} \times 60 \mathrm{~m}$ | 21 | 11 m 14 s | 14.73 m | $34 \mu \mathrm{~g} / \mathrm{m}^{3}$ | $23 \mu \mathrm{~g} / \mathrm{m}^{3}$ | $28.6 \mu \mathrm{~g} / \mathrm{m}^{3}$ |
| 4 | 2 | $60 \mathrm{~m} \times 60 \mathrm{~m}$ | 18 | 6 m 31 s | 7.5 m | $138 \mu \mathrm{~g} / \mathrm{m}^{3}$ | $60 \mu \mathrm{~g} / \mathrm{m}^{3}$ | $68.3 \mu \mathrm{~g} / \mathrm{m}^{3}$ |
| 5 | 2 | $100 \mathrm{~m} \times 100 \mathrm{~m}$ | 18 | $11 \mathrm{~m} \mathrm{7s}$ | 5.0 m | $858 \mu \mathrm{~g} / \mathrm{m}^{3}$ | $47 \mu \mathrm{~g} / \mathrm{m}^{3}$ | $115.6 \mu \mathrm{~g} / \mathrm{m}^{3}$ |
| 6 | 2 | $100 \mathrm{~m} \times 100 \mathrm{~m}$ | 18 | 10 m 19 s | 0.0 m | $367 \mu \mathrm{~g} / \mathrm{m}^{3}$ | $31 \mu \mathrm{~g} / \mathrm{m}^{3}$ | $72.8 \mu \mathrm{~g} / \mathrm{m}^{3}$ |

## 5. Conclusions

As indicated in the discussion of the results, the practical usefulness of the proposed solution can be stated. The robot carried out the measurements in accordance with the specified method. The most important conclusions from the presented work are as follows:

- The advantage of the proposed solution is the fact that the implemented algorithms (and thus, measurements and calculations) are performed on the go during the flight;
- The execution time of the algorithms (resulting directly from the path that the robot has to travel) in the case of the second algorithm was shorter by about $37.1 \%$ compared to the first. Of course, this time can be significantly reduced by increasing the speed of the robot's flight;
- The scale of the pollution source must be adequate to the scale of the terrain. The source must be so intense that the concentration in one of the measurement points is significantly higher than in the others;
- The Infotaxis algorithm in the case of the simulation tests was characterised by the best accuracy; however, its practical implementation (related to the need to adopt source parameters that are unknown and due to the computational complexity) is troublesome;
- It is mandatory to add thresholding to find out if the source is present or not after the first phase of the flight. In the case of particulate matter, it seems that it may be dynamically determined, e.g., based on exceeding the average (e.g., $30 \%$ ) after the first pass;
- The PM sensor measures so relatively quickly that it might be concluded that the robot does not have to stay at the point for quite a long time ( 3 s ). When the robot approaches the source, a very violent disturbance occurs, which causes the contaminants to reach the sensor very quickly. This applies, of course, to a situation when the robot is moving relatively slowly, with speeds of $0.5 \mathrm{~m} / \mathrm{s}$ and $0.75 \mathrm{~m} / \mathrm{s}$. The average response time of the sensor was 800 ms , which gives a measurement of 40 cm and 60 cm , respectively. At these speeds, it is possible, and desirable with more complex algorithms, to use data from the flight between measurement points;
- The proposed algorithm worked well for both robots used. The decision to choose a quadrocopter or hexacopter robot is dependent on the size of the search area.
It is important to take additional measurements with the second sensor mounted on the extended arm and to compare it with the sensor located at the centre under the robot. Data from both sensors can be registered simultaneously and also can be used simultaneously. Furthermore, it might be difficult to use drones in harsh weather conditions, especially in winter, when it is raining/snowing. However, at that time, and most often, the practice of burning low-quality fuel and garbage in home furnaces is present.

A more elaborate algorithm that can use available and unused current data should be implemented. In this case, this means the possibility of the use of data between measurement points. The particulate matter concentration is measured continuously. On this basis, it is possible to locate the source location more precisely.
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## Appendix A

Table A1. Algorithm 1 (lawn mover) operation for different cases: simulation data.

| Location of Source | Str. Line Dist. | Total Trav. Dist. | Total Exec. Time | Time <br> Meas. \% | Dist. to Source | Comp. Time | Max <br> Conc. | Min Conc. | Mean Conc. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $30 \mathrm{~m} \times 30 \mathrm{~m}$ area, start at ( $30 \mathrm{~m}, 0 \mathrm{~m}$ ) |  |  |  |  |  |  |  |  |  |
| ( $3.75 \mathrm{~m}, 26.25 \mathrm{~m}$ ) | 37.12 m | 180 m | 255 s | 29\% | 5.30 m | 0.009 s | 10.97 | 0.00 | 3.51 |
| ( $18.75 \mathrm{~m}, 15.00 \mathrm{~m}$ ) | 18.75 m | 180 m | 255 s | 29\% | 3.75 m | 0.009 s | 24.56 | 0.00 | 2.24 |
| ( $26.25 \mathrm{~m}, 26.25 \mathrm{~m}$ ) | 26.52 m | 180 m | 255 s | 29\% | 5.30 m | 0.009 s | 10.97 | 0.00 | 0.93 |
| $60 \mathrm{~m} \times 60 \mathrm{~m}$ area, start at ( $60 \mathrm{~m}, 0 \mathrm{~m}$ ) |  |  |  |  |  |  |  |  |  |
| (7.5 m, 52.5 m ) | 74.25 m | 360 m | 435 s | 17\% | 23.72 m | 0.009 s | 5.72 | 0.00 | 1.62 |
| ( $37.5 \mathrm{~m}, 30.0 \mathrm{~m}$ ) | 37.50 m | 360 m | 435 s | 17\% | 7.50 m | 0.009 s | 17.57 | 0.00 | 1.22 |
| ( $52.5 \mathrm{~m}, 52.5 \mathrm{~m}$ ) | 53.03 m | 360 m | 435 s | 17\% | 10.61 m | 0.009 s | 4.06 | 0.00 | 0.32 |
| $100 \mathrm{~m} \times 100 \mathrm{~m}$ area, start at ( $100 \mathrm{~m}, 0 \mathrm{~m}$ ) |  |  |  |  |  |  |  |  |  |
| (12.5 m, 87.5 m ) | 123.74 m | 600 m | 675 s | 11\% | 39.53 m | 0.009 s | 2.98 | 0.00 | 0.80 |
| $(62.5 \mathrm{~m}, 50.0 \mathrm{~m})$ | 62.50 m | 600 m | 675 s | 11\% | 12.50 m | 0.009 s | 13.51 | 0.00 | 0.85 |
| (87.5 m, 87.5 m ) | 88.93 m | 600 m | 675 s | 11\% | 17.68 m | 0.009 s | 1.30 | 0.00 | 0.10 |
| $200 \mathrm{~m} \times 200 \mathrm{~m}$ area, start at ( $200 \mathrm{~m}, 0 \mathrm{~m}$ ) |  |  |  |  |  |  |  |  |  |
| ( $25 \mathrm{~m}, 175 \mathrm{~m}$ ) | 247.49 m | 1200 m | 1275 s | 6\% | 127.48 m | 0.009 s | 0.97 | 0.00 | 0.22 |
| (125 m, 100 m ) | 125.00 m | 1200 m | 1275 s | 6\% | 25.00 m | 0.009 s | 9.18 | 0.00 | 0.54 |
| (175 m, 175 m ) | 176.7 m | 1200 m | 1275 s | 6\% | - | 0.009 s | 0.10 | 0.00 | 0.01 |

Table A2. Algorithm 2a (circles) operation for different cases: simulation data.

| Location of Source | Str. Line Dist. | Total Trav. Dist. | Total Exec. Time | Time <br> Meas. \% | Dist. to Source | Comp. Time | Max Conc. | Min Conc. | Mean Conc. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $30 \mathrm{~m} \times 30 \mathrm{~m}$ area, start at ( $30 \mathrm{~m}, 0 \mathrm{~m}$ ) |  |  |  |  |  |  |  |  |  |
| (3.75 m, 26.25 m ) | 37.12 m | 137 m | 215 s | 36\% | 4.51 m | 0.015 s | 22.27 | 0.02 | 10.06 |
| ( $18.75 \mathrm{~m}, 15.00 \mathrm{~m}$ ) | 18.75 m | 144 m | 222 s | 35\% | 1.25 m | 0.015 s | 39.75 | 0.00 | 10.57 |
| ( $26.25 \mathrm{~m}, 26.25 \mathrm{~m}$ ) | 26.52 m | 85 m | 115 s | 26\% | - | 0.015 s | 0.29 | 0.00 | 0.04 |
| $60 \mathrm{~m} \times 60 \mathrm{~m}$ area, start at ( $60 \mathrm{~m}, 0 \mathrm{~m}$ ) |  |  |  |  |  |  |  |  |  |
| ( $7.5 \mathrm{~m}, 52.5 \mathrm{~m}$ ) | 74.25 m | 275 m | 353 s | 22\% | 9.02 m | 0.015 s | 15.63 | 0.00 | 5.87 |
| $(37.5 \mathrm{~m}, 30.0 \mathrm{~m})$ | 37.50 m | 288 m | 366 s | 21\% | 2.50 m | 0.015 s | 29.54 | 0.00 | 5.46 |
| ( $52.5 \mathrm{~m}, 52.5 \mathrm{~m}$ ) | 53.03 m | 170 m | 200 s | 15\% | - | 0.015 s | 0.00 | 0.00 | 0.00 |
| $100 \mathrm{~m} \times 100 \mathrm{~m}$ area, start at ( $100 \mathrm{~m}, 0 \mathrm{~m}$ ) |  |  |  |  |  |  |  |  |  |
| (12.5 m, 87.5 m ) | 123.74 m | 458 m | 536 s |  |  | 0.015 s | 11.75 | 0.00 | 3.70 |
| ( $62.5 \mathrm{~m}, 50.0 \mathrm{~m}$ ) | 62.50 m | 480 m | 558 s | 14\% | 4.17 m | 0.015 s | 23.38 | 0.00 | 3.25 |
| ( $87.5 \mathrm{~m}, 87.5 \mathrm{~m}$ ) | 88.93 m | 283 m | 313 s | 10\% | - | 0.015 s | 0.00 | 0.00 | 0.00 |
| $200 \mathrm{~m} \times 200 \mathrm{~m}$ area, start at ( $200 \mathrm{~m}, 0 \mathrm{~m}$ ) |  |  |  |  |  |  |  |  |  |
| ( $25 \mathrm{~m}, 175 \mathrm{~m}$ ) | 247.49 m | 916 m | 994 s | 8\% | 30.08 m | 0.015 s | 7.57 | 0.00 | 1.78 |
| $(125 \mathrm{~m}, 100 \mathrm{~m})$ | 125.00 m | 960 m | 1038 s | 8\% | 8.33 m | 0.015 s | 16.67 | 0.00 | 1.70 |
| (175 m, 175 m ) | 176.7 m | 565 m | 595 s | 5\% | - | 0.015 s | 0.00 | 0.00 | 0.00 |

Table A3. Algorithm 2b (circles modified) operation for different cases: simulation data.
$\left.\begin{array}{ccccccccc}\hline \begin{array}{c}\text { Location } \\ \text { of Source }\end{array} & \begin{array}{c}\text { Str. Line } \\ \text { Dist. }\end{array} & \begin{array}{c}\text { Total Trav. } \\ \text { Dist. }\end{array} & \begin{array}{c}\text { Total Exec. } \\ \text { Time }\end{array} & \begin{array}{c}\text { Time } \\ \text { Meas. } \%\end{array} & \begin{array}{c}\text { Dist. to } \\ \text { Source }\end{array} & \begin{array}{c}\text { Comp. } \\ \text { Time }\end{array} & \begin{array}{c}\text { Max } \\ \text { Conc. }\end{array} & \begin{array}{c}\text { Min } \\ \text { Conc. }\end{array} \\ \hline & & & 30 \mathrm{~m} \times 30 \mathrm{~m} \text { area, start at }(30 \mathrm{~m}, 0 \mathrm{~m}) \\ \text { Mean } \\ \text { Conc. }\end{array}\right]$

Table A4. Algorithm 3 (Infotaxis 8) operation for different cases: simulation data.
$\left.\begin{array}{ccccccccc}\hline \begin{array}{c}\text { Location } \\ \text { of Source }\end{array} & \begin{array}{c}\text { Str. Line } \\ \text { Dist. }\end{array} & \begin{array}{c}\text { Total Trav. } \\ \text { Dist. }\end{array} & \begin{array}{c}\text { Total Exec. } \\ \text { Time }\end{array} & \begin{array}{c}\text { Time } \\ \text { Meas. } \%\end{array} & \begin{array}{c}\text { Dist. to } \\ \text { Source }\end{array} & \begin{array}{c}\text { Comp. } \\ \text { Time }\end{array} & \begin{array}{c}\text { Max } \\ \text { Conc. }\end{array} & \begin{array}{c}\text { Min } \\ \text { Conc. }\end{array} \\ \hline & & & 30 \mathrm{~m} \times 30 \mathrm{~m} \text { area, start at }(30 \mathrm{~m}, 0 \mathrm{~m}) \\ \text { Menc. } \\ \text { Conc. }\end{array}\right]$
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