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Abstract: In response to the growing popularity of artificial intelligence (AI) usage in daily life, AI
education is increasingly being provided at the K-12 level, with relevant initiatives being launched
worldwide. Examining how these programs have been implemented and summarizing useful
experiences is thus imperative. Although prior reviews have described the characteristics of AI
education programs in publications, the papers reviewed were mostly nonempirical reports, and
the analysis typically only involved a descriptive summary. The current review focuses on the most
recent empirical studies on AI teaching programs in K-12 contexts through a systematic search of the
Web of Science database from 2010 to 2022. To provide a comprehensive overview of the status of AI
teaching and learning (T&L), 32 empirical studies were analyzed both descriptively and thematically.
We analyzed (1) the research status, (2) the pedagogical design, and (3) the assessments and outcomes
of the AI teaching programs. An increasing number of studies have focused on AI education at the
K-12 stage, but most of them have a small sample size. Moreover, the data were mostly collected
through interviews and self-reports. We reviewed the pedagogical design of AI teaching programs
by using Gerlach and Ely’s pedagogical design model. The results comprehensively delineated
current AI teaching programs through nine dimensions: learning theory, pedagogical approach,
T&L activities, learning content, scale, teaching resources, prior knowledge prerequisite, aims and
objectives, assessment, and learning outcome. The results highlighted the positive impact of current
AI teaching programs on students’ motivation, engagement, and attitude. However, we observed
a lack of sufficient research objectively measuring students’ knowledge acquisition as learning
outcomes. Overall, in this paper, we discussed relevant findings in terms of research trends, learning
content, teaching units, characteristics of the pedagogical design, and assessment and evaluation by
providing illustrations of exemplary designs; we also discussed future directions for research and
practice in AI education in the K-12 context.

Keywords: AI education; K-12 context; pedagogical design; systematic review

1. Introduction

Because of the widespread adoption of artificial intelligence (AI) technology, the
world is undergoing an unprecedented technological change. From its emergence in the
computer science field, AI has spread across diverse fields (e.g., engineering, business, art,
and science), eventually affecting many facets of human life. The application of AI (as
observed, for example, in smart home appliances, cloud services, smartphones, Google-
enhanced smart speakers, and devices equipped with Siri) enhances user experience,
improves working efficiency, and increases the convenience of various tasks. For effective
functioning in the information era, people must develop AI literacy through the acquisition
of new skills [1]. The organization for economic cooperation and development (OEDC)
released a report, Trustworthy artificial intelligence (AI) in education: promises and challenges,
highlighting the importance of equipping students with new skillsets to enable them to
thrive in increasingly automated economies and societies [2]. AI can thus be considered
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as an essential technological literacy for the 21st century, expanding the list of classic
literacies such as digital literacy, data literacy, and information literacy [3]. Having AI
literacy may encourage more students to consider AI careers and provide solid preparation
for higher education and their future career. To empower students with AI literacy, an
AI education ecosystem that covers all educational stages, not only the graduate and
undergraduate levels, should be established [4,5]; that is, more focus should be placed
on the K-12 context. In 2019, the United Nations Educational, Scientific, and Cultural
Organization (UNESCO) encouraged the exploration of the curriculum and standard
dimensions of AI in K-12 education to elucidate how learners and teachers are preparing
for an AI-powered world [6]. Therefore, the practical movement to integrate AI in K-12
education has been observed in various countries in recent years (e.g., the United States, the
United Kingdom, Finland, China, Australia, and South Korea). Moreover, in academia, the
discussion on AI education has steadily shifted from higher education to the K-12 context
as well. An increasing number of studies have explored the potential of incorporating AI
learning into K-12 education through playful experiences and approachable content to
prepare children for an AI-saturated world and future AI-oriented workforces [7,8].

Initiatives to popularize a basic understanding of AI technologies in K-12 have been
emphasized both in practice and theories. However, a systematic analysis of the approaches
used to equip students with the knowledge of AI technology in K-12 classrooms is lacking.
The aims of this paper are to characterize, compare, and synthesize the characteristics of
the design and implementation of AI courses on the basis of current research. This paper
provides an overview of pertinent constructs in AI teaching and learning (T&L) as well as
identifies potential gaps and opportunities for future research.

1.1. Interdisciplinary Nature of K-12 AI Education

AI education evolved from the field of computational science at the college level.
Initially, computer scientists designed and developed AI technology and integrated it into
computer science classrooms. Because the development of AI technology has substantially
affected people’s lives, AI education has been extended to the K-12 context and discussed as
a specialized curriculum. Furthermore, AI education is an area spanning diverse disciplines,
especially technology education and engineering education.

In computer science, AI is defined as any human-like intelligence exhibited by a
computer, robot, or other machines; that is, AI refers to the ability of a computer or machine
to imitate the capabilities of the human mind—learning from experience and examples,
recognizing objects, understanding and responding to language, making decisions, solving
problems, and combining these capabilities to perform functions typically attributed to
humans [3]. AI knowledge originally centered on topics such as algorithms, coding, and
programming in computer science courses; AI education was then gradually introduced in
higher education and later also in basic education. In primary and secondary schools, AI,
which was initially covered as a relevant part of computational thinking (CT) curricula, was
included in science, technology, engineering, the arts, and mathematics (commonly referred
to as STEAM) education [9]. CT curricula aim to cultivate young students’ competencies
in solving problems through the use of programming, with the intention of preparing
them for their subsequent tertiary studies and their future careers in computer science.
The increasing application of AI technology powered by programming highlights the
importance of introducing fundamental AI knowledge and working principles to students
throughout K-12.

The field of technology and engineering education is closely related to AI education,
in which constructivism is popular in T&L. The constructivist learning theory, commonly
adopted in technology and engineering education, is based on the developmental theories
of Piaget [10], with further elaboration by Vygotsky [11]. According to the cognitive con-
structivist theory, students construct the meaning of knowledge from experience [10], and
Vygotsky emphasized the key role of sociocultural factors in students’ constructive learning
process [11]. Pedagogical approaches founded on constructivist theories prioritize active



Sustainability 2022, 14, 15620 3 of 29

participation and deep learning through inquiry-based, project-based, problem-based, and
discovery-based activities [12]. In K-12 technology and engineering education, students are
guided to establish a connection between their experience and new knowledge in the socio-
cultural environment, thus promoting conceptual construction when students encounter
new technological or engineering concepts that conflict with their prior knowledge [13].
That is, students are encouraged to negotiate with their experience and interact with the
learning community through constructivist activities to shape their conceptual frameworks
and improve their literacy [14,15]. In technology and engineering classes, students are
oftentimes required to complete a final product following a lesson; for example, designing
artifacts or step-by-step procedures for specific tasks.

Because of its interdisciplinary nature, K-12 AI education can be regarded as emerging
from computer science education, with the integration of technology education, engineer-
ing education, and knowledge from other fields. The fact that AI is a mixture of various
disciplines brings about the challenge of scoping AI in the K-12 context. However, consen-
sus has yet to be reached on the specific content of K-12 AI education. At the undergraduate
and higher levels, traditional AI education focuses on teaching algorithms and their back-
ground, but for the K-12 audience, the boundaries of AI education seem to be broader. K-12
AI education emphasizes not only the technical functioning of computers but also its social
construction process related to the knowledge of technology, engineering, science, even
humanity, and sociology [4–7].

1.2. Existing Reviews of K-12 AI Education

Although AI teaching initiatives in K-12 date back to the 1970s [16], AI teaching has
grown tremendously in popularity in the past few years [17]. UNESCO organized the
Workshop on Teaching and Learning Competencies for Artificial Intelligence (AI) from
an Information Access Perspective to examine the elements necessary to support teachers’
and learners’ capacity development for AI use [6]. In response to UNESCO’s call to action,
various K-12 AI projects and activities have been initiated worldwide (e.g., in the United
States, United Kingdom, Finland, China, Hong Kong, Singapore, South Korea, India, and
Australia). Governments and universities globally have begun to collaborate to support
the introduction of AI in K-12 settings. The teams involved in these K-12 AI projects
consist of policymakers, software developers, technological experts, educators, and frontier
teachers. One representative project is the AI for K-12 Working Group (AI4K12), which
proposed the “Five Big Ideas” as a framework to develop guidelines for teaching AI to
K-12 learners. This framework includes five main components: perception, representation
and reasoning, learning, natural interaction, and societal impact [18]. Various studies
focusing on the design of AI curricula for the K-12 context have adopted the Five Big Ideas
as their framework.

A number of studies emerged responding to the increasing interest in AI education.
Initial research on this topic focused on the incorporation of AI education into regular
K-12 subjects (e.g., science, mathematics, and physics). Research in this stage explored the
intersections of AI and other core K-12 subjects to facilitate integration into the classroom.
With the increasing need for K-12 AI education, studies on what and how AI knowledge
should be taught in K-12 have emerged within the context of specific AI-related courses.
The notion of K-12 AI education has thus evolved over the years, which calls for a thorough
review of relevant studies to guide future research.

An exploratory review from Zhou and colleagues provided evidence on how AI
literacy guidelines have been applied in K-12 contexts [19]. In their review, K-12 AI
education was defined as the integration of AI knowledge into core curricula, not as an
independent course. Several design guidelines for creating an AI learning experience
in K-12 were identified: student engagement, built-in scaffolding, teacher and parent
involvement, equity diversity, and inclusion.

K-12 AI courses have evolved into teaching machine learning (ML), one subfield of
AI, to students. Sanusi and Oyelere conducted a review to identify potential pedagogical
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frameworks suitable for learning ML in K-12 education [20]; they described various ped-
agogical tactics, such as problem-based learning, project-based learning, active learning,
participatory learning, interactive learning, inquiry-based learning, personalized learning,
and design-oriented learning. This provided a comprehensive overview of the pedagogi-
cal frameworks adopted in K-12 education for ML; however, a detailed analysis of how
teachers employed these pedagogical frameworks in their teaching practice was absent.

Similarly, Marques et al. reviewed 30 papers in a systematic mapping study to explore
how to teach ML to K-12 learners [17]. They identified 30 courses or programs in these
papers and examined their characteristics. The authors observed three main features:
(1) competencies can range from basic (knowing what ML is) to more complex (under-
standing specific ML techniques); (2) ML concepts are introduced by focusing on the most
accessible processes; (3) instructional materials in addition to customized frameworks and
tools are available for free. This review provided a basic understanding of current K-12
teaching practice related to ML; however, the courses or programs examined in this review
focus exclusively on ML and only as part of a comprehensive AI course. Moreover, the main
aim of this review focused specifically on the learning content (e.g., ML topics, concepts,
processes, learning styles, application domains, frameworks, and data types) but neglected
to provide a fine-grained description of how the instructional design is developed.

With the development of K-12 AI courses, new tools for teaching AI in schools emerge
regularly. Therefore, with reference to the review of Marques et al. [17], Gresse von
Wangenheim and colleagues further investigated the key role of visual tools in teaching
ML by reviewing 16 papers [21]. Their findings indicated that these visual tools provided
students with opportunities to construct a comprehensive ML process, thus helping them to
develop a more accurate understanding of ML concepts. The authors also highlighted the
lack of collaborative learning during the development of such ML models and the dearth of
performance-based assessment of these created ML models as key emerging pedagogical
concerns in teaching AI knowledge by visual tools.

The aforementioned reviews explored the characteristics of teaching ML to K-12
learners; however, because ML is only one part of the AI field, these studies failed to
provide a comprehensive picture of the AI technology landscape. The review conducted by
Su et al. presented a delineation of educational approaches for teaching AI technologies
at the K-12 level in the Asia-Pacific region [22]. In that review, K-12 AI education was
defined as an independent curriculum providing comprehensive knowledge. By mapping
current AI tools, AI activities, educational models or theories, and research outcomes, the
review outlined the status of AI curricula developed for K-12 classrooms. The findings of
this review indicated that these AI curricula had a positive influence on students’ learning
outcomes, interest in AI courses, AI-related skills, and learning attitudes. Nevertheless,
the studies covered in that review were conducted only in Asian regions. In response to
increasing research attention on the K-12 AI education field, an updated review of studies
on the characteristics of K-12 AI education worldwide is necessary.

Relevant review papers have elucidated the design and development of K-12 AI
courses from diverse research foci, such as AI knowledge to be taught, instructional
strategies to be used in the pedagogical process, multimedia tools to be adopted to support
learning visualization, etc. Nevertheless, because of the varied perspectives of these
studies, an in-depth and full-scale understanding of the pedagogical characteristics of K-12
AI education remains elusive. Some of the limitations of the aforementioned reviews are
as follows: (1) they included only a few relevant studies for review and analysis; (2) they
lacked a strict search process to ensure the quality of reviewed papers; (3) there was a lack of
quantitative description in selected papers; (4) they recognized AI courses as the integration
with other subjects, not developing as an independent course; (5) they regarded ML as
the only relevant knowledge and neglected other parts of AI technology necessary to be
introduced in K-12 classrooms; (6) they identified teaching approaches in K-12 AI courses
but lacked elaboration on how to organize and implement these approaches; (7) they



Sustainability 2022, 14, 15620 5 of 29

verified the effectiveness of existing teaching approaches for AI knowledge but considered
only some world regions.

Considering the aforementioned limitations, the purpose of this study was twofold:
(1) to systematically review high-quality empirical research focusing on K-12 AI courses or
programs in the world range, and (2) to explore future research orientations in terms of the
pedagogical design and implementation of K-12 AI curricula. This review study provides
insights on how to design, construct, and implement AI courses for K-12 instructional
designers. Furthermore, the present results may inform researchers of the evolution and
improvements in the field of AI pedagogy. In this paper, we delineated effective approaches
to investigating K-12 AI curricula worldwide and proposed suggestions for the inclusion
of AI education in K-12.

To examine and synthesize the characteristics of AI education for K-12 students from
multiple perspectives, three review questions guided our examination of the current status
of relevant studies on teaching AI in K-12 settings. These three review questions (RQs)
were refined using the following analysis questions (AQs):

RQ1: What is the status of research in teaching AI in K-12?
AQ1: What are the major research trends, regions, and scales?
AQ2: What are the major research methods and settings?
RQ2: What are the pedagogical characteristics of current AI teaching units?
AQ3: What is the scale (target audience, setting, duration) of the teaching unit?
AQ4: What content is selected for the teaching unit?
AQ5: What prior knowledge and skills are required for students to take the course?
AQ6: What are the pedagogical theories that guide the teaching unit? What are the

pedagogical approaches and T&L activities in the teaching unit?
AQ7: What are the tools and materials used in the teaching unit?
RQ3: What are the evaluation methods and the outcome of the teaching units?
AQ8: How are students’ learning outcomes assessed?
AQ9: What are the learning outcomes of the teaching units?

2. Method

We conducted a systematic review of published empirical studies to identify the
latest evidence on the pedagogical characteristics of AI education in the K-12 context.
We followed the Preferred Reporting Items for Systematic Reviews and Meta-Analyses
(PRISMA) guidelines [23] to collect, select, summarize, analyze, and interpret the empirical
evidence related to the review questions.

2.1. Literature Search

The literature search was conducted in May 2022 by using the Web of Science database.
To address the review questions and ensure the relevance of the studies, we reviewed while
also identifying as many potential papers as possible. We used three types of search terms
in the title, abstract, and keywords: “AI”, “education”, and “school level” terms. The search
terms used to extract relevant articles are detailed in Table 1. We only considered papers
published between 2010 and 2022, and placed no restriction on the source of publications.
Moreover, we examined other sources that might not be indexed in the database at the time
we conducted the literature search, including the reference lists of previous reviews and
the latest editions of relevant journals such as Computers and Education: Artificial Intelligence.
Our literature search yielded 4676 publications after duplicates were removed.
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Table 1. Search terms.

AI Terms Education Terms School Level Terms

machine learning OR artificial
intelligence OR deep learning
OR neural network OR AI

teaching OR learning OR
education OR curriculum OR
curricula OR pedagog
OR instruct

K-12 OR kid OR child OR
primary OR elementary OR
secondary OR middle OR
high school OR pretertiary

2.2. Inclusion and Exclusion Criteria

Eligible papers must: (1) focus on AI education or AI T&L; that is, not the application of
AI technology in education; (2) explicitly address teaching or learning strategies and plans,
or provide detailed information on how to conduct the courses or projects related to AI T&L;
(3) be conducted in the K-12 context; (4) be an empirical study that includes comprehensive
descriptions of the research question, settings, participants, and results; (5) be published in
a peer-reviewed journal or conference, written in English, and full-text accessible.

Criterion 1 was used to conduct the first screening of all articles identified in the
database and other resources by reviewing the title, abstract, and keywords. Notably,
most of the studies investigated the effects of using AI technology in different educational
settings (n = 4106) and were thus excluded. Other excluded studies were those unrelated to
AI, such as studies on the cognitive strategies applied in deep learning (n = 64) and papers
focused on the introduction of AI technology or algorithms themselves (n = 393). After
the exclusion of two papers without full-text accessibility, the preliminary searching and
screening yielded 111 publications for further review.

Criterions 2–5 were then applied to assess the relevance and quality of these 111 pub-
lications. The full-text version of each article was retrieved and reviewed to determine
whether the study contained descriptions of T&L strategies or plans, or detailed informa-
tion on how to conduct AI courses or projects. In total, 28 studies were excluded following
the application of criterion 2. Other papers were excluded because they were not in English
(n = 3), not empirical studies (n = 41), or not targeted at students but instead teachers (n = 6).
After the exclusion of one paper for poor methodological quality, 32 papers (Appendix A)
remained for analysis in this systematic literature review. Figure 1 illustrates the search
and selection process.

2.3. Data Coding

To answer the review questions, we considered the theoretical grounding and termi-
nology used in relation to AI T&L. First, we defined the term “teaching units” to represent
the AI courses or projects in the included studies. Teaching units can take various forms;
for example, a set of classes in a single course, workshops, a series of lessons, or even a
complete curriculum. Regardless of the scale, any teaching unit should include instruc-
tional materials and designs for both teachers and students, with the aim of teaching certain
content in a specific context [24]. The development of teaching units typically follows
the guidelines of pedagogical design, which represents an iterative process of planning
and selecting learning content, materials, and tools; designing instructional strategies; and
considering the evaluation of teaching units [25].

To obtain a comprehensive description and understanding of those teaching units, we
adopted the pedagogical design model of Gerlach and Ely [26] as our analytical framework
(Figure 2). Thus, we considered the following 10 elements of pedagogical design: specifica-
tion of content, specification of objectives, assessment of entering behaviors, determination
of strategy, organization of groups, allocation of time, allocation of space, selection of
resources, evaluation of performance, and analysis of feedback. This pedagogical design
model was selected as a lens to enable us to unpack the constructs of AI teaching units.
We selected this model for the following reasons: First, it has proven valuable since it was
proposed and is regarded as being sufficiently comprehensive for examining the design
and implementation of learning [27]. Second, although first proposed in 1971, the model
remains relevant in diverse research settings, including the face-to-face context [28,29] and
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online T&L more recently [30]. The model is regarded as sufficiently broad and flexible for
pedagogical design and evaluation.
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For the purpose of the present study, the model was adapted for the context of K-12 AI
education. Specifically, our review was guided by nine components. Notably, in our model,
the determination of strategy, one of the original 10 components, was further elaborated
by learning theory, pedagogical approach, and special T&L activity. Table 2 illustrates the
differences between the adapted version and the original model.
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Table 2. The pedagogical design and analysis framework for the current study.

Model Used in Current Study Gerlach and Ely’s Model

Learning theory Pedagogical approach Determination of strategy
Special T&L activity
Learning content Specification of content

Scale
Target audience Organization of groups
Course duration Allocation of time
Setting Allocation of space

Teaching resources Selection of resources
Prior knowledge prerequisites Assessment of entering behaviors
Aims and objectives Specification of objectives

Assessment and learning outcome Evaluation of performance
Analysis of feedback

On the basis of this framework, we developed a coding scheme containing three
dimensions to analyze the reviewed papers (Table 3). The first dimension was general
information on the papers, including the year of publication, the regions addressed in the
study, and the name of any projects. The second dimension was research information,
including research questions, participant information, sample size, type of research, and
data source. The third dimension was pedagogical design, which was based on the analyti-
cal framework [26]. We considered the following 11 variables: aims and objectives, T&L
setting, course duration, learning content, pedagogical approach, learning theories, prior
knowledge prerequisites, special T&L activities, materials and tools, evaluation method,
and learning outcomes.

To answer the research questions, we first conducted a descriptive analysis of the
papers according to the elements in the coding list. Subsequently, we performed con-
tent analysis and thematic analysis on the reviewed papers to further illustrate how AI
knowledge is taught and what effects AI teaching has. Open coding was employed to gen-
erate an initial idea regarding the features of the codes and organize data into meaningful
groups [31]. Thereafter, focused coding was used to condense the long list of different
codes, sort the different codes into potential themes, and collate all the relevant coded
data extracts within overarching themes. Finally, the themes were reviewed to verify that
they form a coherent pattern and were clearly defined for subsequent analysis. The coding
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process was predominantly recursive, involving back-and-forth movement between phases
instead of a linear process: the original data were read, multiple codes were compared, and
opportunities for refining codes were identified [32].

Table 3. Coding schema of the current study.

Categories Code List Example

General information
Author, title, year, country
Publication type Conference/Journal
Project/course name (if any) AI4Future

Research information

RQs
Target audience Secondary school
Sample size
Type of research Qualitative
Data source Survey

Pedagogical design

Aims and objectives
T&L setting Classroom
Project/course duration One day (3 h)
Learning content
Pedagogical approach PBL
Theories Constructionism
Prior knowledge prerequisites Scratch
Special T&L activities Unplugged
Materials and tools Robot
Evaluation method Self-evaluation
Learning outcome

3. Results
3.1. Status of Research on Teaching AI in the K-12 Context

The growth in the number of relevant publications revealed an increasing research
interest in teaching AI in K-12 (Figure 3). Notably, most of the publications until 2020 were
conference papers. The journal articles (11 of 32) have been published mostly since 2021.
Despite the small number of studies in this field, relevant research has been conducted in
diverse countries (Figure 4); we identified 13 target countries or regions in Europe, Asia,
and the US. This reflects a global trend in the development of AI education at the K-12
stage. In fact, some of these countries, namely the United States, Finland, and India, have
enacted national policies to support the development of AI education.
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Regarding the scale and the type of selected papers, 11 studies were small-scale
research, enrolling less than 20 participants. The remaining studies enrolled no more than
100 participants. Regarding research type (Figure 5), most of the studies (25 of 32) employed
a qualitative or mixed-method approach; only four studies were purely quantitative. The
quantitative part of these studies principally focused on learners’ motivation and attitudes
toward the K-12 AI courses, using Likert-scale surveys for measurements. Only three
studies included students’ learning outcomes as part of the quantitative analysis, one
adopted students’ self-perceived competence as the assessment criteria for the knowledge
acquisition of AI [33]; therefore, only two studies employed an objective quantitative
assessment of students’ knowledge acquisition by using scored tests [34,35]. Most of the
studies qualitatively assessed students’ learning outcomes through classroom observations,
interviews, and artifact analysis.
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3.2. Pedagogical Characteristics of Reported AI Teaching Units
3.2.1. Scale (Target Audience, Setting, and Duration) of the Teaching Unit
Target Audience

The teaching units identified cover from preschool to secondary school phases, most
are situated in the upper primary school and lower secondary school levels (Figure 6).
Very few studies have simultaneously considered the primary and secondary school levels.
For example, three studies [9,36,37] targeted students in both upper primary and lower
secondary schools, whereas only one included students from lower primary to lower
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secondary school levels. Although AI education is traditionally considered to be suitable
for older adolescents, numerous teaching units are available for the primary and even
preschool levels. For example, in their two studies, Williams et al. trained young children
aged 4–6 years on AI concepts related to knowledge-based systems, supervised ML, and
generative AI through interactions with social robots [8,38]. Another study by Vartiainen
and colleagues explored how young children (age 3–9 years) can use Google’s Teachable
Machine in non-school settings [39]. Exposing children to AI at these earlier educational
stages thus appears to be feasible and beneficial.
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Figure 6. School levels of K-12 AI teaching units.

Setting

Most of the reported teaching units involve in-person and extracurricular activities
(Figure 7) that are conducted in lab settings or in workshops or after-school lessons, sug-
gesting that AI education is still not typically included in regular classrooms, even being
absent in technology and computing-related courses. However, three teaching units in five
of the included studies are applied in regular classrooms [40–44]. One teaching unit in
Finland is implemented as a part of regular curricular activities [40–42]; one teaching unit
in Spain involves AI education in regular middle school classes [44]; and one teaching unit
in Denmark critically emphasizes the social impact of AI and is taught in regular social
studies classes [43]. Five studies involved AI education conducted wholly online or in a
blended mode in response to the COVID-19 pandemic [34,36,45–47]. None of the studies
employed asynchronous online teaching.

Duration

The duration of the teaching units varies considerably. The teaching units can involve
short and focused activities (minimum lesson duration: <1 h), multiple extracurricular
lessons (3–15 h in total), and long-term courses (maximum lesson duration: ~80 h). How-
ever, most are relatively short-term courses (Figure 8). Half of the teaching units (16 of 32)
in the reviewed studies comprise only one session lasting no more than 3 h, suggesting that
a short lesson may be sufficient for children to develop an understanding of AI concepts
e.g., [33,48,49]. The second most popular lesson duration is multiple sessions on different
days, typically no more than 15 h or 7 days in total. The teaching units of 11 studies were
taught in this mode. Only four studies designed a long-term curriculum spanning several
months, with three of these studies being published in 2022.
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3.2.2. Learning Content, Tools and Materials, and Prior Knowledge Prerequisites of the
Teaching Units

The learning content of the teaching units can be categorized into four dimensions:
(1) introduction to AI and its basic concepts; (2) experience and exploration of AI; (3) tradi-
tional ML; and (4) ethical and societal impacts of AI. Most teaching units include multiple
or even all of the dimensions. All of the teaching units include an introduction to AI and its
basic concepts; in the following text, examples of the other three dimensions in teaching
units are provided. First, several teaching units only focus on experiencing and exploring
AI, e.g., [8,38,50], and the target audience is young children. The learners were instructed
to experiment with AI-supported techniques such as quick draw by Google. Through free
exploration, the learners developed a preliminary understanding of what AI is and what
can be achieved using it. Experience and exploration are also frequently applied in other
teaching units as a means of introducing students to new concepts.

Second, the content of most of the teaching units is centered on ML. Various types of
ML are explored, including image recognition [33,42], emotion recognition [39], gesture
recognition [49,51], object recognition [33], k-means clustering [48,52], supervised learn-
ing [37,38], neural networks [52], and natural language processing [53]. Most teaching
units only cover the most accessible processes such as data management and practicing
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model learning and evaluation. Notably, ML-related concepts are only presented at the
surface level. Most underlying ML processes are black-boxed. For example, the learners op-
erated a predefined model included in well-developed programs or apps, without further
exploring relevant ML processes. Only a few teaching units systematically introduce ML
performance measures such as correctness tables, confidence graphs, or algorithms within
the ML process. Specifically, the teaching units of only four studies [43,52–54], all set in the
secondary school context, covering the design or validation of ML algorithms.

Teaching units with AI recognition–related content yielded some noteworthy obser-
vations, especially in terms of data source. Data are critical for AI, especially all kinds of
machine learning. Two types of data sources were identified, system-generated or expert-
provided data, and student-generated data. For example, in the teaching unit of [55], the
Mongo market problem with image recognition is typical expert-provided data. Students
trained the computer to identify the sweetness of mangoes with pictures provided by the
instructor. By contrast, the teaching unit of [45] is an example of using student-generated
data to design custom gestures for their toys and construct gesture-recognition ML models
to trigger their own sounds. The aforementioned two studies suggested that using real-life
and student-generated data such as motion capture, gestures, facial expressions, and voice
recording had benefits for students’ motivation and engagement. However, this type of
data set also has more noise and unwanted features than data sets produced by domain
experts, potentially degrading the accuracy of ML outcomes.

Third, several teaching units also consider the ethical and societal impacts of AI.
Typical examples are [34,56], in which student projects emphasize the ethical concerns and
limitations of using AI. Moreover, all of the teaching units involving multiple sessions
or long-term studies include AI ethics and societal implications as key learning goals
for students.

Many tools have been reported to support AI learning, with Machine Learning for
Kids [57], Google Teachable Machine [58], and TensorFlow [59] being commonly mentioned
examples. In terms of programming environment, block-based programming environments
including Scratch, App Inventor, and Snap! are the most frequently used platforms for
constructing ML models. Two of the reviewed teaching units directly employ Python, a text-
based programming language [35,53]. In addition to general tools that are well-designed
for novices to experience AI and ML, some teaching units include researcher-developed
materials and tools. Typical examples are SmileyCluster, a hands-on and collaborative
learning environment by [48], and Zhorai, a conversational platform with an online web
interface by [60]. Some tangible resources such as robots, programmable toys, and diverse
types of real-life sensors have also been used to teach AI and ML [8,38].

A key concern in AI education is whether programming skills and advanced mathe-
matical knowledge are required as a prerequisite for taking the course. For example, as
mentioned, many teaching units only have a one-session design, and they recruit partici-
pants who either have already taken other information and communications technology
courses or have received training on Scratch or Python. Long-term teaching units, such
as [53,54], typically include instruction on programming skills; thus, participants are gener-
ally not required to have prior knowledge. Moreover, advanced mathematical knowledge is
typically not required for most teaching units because the ML concepts are only presented at
the surface level, with many of the underlying ML processes being black-boxed, especially
for young learners. However, some teaching units, generally those aimed at secondary
school students, such as [53], include attention to ML algorithms, which require more ad-
vanced mathematical knowledge. To conclude, whether prior knowledge is a prerequisite
depends considerably on the duration and the learning content of the teaching units.

3.2.3. Learning Theory, Pedagogical Approach, and T&L Activities of the Teaching Units

The selected papers included comprehensive descriptions of the learning theories that
were referenced, the pedagogical approaches that were employed, and the T&L activities
that were implemented. However, different terms are commonly used to describe the same
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thing. Consequently, after the initial coding of the reviewed studies, we first identified four
types of learning theories and nine types of pedagogical approaches. The four learning
theories are behaviorism, cognitivism, (social) constructivism, and constructionism, and
the nine pedagogical approaches are direct instruction, hands-on activity only, interactive
learning, collaborative learning, inquiry-based learning, participatory learning, game-based
learning, project-based learning, and design-oriented learning. The relationship between
learning theories and pedagogical approaches is illustrated in Figure 9. In Tables 4 and 5,
the learning theories and pedagogical approaches, respectively, are briefly introduced.
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Table 4. Brief description and implications of the main learning theories.

Theory Description Implications

Behaviorism

This theory focuses solely on observable
behavior, with the sense that actions are
shaped by environmental stimuli [61]
Discounts mental activities such as
cognition and emotion, which are
regarded as too subjective [62].

Direct instruction is prioritized.
Feedback is provided on answers
and quizzes

Cognitivism

This theory emphasizes the process and
storage of information in the human
brain [63]. Popular guiding theories in
education include information process
theory, cognitive load theory, and
metacognitive learning theory. Relevant
learning strategies include outcome
prediction, research step planning, time
management, decision-making, and
alternate strategy use when a search fails.

Design of lessons and materials is
based on communicative
language teaching.
The different mental processes of
novice and expert
problem-solving are discussed.

(Social)
Constructivism

This theory focuses on learners
constructing their own understanding,
including rules and mental models, of
new knowledge or phenomenon by
activating and reflecting on their prior
knowledge.

Active learning is prioritized.
Learning is enhanced through
social interaction.
Authentic and real-world
problems are employed.

Constructionism

This theory, based on constructivism,
holds that learning is most effective when
people actively construct tangible objects
in the real world.

Project-based learning is
prioritized.
Students learn by doing (making).
Artifacts are constructed.

Acknowledging that these learning theories and pedagogical approaches are not mu-
tually exclusive, we present the frequency of different pedagogical approaches employed in
the teaching units in Figure 10. Referring to behaviorism learning theory, direct instruction
is used in all the teaching units, to different extents, especially in the initial part of the
teaching units when foundational AI knowledge is presented. Lectures, videos, tutorials,
and demonstrations are the most common T&L activities in the initial stage. Notably, the
authors of two studies [49,53] specifically highlighted the importance of including direct
instruction in AI education. Fifteen of the reviewed studies employed interactive learning
or hands-on only as the main pedagogical approach, representing the second most common
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approach. The key features of these teaching approaches are that they help students gain
hands-on experience and practice with technology, usually focusing on a given procedure
or target. In this approach, students do not have much freedom to choose their learning
sequence or subgoals.
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Table 5. Descriptions of the pedagogical approaches applied in AI education.

Pedagogical Approach Description in the Context of Teaching AI

Direct instruction Teachers present the target knowledge through lectures, videos,
and demonstrations.

Hands-on activity only Students experience or explore tools and materials but are not
involved in the construction of them.

Interactive learning
Students engage in part of the construction of the AI or ML
process, but they cannot necessarily define their own projects
or problems.

Collaborative learning Students conduct group work or paired work

Inquiry-based learning
Students set their own learning goal, ask their own questions, and
attempt to solve problems. However, they do not necessarily
actually construct artifacts or products.

Game-based learning Students learn through educational games.

Participatory learning Students interact with their peers and experiment with
different roles.

Project-based learning
Students learn by participating in the development of a project,
typically involving artifact construction with the objective of
solving a real-life problem.

Design-oriented learning
Students focus on the design element, with open-ended problems;
children design their own projects instead of being assigned
problems or projects.

Experiential learning Students experience, reflect, think, and act in the learning process.

Most of the studies also claimed to guide students to go through hands-on projects, re-
ferring to the learning theory of constructionism, where the application level is emphasized,
and artifact construction is the learning objective. Artifact construction involves two types
of problems or tasks: (1) well-defined problems with expected solutions and (2) ill-defined
problems without a known solution. The second type of problem is designed to encourage
students to create their own practical solutions, thus stimulating students’ higher-order
thinking. In artifact construction, the typical approaches are project-based learning and
design-oriented learning. Despite sharing common features with the artifact creation ap-
proach, the design-oriented approach, which emphasized design elements, e.g., [40,41,49],
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merits some discussion. This approach involves open-ended goals, with children being
prompted to design their own projects according to their own interests and experience. In
contrast to teacher-assigned problems or projects, such student-driven projects typically do
not have absolute answers in terms of the designs. With consideration of each student’s
knowledge level, teachers provide assistance as facilitators to help the students transform
their designs into executable projects. In design-oriented learning, students have more
autonomy than in typical project-based learning.

The third pedagogical approach listed in Table 5—interactive learning—concerns
social interaction and social constructivism. A typical example of this type of approach is
participatory learning, wherein the role of social interaction is emphasized. For example,
in study [9], where a role-playing game was developed, students were not learning from
playing a game, but instead, they played different roles in an AI system, namely the
designer, the user, and the AI itself. Another example is observed in study [34]: students
played the role of nodes in a neural network formed by students sitting in predefined
rows, thereby representing the neural network layers. Thus, students learn by experiencing
the different roles of AI. Other frequently used approaches include collaborative learning,
which explicitly involves group work or paired work, game-based learning [64,65], and
inquiry-based learning [35,66].

We defined T&L activities as detailed and more specific tasks within a pedagogical
approach. For example, with project-based learning, one common activity is hands-on prac-
tice in constructing AI artifacts. In addition to the commonly used activities that have been
mentioned in Tables 4 and 5 when describing learning theories and pedagogical approaches,
some unique T&L activities merit additional discussion. First, in unplugged activities, as
adopted in study [64], students learned data management and decision tree algorithms by
practicing their computational thinking through group work prior to actual programming;
this process involved decomposition, pattern recognition, abstraction, and algorithms,
thus cultivating logical thinking and problem-solving skills. Another unplugged example
is “Be the machine” [34], a team role-playing game that taught how ML works; in this
game, each team member assumed a different role to manually train an ML model. Second,
brainstorming involving pictures can be included when a design-oriented approach is
used [40,41]. Here, children first visually represented their understanding of AI and what
they were going to design. As a post-lesson evaluation, these drawings can be used to
analyze children’s development in terms of conceptual understanding. Third, children can
also explain the ML process to aid learning. For example, children were asked to explain
the AI process to a friend or peer. In this process, the students benefited from both the act
of explaining and peer teaching.

3.3. Assessments and Learning Outcomes of the Reported Teaching Units

We identified four types of assessments in the reviewed papers: self-reported eval-
uation, artifacts examination, process observation, and knowledge acquisition quizzes
(Figure 11). These assessments were used to evaluate two dimensions of learning outcomes
in general: (1) students’ affective-related development, including motivation, engagement,
and attitude; and (2) students’ AI knowledge acquisition. For the first dimension, self-
reported evaluation and classroom observations were frequently used. Data were collected
through Likert-scale surveys, interviews, lesson field notes, and audio or video record-
ings of the lessons. We noted the use of both quantitative descriptions or comparisons
and qualitative content analysis for the analysis of students’ affective-related learning
outcomes. However, in terms of more objective measurements of AI knowledge acqui-
sition (the second dimension), only a few studies (5 of 32) have developed a rubric or
assessment sheet for evaluating students’ understanding of what they have learned. Four
studies did not conduct any assessment of students’ learning. Most of the teaching units
involve qualitative analysis of students’ learning outcomes through the artifacts created
by students and the observation of their learning processes, through the use of content
analysis. In addition to artifact analysis and process observation, several teaching units
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(9 of 32) also employ self-reports to assess students’ perceived AI-related competence; in
such assessments, students rate questions such as “I understand what machine learning
is”. Notably, although 14 studies (9 + 5) included a quantitative assessment of students’
knowledge acquisition, only four of them finally analyzed and presented the results using
a quantitative methodology, as mentioned in Section 3.1.
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As for learning outcomes, most studies have reported a positive effect of the teaching
units on AI-related knowledge acquisition to some extent. Several studies have partic-
ularly highlighted the positive effect of the teaching units on students’ affective-related
perspectives of engagement [41,46,55,60] and interest [33,37]. In addition, two studies men-
tioned that students’ general abilities, such as higher-order thinking [55] and collaboration
skills [43], are improved. Notably, there are also potential barriers to learning AI, such as
students being easily distracted [67] or relatively low motivation [44].

4. Discussion and Future Directions

The current review aimed to (1) map trends in empirical research on AI T&L; (2) char-
acterize the constructs of different pedagogical designs; and (3) provide insights on both
the design and implementation of K-12 AI education as well as future research directions
in the field. In the following sections, we discuss the main findings of the reviewed studies,
some exemplary pedagogical designs, and the limitations of the current review; we also
provide suggestions for future research.

4.1. Main Findings

Research trends: Interest in the development of AI education at the K-12 stage has
grown tremendously, with a corresponding increase in related empirical studies. Moreover,
the increasing number of relevant articles in educational journals suggests that scholars
are investigating K-12 AI education critically instead of merely reporting teaching projects.
Although most studies have focused on the US, countries worldwide are increasingly
serving as the target of related research. Some of these countries have also released national
policies to support the development of K-12 AI education. Regarding research methodology,
most of the reviewed papers involved pure qualitative or mixed methods, with the principal
data sources being classroom observations, interviews, and artifacts examination. Because
of their rich details and contexts, qualitative data provide an overview of the diverse
application of AI education in K-12, but the conclusions might also typically only apply
to a narrow range of circumstances [68]. Only a few studies have quantitatively assessed
student learning outcomes, and most have used self-reported perceived competence as the
assessment criteria. Future work should endeavor to not merely design a practical teaching
project but to adopt a more research-oriented approach by also developing a quantitative
assessment method to evaluate the effectiveness of the designed program.
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Teaching unit settings: The teaching units reviewed in this paper targeted partic-
ipants from preschool to secondary school. Most were situated in upper primary and
lower secondary school levels, with face-to-face or synchronous online extracurricular
courses and workshops being predominant. None of the reviewed studies adopted an
asynchronous online approach. We suggest that face-to-face activities or at least real-time
online communication are preferable for teaching AI because adolescents tend to experience
difficulty in remaining motivated in an unfamiliar or unsupervised online environment [69].
The length of the teaching units varied considerably, being as short as one hour for a single
course or as long as six months or more for a long-term course. Half of the teaching units
were taught using a one-session course within no more than three hours. The learning
content generally focuses on one specific AI concept, mostly ML, and only targets one
of the ML methods, such as supervised learning and image/sound/motion recognition.
Some studies have argued that providing more lessons would not help much to improve
student understanding of the basic concept of AI [48]. However, with short-term courses,
a key concern is whether learning only certain parts of AI, such as ML, is sufficient for
equipping students with AI literacy, especially when compared with the knowledge that
can be gained in long-term courses. Future works on AI T&L could (1) compare one-session
lessons with courses consisting of numerous sessions in terms of students’ understanding
of AI-related concepts and (2) examine whether teaching AI in an online environment
is equivalent to doing so in face-to-face settings, a topic increasingly relevant given the
continuing COVID-19 pandemic as of September 2022.

Learning content: The selection of learning content for reviewed teaching units is
highly related to the cognitive development of the target audience and the prior knowledge
required. In preschool, the teaching units focus on the awareness of AI through playful
exploration activities [38,39]. In primary and middle school, the focus is on basic principles
of AI approaches, conveyed through experimenting and problem-solving activities. In
secondary school, the focus is on core AI concepts and the exploration of advanced ML
topics through hands-on artifact construction [48,52]. Only a few teaching units support
a cross-age design despite using a long-term curriculum. This finding suggests that the
learning content of AI is highly age dependent. Moreover, the prerequisite prior knowledge
for the teaching units is also highly related to the selection of learning content and im-
pacted by lesson duration. Most short-term courses require students to have experience in
programming languages such as Scratch or Python, whereas long-term teaching units have
no such requirement because programming-related knowledge is provided in AI classes.
Our review suggests that instructors should focus on not only cognitive development but
also prerequisite prior knowledge when choosing AI content knowledge for K-12 learners.

One special consideration in AI education is black boxes in learning content. In this
consideration, cognitive development and prerequisite prior knowledge need to be taken
into account as well to discuss how to uncover black boxes in AI learning. Black boxes
are an unavoidable part of computing education [70]. A major concern is what part of the
learning content to black box; that is, determining what students will be exposed to and
what they will not learn when exploring specific computing systems [70]. For example,
when teaching computational skills such as programming with block-based programming
tools such as Scratch, which is very popular among young learners, the various built-in
functions such as sensors and motion controls are black boxes to a certain extent. Students
can use the functions without knowing how the computer realizes them. However, in
general, traditional computer programs are transparent boxes, especially the flow of the
execution, changes in variable values, and all operations performed by the program, which
all exhibit one-to-one correspondence with the code employed. With such programs, the
user can trace, visualize, and inspect the program at any point in any execution step [71].
However, most ML models are not transparent. The weights and parameters of their
algorithms (in the case of neural networks and regression models, for example) are not
set manually but are trained by feeding large amounts of data to the models. Each input
sample results in minor adjustments to these parameters; that is, users are not directly
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involved in this autonomous process. These weights and parameters can be treated as
black boxes in traditional programming. With AI education in the K-12 context, black
boxes are unavoidable, with only the extent of black box usage differing by education level.
For example, in preschool or early primary school, children can explore ML programs
and even train ML models with well-developed and predefined platforms (e.g., Machine
Learning for Kids), but the actual mechanisms behind the training remain a black box; this
information can be accessed at a later stage (e.g., secondary school). The more accessible the
systems are for novice learners, the more actual ML mechanisms need to be hidden from
users—and the less students learn about the underlying functioning of the mechanisms.
Both project-based learning and design-oriented learning attempt to create a context for
students to understand the internal structure of AI. However, such pedagogical approaches
aiming to reveal black boxes might face two challenges. One challenge is that the effect of
a mismatch between students’ cognitive capability and the degree of exposure to AI has
not been examined; thus, the effectiveness of such pedagogical approaches merits further
examination. Another consideration for uncovering black boxes is the prerequisite prior
knowledge for students to have, such as some programming skills. As more black boxes are
uncovered, the requirement for programming skills increases. Block-based programming
languages undoubtedly limit students’ insights into the principles and structure of AI
systems because they simplify the programming process to hide the complexity of the
underlying algorithms and codes [72]. Future work can further investigate to what extent
these black boxes should be retained or explicitly explained to reveal the inner processes of
AI for the K-12 audience.

Pedagogical design: Various pedagogical approaches have been applied in computing
education research and practice [71]. Behaviorism, cognitivism, (social) constructivism, and
constructionism learning theories have inspired numerous instructional designs; however,
no one design has proven to be ideal for computing education yet [73]. AI education
programs in K-12 rely on a broad range of pedagogical approaches owing to their inter-
disciplinary nature; in the reviewed papers, we observed diverse approaches, most no-
tably direct instruction, interactive learning, collaborative learning, participatory learning,
game-based learning, project-based learning, and design-oriented learning. Pedagogical
approaches in K-12 AI education tend to be based on constructivism [74], because students
are usually guided to construct their knowledge of AI based on their existing experience,
thus further exploring the internal structure and principles of AI systems. As a result,
although project-based learning is dominant in the introductory sections of many teaching
units, the overarching pedagogical approach can be categorized as a hands-on approach
with direct instruction. Nevertheless, some most recent studies have adopted a more
authentic and natural pedagogical approach. With the widespread application of AI, es-
pecially ML, in media-related applications including videos, audio, and various sensors,
abundant resources are available for immediate and real-world uses in K-12 education. Any
complex situation or phenomenon has the potential to be used for learning AI approaches,
as long as a large amount of data is readily available. As suggested by [75], for most
real-world problems, accomplishing a given task by collecting data through ML is consid-
erably simpler than accomplishing the same task with traditional programming. The use of
real-world situations and problems is a key strength of AI T&L. For example, an increasing
number of teaching units are employing inquiry-based learning, design-oriented learning,
or experiential learning; these approaches not only emphasize hands-on experience but
also encourage students to select and design their own learning content based on their
real-world experience.

However, with the dramatic development of educational technologies, especially in
fields related to computer science, different learning tools and materials have become
crucial factors in the selection or design of pedagogical approaches. For example, the
consideration of technological pedagogical knowledge (TPK), which refers to knowledge of
adapting teaching by using different technologies and tools, is emerging [76]. In this review,
we observed three types of tools: tangible digital tools (e.g., robots and programmable



Sustainability 2022, 14, 15620 20 of 29

cars), intangible digital tools (e.g., different types of programming environments and well-
developed apps), and nondigital tools (e.g., textbooks). We noted rapid development in
the preparation of AI teaching materials, but a unified curriculum standard on how to
employ these tools to facilitate teaching AI knowledge has been absent. Future research
can investigate how to optimize the affordance provided by different tools on K-12 AI
pedagogical design.

Assessment and evaluation. Many of the teaching units we reviewed included some
assessment methods; however, limited information was available on how the assessments
were performed. Most of the evaluations were subjective such as students’ self-reported
evaluations, qualitative observations of the lesson process, and examination of the artifacts
created. Among them, artifact examination appears to be a valid method for evaluating
the extent that learners have mastered AI knowledge. However, in AI or an ML program,
the notion of goodness differs somewhat from that in traditional, rule-based computing,
where the main epistemological stance is correctness and verifiability. In many cases, an
ML solution can at best be “probably approximately correct” [77]. Instead of employing
a bivalent view of correctness (the program outputs are either correct or incorrect), the
judgment of AI is more complicated and involves reliability and efficiency; such judgment
also relies on a contextual, relative, and pragmatic view of goodness, which hampers the
accurate evaluation of students’ learning outcomes based on their products. By contrast,
assessing AI knowledge through quizzes, as commonly done in other academic subjects,
is a more objective means of measuring students’ knowledge acquisition. Notably, only a
few of the reviewed studies mentioned this approach, and none of them provided detailed
information on the content or construction of their quizzes. This raises the question
of what AI literacy is and how to evaluate it. Long and Magerko defined AI literacy
as “a set of competencies that enables individuals to critically evaluate AI technologies;
communicate and collaborate effectively with AI; and use AI as a tool online, at home,
and in the workplace” [3]. That is, learning AI is more than simply knowledge acquisition
such as understanding the concept of AI, but should involve other factors such as AI
dispositions [78]. However, contrary to our findings regarding the relationship between
AI and programming, scholars argue that computational literacy—understanding how to
program—is not necessarily a prerequisite for learning AI [3]. Future work can further
define the skills required to be considered AI literate, especially in the K-12 context, as well
as develop quantitative and qualitative criteria for evaluating students’ learning outcomes
in terms of content knowledge.

4.2. Selected Exemplary Designs

In this review, we identified numerous teaching units with innovative pedagogical
designs in particular aspects. We also found some noteworthy K-12 AI education programs
that have not been empirically investigated. In this section, we describe three exemplary
designs for each of the major pedagogical design aspects: learning content, pedagogical
approaches, and T&L activities. We hope that this discussion inspires similar AI education
initiatives in the K-12 context.

Hierarchical content structure: Although most reviewed studies employed a short-
term lesson design, longer-term and cross-age curricula are increasingly being developed
in some countries. A representative curriculum is the Five Big Ideas developed in the US,
a curriculum covering preschool to secondary school students. The learning content is
structured in a hierarchical manner, with specific content knowledge being placed and
presented within a higher-order framework. Students at all levels receive instruction on
the same topics—perception, representation and reasoning, machine learning, natural
interaction, and societal impact—with only the depth and breadth of the content being
adapted to the various age groups. Another program with a hierarchical content structure is
Chiu’s five modules of levels of depth: awareness, knowledge, interaction, empowerment,
and ethics [79]. These modules can be categorized into the beginner, intermediate, and
advanced levels, allowing flexibility for content selection and providing a path to develop
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students’ AI techniques and skills. The two hierarchical frameworks put forward potential
criteria and structure for the selection of content in such cross-level AI curricula. Students
can obtain a comprehensive picture of AI even in the youngest stage, which benefits their
constructive understanding of AI early in their AI learning process. Moreover, their ability
to apply AI knowledge to solve problems, founded on their constructive understanding
of AI technology, continually develops as they advance to the next grade level. However,
although these long-term curricula have been proposed by different organizations, few em-
pirical studies have targeted these curricula. More empirical works should thus investigate
and evaluate the effectiveness of these curricula.

Design-oriented approach and real-life data sources: The design-oriented approach,
where the role of learners is emphasized, is gaining increasing attention in AI education.
The two projects of Vartiainen and colleagues illustrated the effect of using the design-
oriented approach in AI education [40,41]. Instead of learning with a predesigned project,
the learners, with the assistance of their instructors, codesign applications that have imme-
diate use in the real world. Codesigning involves the iterative process of creating ideas,
making external representations, redescriptions, and refinements. Such an iterative process
promotes a deeper understanding of content domains [80]. The results of the two studies
by Vartiainen and colleagues also indicated that the codesigning process helps students to
develop their conceptual understanding of ML principles and workflows and how ML can
be applied in everyday practice.

The data sources employed in projects have also been shifting from expert-provided
data to learner-generated data. Expert-provided data are usually provided by instructors
and can take the form of established data sets. Learners can use these data for various
operations but are unable to modify the data or create their own data. By contrast, learner-
generated data include various types of data obtained in real-life situations through motion
capture, gestures, facial expression, and voice recording. Studies have highlighted the
benefits of bodily interaction with ML systems [39,49,81]. Vartiainen and colleagues imple-
mented a project with young children (ages 3–9) where the children learned about ML by
using their own body movements [39]. The use of the human body and movements—such
as facial expressions, gestures, and poses—subsequently training computers to recognize
certain elements, and even controlling the computers by defining the features of motions,
is an exciting approach to making computing education more attractive. Pedagogical entry
points such as embodied learning are extremely popular, especially for young children.

These initiatives underscored the importance of positioning children and adolescent
learners as active agents in AI learning, rather than objects of instruction in typical class-
room settings. However, most reports on ML programs typically discussed techniques,
content knowledge, or curricula, rather than the pedagogical principles and pedagogical
elements of these programs, and even few reported that their pedagogical design had
any theoretical support. A clear guiding framework that would enable teaching units to
effectively combine or use different theories and pedagogies appears to be absent. Future
research can, first, examine the expected effectiveness of pedagogical approaches based on
different learning theories; second, explore more combinations of pedagogical approaches
specific to different learning content; and third, investigate the use of authentic and natural
pedagogical designs.

Unplugged activities: role-playing games: As aforementioned, black boxes are in-
evitable in AI education, especially in the K-12 context. However, we can explicitly uncover
some of these black boxes. For instance, with an image recognition ML process, we can
understand that the computer identifies the images by coding each pixel, and we can
further uncover that the computer groups the features of the pixels through a decision tree
or neural network. Unplugged activities are one approach to revealing some black boxes to
students. For example, Zhang et al. introduced an activity where students played the role
of a machine [34]. In this activity, students form teams and simulate the different steps in
manually training an ML model through a decision tree or neural networks. Unplugged
activities, combined with a role-playing game where learners play the different roles of an
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AI system, such as the nodes in a neural network or the decision mechanism of a decision
tree, can be used to simulate the learning process of AI, thus clearly illustrating to students
how AI learns from data. However, AI black boxes are inevitable in AI. Even with the most
advanced engineering, determining exactly how AI trains the data to yield predictions may
still be nearly impossible. Future work can investigate the advantages and disadvantages
of unplugged activities for students’ understanding of AI.

4.3. Strengths and Limitations

In the current review, we systematically mapped current empirical studies involving
AI T&L in K-12 contexts. As an emerging subject area, although numerous teaching projects
worldwide are ongoing, empirical research on these projects is still lacking. The current
review provides not only insights into the design and implementation of AI education in
K-12 but also guidance for future research on the development and evaluation of AI in
this context.

We observed numerous resources and nonempirical reports related to teaching AI
in K-12. We found 81 papers that included some description of strategies or plans in
AI T&L. These papers can potentially contribute to the field by describing or proposing
the design of the courses [4,82], developing relevant hardware or software related to AI
education [83,84], investigating the teacher’s perspective in AI education [85,86], and
introducing the development of an AI curriculum in general, without a detailed illustration
of AI T&L [79,87]. Thus, future studies could also reference these nonempirical reports
when designing and implementing AI education.

5. Conclusions

This review aids in the mapping of current AI education research designs, AI pedagog-
ical designs, and the outcomes and assessments of teaching AI on the basis of literature on
K-12 AI courses or programs. In the reviewed papers, qualitative research approaches were
predominant, followed by mixed-method data analysis. Three measurement instruments
(interviews, classroom observations, and artifact materials) were most frequently adopted
for data collection. The studies mostly used questionnaires to investigate learners’ motiva-
tion and attitudes; only a few studies objectively examined the students’ learning outcomes
after learning AI. We answered the question of how AI is taught to K-12 students by ana-
lyzing nine core components of pedagogical design presented in the reviewed literature.

The AI teaching initiatives of the 32 studies focused on students from preschool to
secondary school, with the largest number of projects targeting upper primary school and
lower secondary school students. In the reviewed K-12 AI education studies, the number of
participants was typically less than 100, with small-scale research being predominant. The
teaching units were typically covered in short-term face-to-face courses. Future research can
explore the design of a cross-age AI curriculum for students from childhood to adolescence
with a longer duration and a larger sample size.

As aforementioned, the content of AI education can be divided into four dimensions;
in the reviewed papers, a wide array of AI content knowledge was covered within these
four dimensions. First, instruction on the basic concepts of AI is essential to provide
students with a firm foundation in AI technology; second, ML is generally adopted as
the main knowledge body for teaching how AI works; third, instruction on the ethical
and societal impacts of AI can help students grasp the relationship between humans and
technology; fourth, experience and exploration enable young children to play with AI-
supported techniques, while serving as an introduction for other teaching units. Novel
teaching tools such as Machine Learning for Kids [57], Google Teachable Machine [58], and
TensorFlow [59] are constantly being developed and are instrumental in teaching AI to
children. Prior knowledge might even not be required if the teaching unit is long-term and
includes instruction on programming skills. However, some of the mechanisms underlying
AI technology tend to be hidden, representing black boxes. Future research can examine
the extent to which the inner mechanism of AI needs to be hidden.
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Constructionism, which is an important learning theory underpinning various contem-
porary learner-centered pedagogies (e.g., project-based learning, problem-based learning,
inquiry-based learning, etc.) adopted in K-12 classrooms [88], can have a large influence on
instructional practices on AI learning and teaching [89]. Notably, direct instruction was
also combined with the aforementioned constructivist teaching strategies to maximize the
learning effects. Pedagogical approaches based on social constructivism, such as partici-
patory learning, also proved useful for helping students improve their understanding of
AI. One instructional method, design-oriented learning, was noteworthy in the reviewed
papers because it provides students with greater freedom to design their own projects based
on their interests and experience. Researchers applying the design-oriented approach in
future K-12 AI courses should endeavor to collect evidence on its effectiveness. Moreover,
learner-generated data can be used to maximize the opportunities students have to design
AI projects. With consideration of the aforementioned matters, future researchers can
establish a comprehensive guiding framework for K-12 AI teaching practice.

Our findings suggest that most AI teaching units have a positive effect on students in
terms of their understanding of AI concepts, learning attitude, and interest in AI. However,
a few studies have developed a rubric to investigate students’ AI knowledge acquisition.
AI literacy is increasingly being regarded as a core competency to prepare students to
be AI designers, not AI consumers, in the future. Further research on this topic should
shift from measuring only the affective dimension of students’ AI learning to developing
a multidimensional framework to assess students’ AI literacy by using quantitative and
qualitative methods. We hope that this research contributes valuable knowledge on a
rapidly developing and crucial field, which is valuable both from a practical and research-
oriented perspective.
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Appendix A

Authors and Year Country/
Region Age Level Lesson Duration Pedagogical Approach Assessment

Henry et al. (2021) [9] Belgium Middle school + primary
school

1 Session;
2–4 h

Role-playing game: children alternate between the roles of
developers, testers, and AI Open questions: personal definition of AI

Van Brummelen et al. (2021) [47] United Kingdom Grade 6–12 (middle school) 5 Sessions;
13–15 h Direct instruction Questionnaire

Students’ artifacts

Vartiainen et al. (2021) [44] Finland Age 12–13 3 Sessions;
8–9 h

Design-oriented pedagogy
Collaborative learning

Products;
Process observation

Bilstrup et al. (2020) [56] Denmark Age 16–20 1 Session:
~3 h Design as a learning approach Artifact analysis

Lin et al. (2020) [60] USA Age 8–10 1 Session;
~2 h Interactive learning Five-item open question assessment;

Self-evaluation questionnaire

Norouzi et al. (2020) [53] USA Secondary school students 1 Month;
~80 h

Collaborative learning
Instruction transitioned
away from objectivist (basic knowledge) strategies to
constructivist strategies (project)

Questionnaire for knowledge acquisition;
Questionnaire for self-evaluation;

Vartiainen et al. (2020) [41] Finland Age 12–13 3 Sessions;
8–9 h

Design-oriented pedagogy emphasizes open-ended, real-life
learning tasks Products Process observation;

Wan et al. (2020) [48] USA Age 15–17 1 Session;
~3 h

Design space involves data visualization; hands-on exploration;
collaborative learning Questionnaire for knowledge acquisition

Toivonen et al. (2019) [42] Finland Age 12–13 3 Sessions;
8–9 h

Meta design approach: children as designers and creators in
the evolving process of learning
Project-based learning

Tests; group discussion; artifacts; interviews

Hitron et al. (2019) [49] Israel Age 10–13 1 Session
Learning by design approach
Experience
Predefined structured support

Observation;
Interview

Mariescu-Istodor & Jormanainen
(2019) [33] Romania Age 13–19 1 Session;

~2 h Collaborative learning Questionnaire (motivation)
Self-assessment (perceived competence)

Estevez et al. (2019) [52] Spain Age 16–17 1 Session;
~2 h

Direct instruction
Hands-on practice
Collaborative learning

N/A

Williams et al. (2019a) [38] USA Age 4–6
1 Session;
~2 h (designed)
2–4 days in total

Interactive learning
Collaborative learning

Perception of robots questionnaire;
Theory of mind assessment

Williams et al. (2019b) [8] USA Age 4–6
1 Session;
~2 h (designed)
2–4 days in total

Interactive learning
Collaborative learning Multiple-choice questions for AI knowledge

Druga et al. (2019) [50] USA, Germany, Denmark,
Sweden

Age 7–9;
Age 10–12

1 Session
~2 h Interactive learning AI perception questionnaire

Hitron et al. (2018) [51] Israel Age 10–12 1 Session Interactive learning Artifact analysis

Sakulkueakulsuk et al. (2018) [55] Thailand Grade 7–9 (middle school) 3 sessions;
9 h

Participatory learning
Four Ps of Creative Learning (Projects, Passion, Play, and Peers)
PBL, GBL, CL

AI: product evaluation;
Other: self-report survey (learning
experiences and the adoption of
new learning and thinking processes)

Woodward et al. (2018) [66] US Age 7–12 4 sessions;
6–8 h

Cooperative inquiry
Codesign N/A

Srikant & Aggarwal (2017) [37] India Age 10–15 1 Session
Direct instruction
Hands-on practice
Cognitive-based task design

N/A
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Authors and Year Country/
Region Age Level Lesson Duration Pedagogical Approach Assessment

Burgsteine et al. (2016) [54] Euro Grade 9–11 (secondary school) 7 Sessions:
14 h

Theoretical and
hands-on components;
Group work

Self-assessment questionnaire

Vartiainen et al. (2020) [39] Finland Age 3–9 ~1 h Participatory learning N/A

Druga & Ko (2021) [90] USA Age 7–12 N/M Project-based learning Observation;
Questionnaire (for perception)

Tseng et al., (2021) [45] USA & Japan Age 8–14 ~2 h
Direct instruction
Project-based learning
Design-oriented learning

Survey about knowledge of ML

Shamir (2021) [46] Israel Age 12 6-Day course Participatory learning
Interactive learning

Artifact analysis
Course questionnaire (multiple choice)

Zhang et al. (2022) [34] N/M Grade 7–9 (middle school) >25 h
Interactive learning
Collaborative learning
Participatory learning

AI concept inventory (Good example)

Hsu et al. (2022) [67] N/M Grade 7 (middle school) 6-Week curriculum Experiential learning (interactive learning) vs. cycle of doing
projects (direct instruction) Course questionnaire (multiple choice)

Lee et al. (2021) [65] N/M Age 8–11 N/M
Game-based learning
Problem-based learning
Collaborative learning

Pre/post assessment of AI concepts, ethics,
life science

Kaspersen et al. (2021) [43] Denmark Age 17–20
6 interventions
(Sessions)
~10 h

Project-based learning
Collaborative learning
Participatory learning (social science)

Observation

Fernandez-Martinez et al.
(2021) [44] Spain Grade 8/ Grade 10 2 Sessions: 3–4 h

Individual work
Direct instruction
Interactive learning

Quiz with open and multiple-choice
questions

Melsion et al. (2021) [36] N/M Age 10–14 <30 min Direct instruction
Interactive learning

Questions evaluating understanding of ML
and bias: multiple-choice, open-ended,
Likert scale

Ng et al. (2022) [35] Hong Kong Primary school students 7 Session + self-create
workshop

Digital story writing
Inquiry-based learning: five phases (orientation,
conceptualization, investigation, conclusion, and discussion)

Posttest about AI knowledge

Hsu et al. (2021) [64] Taiwan Grade 5 9 Sessions (9 weeks)
Game-based learning
Learning in making (Robots)
Experiential learning

Learning effectiveness test
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