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Abstract

:

This study applies and builds on the Use and Gratification (U&G) theory to explore consumer acceptance of applied artificial intelligence (AI) in the form of Chatbots in online shopping in China. Data were gathered via an anonymous online survey from 540 respondents who self-identified as frequent online shoppers and are familiar with Chatbots. The results of the data analysis provide empirical evidence indicating that utilitarian factors such as the “authenticity of conversation” and “convenience”, as well as hedonic factors such as “perceived enjoyment”, result in users having a positive attitude towards Chatbots. However, privacy issues and the immaturity of technology have had a negative impact on acceptance. This paper provides both theoretical and practical insights into Chinese attitudes toward Chatbots and may be of interest to e-commerce researchers, practitioners, and U&G theorists.
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1. Introduction


Artificial intelligence (AI) has become an important part of our lives and has been used in various applications for several years. Many of the ways that AI can be used in business are not apparent to consumers or end-users, for example, as a way to model complex business scenarios [1] and decision-making models [2,3]. AI is a driving force behind Industry 4.0, the most recent generation of applied technology [4,5]. As technologies become more advanced, AI has become more user friendly and, in recent years, has become commonplace in many end-user applications, including real-time human interactions with computers, known as Chatbots [6]. Adam et al. [7] reported that communication with customers via real-time chat interfaces is becoming increasingly popular. The use of Chatbots has been increasing for several years, driven in part by user preference; people use languages for communication with other humans and prefer to use languages in the same manner to interact with computers [8]. Chatbots are computer programs, and their purpose is to interact with humans by using language in such a manner as to simulate interactions between two humans to the extent that users feel that they are interacting with another human [9]. There are two main ways to communicate with computers; one is via text communication, and the other is via voice communication. Eliza, the first Chatbot, was developed in 1966. Since then, the Chatbot community explored many interesting ideas [10]. With improvements in the underlying technology, the development of Chatbots, particularly speech-based Chatbots, increased in recent years [11]. The primary purpose of Chatbots is to help users accomplish their goals by simplifying methods via verbal interactions.



Chatbots are versatile and have great potential. Human service workers often reach the limits of their capabilities; they may not be able to organize various resources for serving the company and may become fatigued [12]. However, Chatbots are available 24 h a day, and with scalable technology, they can be accessed without waiting times for customers. For companies, Chatbots can play a significant role in cost savings and in automating processes [13].



Some Chatbots, such as Amazon Alexa and Apple Siri, are well-known, and the use of Chatbots for various applied purposes is growing. One early example is IBM’s question-and-answer system, called Watson. The application scope of Chatbots is not limited to information technology companies but can be applied to all walks of life. In 2020, more than 85% of customer interactions were provided by various forms of Chatbots [14]. For example, “In addition to companies using Chatbots for external communication (for example, customers), businesses can also utilize Chatbots for internal communication” [12]. Chatbots are often used in large corporations for training, employee support, and recruitment; for example, meet Frank is an anonymous Chatbot that can introduce talent to companies [15]. Communicating with customers via live chat interfaces has become an increasingly popular means of providing real-time customer service in many settings, including e-commerce. Conversational software agents or Chatbots frequently replace human chat service agents. Using cost- and time-saving opportunities triggered a widespread implementation of AI-based Chatbots, and they still frequently fail to meet customer expectations, potentially resulting in users being less inclined to comply with requests made by the Chatbot and less inclined to engage in the use of Chatbots [9].



Drawing on social response and commitment-consistency theory, prior research includes a study that empirically examines the customer’s experience via a randomized online experiment on how verbal anthropomorphic design cues and the foot-in-the-door technique affect user request compliance [7]. The results demonstrate that anthropomorphism and the need to stay consistent significantly increase the likelihood that users will comply with a Chatbot’s request for service feedback [16]. Moreover, those results show that social presence mediates the effect of anthropomorphic design cues on user compliance. Chatbots have shown an S-shaped innovation diffusion curve in China, and artificial intelligence has entered and become a part of the Chinese e-commerce market in the past few years [17].



Related research on the use of Chatbots in the financial services industry [18] provides a basis for this study but leaves a gap in the area of e-commerce. Similarly, recent research explored how user characteristics affect the user acceptance of Chatbots in e-commerce using the social presence theory [19] and by applying the actual usage theory to explore Chatbot usage in the hospitality industry [20]. However, a thorough review of the existing literature on Chabot acceptance reveals a gap in how the U&G theory can be applied to ascertain consumer acceptance in e-commerce in China.



Therefore, this article focuses on three issues. The first is the positive or negative factors that affect how often Chinese people use Chatbots. Secondly, the paper will highlight the use of U&G models to test people’s acceptance of Chatbots in China. Expanding on the U&G model, this paper will also consider the impact of group differences on the acceptance of Chatbots.



This paper seeks to make the following contributions: (1) the determination of the acceptance degree of Chinese e-commerce users relative to Chatbot experiences and an analysis of different influencing factors; (2) these of the U&G model to understand the advantages and disadvantages of Chatbot use and to further understand the relationship between influencing factors; and (3) contribute to the model of the U&G theory by applying the theory to acceptance of Chatbots in e-commerce in China.



This paper is organized as follows: Section 2 (Literature Review) provides a review of current relevant findings related to Chatbots, beginning with the initial development process of Chatbots and how Chatbots have been used by consumers and then continuing with the U&G model and examining how it is applied to Chatbot acceptance. The relationship between the influencing factors and the current acceptance of Chatbot use and perception is reviewed. Section 3 provides the conceptual framework, followed by Section 4 (Methodology), Section 5 (Analysis and Results), Section 6 (Discussion and Conclusion), and finally, Section 7 (Limitations and Suggestions for future research).




2. Literature Review


2.1. Chatbots


Chatbots are intelligent computer programs that simulate humans via conversation or text. Chatbot features a simple text interface that allows users to access information or provide entertainment via an online messaging platform [21]. During interactions with Chatbots, conversation messages can be sent through a variety of media, including voice commands, text chat, graphical interfaces, or graphical widgets [22]. Conversational interfaces include language processing, intelligent conversation, and human–computer interaction, allowing actual humans to feel, at least temporarily, that they are engaged with another human and to approximate the experience of talking to another human. Chatbot technology has been around since the 1960s and has been used for user interface development in games since the 1980s [23]. Gaming software was the first mainstream type of application that used Chatbot user interfaces. More recently, due to the continuous development of smartphones, game software has also improved and is driving increased awareness and exposure to Chatbots [24]. Since the advent of the Industry 4.0 era, digitalization has been a driver of several new technologies, including Big Data, cloud computing, blockchain, and various applications of AI [25], of which Chatbots are one of the most visible.



Chatbots are successful because they can use algorithms to select the correct answer from a database provided by the developer. Chatbots can understand a variety of human questions and distinguish between unique words. To have high-quality Chatbot conversations, it is necessary to have a rich person-to-person conversational vocabulary [22]. Chatbots also allow developers to add Internet buzzwords to their vocabulary. Therefore, in the case of Chatbots with chat interfaces, rich vocabulary and fast reply speeds are key reasons for their rapid development and widespread use.




2.2. U&G Model


The Use and Gratification model is well-known and recognized as a branch of media effects research [26]. In the evolution process of the U&G Model, it has been used to investigate whether the media had achieved the expected purpose or what impact it had on the audience from the perspective of communicators. More recently, it is from the perspective of the audience to explain what meets the needs of the audience by analyzing the motivation of audience contact. According to the U&G model, developed in 1973 by Katz, Gurevitch, and Haas, people’s needs are divided into the five dimensions with respect to social and psychological needs that can be gratified by media use. These include the following:




	
Cognitive needs: The need to acquire information and gain knowledge or to improve understanding;



	
Affective needs: The need for aesthetic or emotional experiences;



	
Integrative needs: The need to gain confidence, raise status, or improve credibility. These have both cognitive and affective components;



	
Social integrative needs: The need to strengthen interpersonal relationships with friends and family;



	
Tension-release needs: The need to relax and escape from pressure [27].








In recent years, “technical satisfaction” and “social satisfaction” have also been added to the U&G Model [17]. In the Internet era, technical satisfaction is particularly important as it is a precedent of c-commerce activity. It refers to whether people can achieve their desired effect efficiently and accurately with the technology provided, which in the case of Chatbots is heavily dependent on the satisfaction of the Chatbot-to-human interaction or “authenticity”. The Use and Gratification theory has been used in surveys in many fields, for example, to test people’s acceptance of Internet information service technology [28] and the reasons people use virtual goods [29], in which it was demonstrated that technology acceptance is dependent on several factors among which privacy and security, or “risk” in the case of e-commerce, stand out. The U&G model is widely used because it overturns the passive theory of the audience experience and advocates audience initiative. The U&G theory has been shown to be a superior tool in the examination of customer motivation, providing valuable insights [30]. U&G research has demonstrated that part of the value of the Chatbot experience may be related to escapism and relaxation inherent in the dimension of hedonism. This paper applies and expands on the U&G theory to analyze people’s acceptance of Chatbots from the three dimensions of technology, hedonism, and risk in e-commerce with a higher level of specificity.




2.3. Behavior Intention


The Fishbein–Ajzen behavioral intentions model was designed to present the effect of subjective norms and attitudes on behavioral intentions. The model is applied frequently and in various contexts, and the evidence of its validity is largely based on consistently good performance in predicting behavioral intentions [31]. Behavioral intention refers to the factors that motivate and influence a specific behavior in cases where a stronger intention to perform a behavior increases the likelihood that the behavior will be performed. As such, behavioral intention is a behavioral tendency that refers to a condition of preparation before acting [31].



The user’s behavior intention in virtual environments depends, in part, on the user’s loyalty to the virtual environment [32]. From the perspective of science and technology, for virtual products, if the product can meet “technical satisfaction”, then the loyalty of users to the virtual environment will be improved; that is to say that users will have a positive behavior tendency. Technology in virtual worlds (interactivity and sociability) has a significant impact on the social and business models of virtual environments [33]. Behavioral intention, as well as the perceived need for risk mitigation, depends in part on the presence, extent, and urgency of the danger or risk [34]. Risk and behavioral intentions are often negatively correlated [34]. In a virtual environment, privacy and immature technology have been found to be factors leading to the decline of user loyalty [35,36]. Therefore, this paper will explore behavioral intentions from the three aspects of how technology, risk, and enjoyment (hedonic) can affect consumers’ loyalty to Chatbots and can reflect consumers’ behavioral intentions.




2.4. Technology Acceptance


2.4.1. Authenticity of Conversation and Behavioral Intention


Situational awareness enables software applications to adapt to the environment to better meet the needs of users [37]. Whether it is a human or a Chatbot, authenticity comes from the honesty and sincerity with which they express themselves [38]. Authenticity is a word from Latin authenticus and the Greek word authentikos, which means trustworthy and authoritative [39]. Authenticity can be applied to both a person’s quality and to a consumer’s trust in a product or service. The difference between truth and falsity is reflected in consumers’ awareness and demand for authenticity [40]. For example, whether a user can obtain useful information from a Chatbot is a critical factor for consumers in choosing the product. The result is consumers’ behavioral intention [41].



For virtual products such as Chatbots, anthropomorphic effects, that is, attributing humanoid characteristics to non-human entities, are also considered [42]. The authenticity of the conversation is still based on the level of technology that people experience when they talk to a Chatbot. We assume that if the Chatbot has a good simulation effect, it will provide objective and accurate information for people in conversation and is more closely related to communicating within the typical human user experience. The interaction with the user can ultimately improve the Chatbot. The Chatbot will develop increased authenticity, increased user acceptance, and even increased user loyalty to the application. Authenticity is an essential factor in the user acceptance of Chatbot acceptance [43].




2.4.2. Convenience and Behavioral Intention


The convenience of use can be considered from two aspects of needs, namely, physical needs and cognitive needs [44]. For example, when shopping, physical needs mean that people can shop with a Chatbot anywhere without a location requirement. In contrast, cognitive needs mean that people can choose whatever they want to buy with a Chatbot without any kind of limitation. In particular, since the COVID-19 pandemic, online shopping has taken on a new importance, and the role of personalized interactions has become an essential factor in online shopping experiences [45]. This convenience can increase user loyalty by reducing shopping time. When users perceive a high probability of inconvenience, their behavioral intention will be negatively affected, especially during shopping [46]. In addition, Chatbots are favored in many fields because of their convenience. For example, college students tend to accept Chatbots for education purposes [47]. It is assumed that the convenience of Chatbots is based, in part, on a lack of time and this places restrictions for users to use Chatbots, which will increase users’ dependency on Chatbots and increase their loyalty, thus influencing their behavioral intentions.





2.5. Hedonic


Hedonic includes three factors: enjoyment, passing time, and behavior intention. Users’ positive attitude toward the product will increase their bias toward the product [48]. In many studies, users’ attitude is considered an important factor affecting their behavior and product demand [49]. Hedonism is one of the important factors in measuring a user’s attitude [50]. In a virtual environment, people may feel uneasy because of the unfamiliar, unique, and strange environment, which is the uniqueness of the virtual environment [51]. This uniqueness may reduce the user’s demand for the product in a virtual environment, meaning that users may develop negative attitudes, where hedonism plays a crucial role. In a computer environment, higher levels of mental enjoyment and pleasure help people develop positive attitudes [52]. Perceived enjoyment is a psychological result and an antecedent of consumer attitudes [9]. In addition, Brandtzaeg and Følstad [53] claim that Chatbots are a great way to spend time as a form of entertainment. The virtual world is one way that many people choose to spend at least part of their free time.




2.6. Risk


2.6.1. Privacy Concerns and Behavior Intention


Traditional mechanisms for delivering notifications and enabling choices fail to protect user privacy. Users are increasingly frustrated with complex privacy policies, inaccessible privacy settings, and numerous emerging standards for maintaining online security [54]. The existing research finds that humanoid Chatbots often suffer from information leakage, and their anthropomorphic perception-mediated recommendation compliance and lower privacy concerns have become focuses of attention [42]. People did not report a decrease in privacy concerns when using a Chatbot, although it increased the perception of social presence [55]. As Chatbots are widely used in various fields, Chatbots working in the financial industry intensified people’s distrust. When it comes to sharing financially sensitive information and using Chatbots for financial support, people’s trust in them is very low [55]. In addition, Baudart [56] noted that Chatbots may feed users’ viral-carrying content, which can raise privacy concerns; be adversarial or malicious; and cause significant financial, reputational, or legal damage to Chatbot providers [56]. Therefore, information leakage, virus spread, and other issues must be taken into consideration when using Chatbots.




2.6.2. Immature Technology and Behavior Intention


With regard to the impact of using Chatbots, the poor quality of the Chatbot’s feedback can seriously affect the journey and make consumers dissatisfied [57]. Ironically, the combination of “world-changing technology” touted by the media and vendors pushed Chatbot use to the level of inflated expectations when, in fact, the technology is still immature [58,59]. The technology’s reputation for practicality and practical impact remains questionable [58,59]. However, the immaturity of the technology will also be an opportunity for the future development of Chatbots [34]. The immaturity of Chatbot technology is reflected in its inaccuracy in text recognition, inability to recognize voice input, and inability to provide accurate answers [60].






3. Hypothesis and Conceptual Framework Development


The existing literature in technology acceptance reveals the importance of authenticity as a factor that is likely to affect consumer behavior. Therefore, the following is put forth for testing.



Hypothesis 1 (H1). 

The authenticity of conversations and behavioral intentions have a positive relationship.





The literature on the relationship between convenience and behavioral intention is abundant and consistent. Convenience has a positive relationship with behavioral intention. Likewise, Chatbots have been found to provide convenience. Therefore, the following is put forth for testing.



Hypothesis 2 (H2). 

The convenience of using a Chatbot has a positive effect on users’ behavioral intentions.





The positive relationship between enjoyment, or pleasure, and consumer behavior is well established in the prior research as in the relationship between passing time online. Therefore, within the context of Chatbots’ use in e-commerce and based on the above arguments, the following hypotheses are put forth for testing.



Hypothesis 3 (H3). 

Enjoyment perception is positively correlated with consumer behavioral intention.





Hypothesis 4 (H4). 

Chatbots help pass the time and will have a positive impact on behavioral intention.





The risks of sharing information online are well-known and reported in the existing literature, as are users’ concerns and aversion to use, especially in the financial services industry. Therefore, the following hypothesis is put forth for testing.



Hypothesis 5 (H5). 

When using Chatbots, users’ concerns regarding privacy are inversely proportional to their actions’ intent.





As discussed in the review of existing literature, a consensus among users regarding the practicality of Chatbots at the current level of development is lacking. Therefore, based on the above review, the following hypothesis is put forth for testing.



Hypothesis 6 (H6). 

The immaturity of Chatbots has negative impacts on users’ behavioral intentions.





In summary, this study will test whether Technology (authenticity of conversation and convenience of using Chatbots), Hedonism (enjoyment and passing time), and Risk (privacy concerns and immature technology) have impacts on the public’s behavioral intentions. Specifically, the hypotheses are that Technology and Hedonism increase the likelihood that people will use Chatbots and that Risk is one of the factors that leads to negative public perceptions. Therefore, it is necessary to find relationship between the following six variables and the behavioral intention of the dependent variables by using the U&G model to analyze the public’s acceptance of Chatbots in China. This study uses the behavioral intention of users to explore loyalty to Chatbots and, thus, acceptance resulting in the conceptual model and established six hypotheses as presented in Figure 1.




4. Methodology


To measure Chinese people’s acceptance of Chatbots, this study employed quantitative research methodology to analyze data collected by an anonymous online survey. Items in the survey used for this study were adapted from previous studies and used with minor modifications for context. Based on the U&G model, the three dimensions of Technology, Hedonic, and Risk were included, and each dimension was addressed from two directions. These are the following: authenticity and convenience for Technology, enjoyment and pass time for Hedonic, and privacy concerns and immature technology for Risk. Each of the six different criteria is addressed by three separate questions. The questions were adapted from prior research Chatbots in Retailers’ Customer Communication: How to measure their acceptance? [30].



The questions have been tested and validated and can be used confidently. These six criteria were used to measure Chinese users’ attitudes toward Chatbots as the independent variables and users’ behavioral intentions were used as dependent variables. Linear regression is used to determine whether there is a direct relationship between them. In the survey, participants reported their attitudes on a Likert scale, ranging from “1” (strongly disagree) to “7” (strongly agree).



Survey Instrument and Data Collection


An online survey as a tool for data collection offers several benefits, including broad geographic coverage, anonymity for respondents, decreased bias compared to in-person interviews, and, finally, cost saving [61]. Neutral and easily understood language was used to facilitate the participants’ comprehension of the material and ensure the accuracy of the translation.



The survey’s instrument was adapted from surveys previously used and validated in related research.



To measure the constructs of the U&G model, scales already available in the literature were used and adapted to the context of Chatbots. The constructs “perceived enjoyment” and “privacy concerns” were adapted from the scales previously used by Rauschnabel et al. [62]. The scales for “pass time” were adapted from those previously used by Papacharissi and Rubin [63]. The scales to measure gratification by “convenience” were adapted from those developed by Childers et al. [64] and Ko et al. [65]. The scales to measure gratification by “authenticity” were adapted from Rese et al. [30], as were those used to measure “immature technology”. The constructs “perceived usefulness” and “perceived ease of use” were adapted from those used by Venkatesh and Davis [66]. For the measurement of “acceptance”, the scales were adapted from Moon and Kim [67] and Venkatesh et al. [66].



The survey items were initially written in English, so the survey was translated from English to Chinese. To ensure accuracy, the translation was checked by two native Mandarin speakers with PhDs from Western universities and subsequently translated back into English. This translation and back-translation approach is a widely applied technique in cross-cultural social research for achieving translation accuracy and credibility with minimized differences [68]. The translated survey was distributed to a pilot group of 12 people for trial and adjusted based on their feedback to assure the clarity and accuracy of the translation and the ease of comprehension.



The WeChat social media platform is widely used in China for online surveys, customer feedback, and for posting product and service reviews. Due to the significant market penetration of smartphone use, and the ubiquitous use of the WeChat application, nearly all smartphone users are familiar with the app and were therefore qualified for inclusion in the survey.



The QR code to access the survey was shared through the social media platform WeChat, China’s most widely used social network application. The survey was distributed via the software application Wen Juan Xing where the data were compiled and downloaded. As is typical in reposting behavior on social media in China [69], a snowball sampling effect was observed.



The first part of the survey gathered data on demographic characteristics. The second part contains questions regarding people’s attitudes toward Chatbots from three dimensions and six directions.



A total of 540 completed surveys were obtained through convenience sampling. The surveys were completed over a 21-day period, and participation in the survey was voluntary and anonymous. After inspection, all survey responses were determined to be valid.





5. Analysis and Results


5.1. Sampling


The demographic breakdown of the respondents is shown in Table 1. Of the 540 respondents, 42.2% were male and 53.3% were female, with similar proportions. Among them, 189 are between 18 and 25 years old, accounting for 35% of the total population, making it the largest group. One hundred forty-seven people aged 26–35 accounted for 27.2% of the total population. Among the respondents, the number of users familiar with Chatbots is 212, or 39.3% of the total, while 19.3% report a high level of familiarity with Chatbots.




5.2. Reliability Anal


As indicated in Table 2, all questions measuring the perceived authenticity factor are loaded separately. The overall reliability of data is adequate at 0.693, with no factors falling below 0.7, which means that the data are reliable and further analysis is justified.



Technology: Divided into convenience and the authenticity of conservation, all questions measuring perceived risk factors were loaded separately. The reliability of this factor was found to be adequate as reliability coefficients were 0.832 and 0.855, respectively.



Hedonic: Divided into enjoyment and pass time, all questions measuring perceived risks factor were loaded separately. The reliability of this factor was found to be adequate as reliability coefficients were 0.810 and 0.895, respectively.



Risk: Divided into privacy concerns and immature technology, all questions measuring perceived risks factor were loaded separately. The reliability of this factor was found to be adequate as reliability coefficients were 0.866 and 0.840, respectively.



Behavior intention: All questions measuring the behavior intention factor were loaded separately. The reliability of this factor was found to be adequate, as the reliability coefficient was 0.856.




5.3. Correlation Analysis


5.3.1. Authenticity of Conversation and Behavioral Intention


As shown in Table 3, which shows the model’s summary table, the R square value is 0.227, which implies that a 22.7% variation in behavior intention is explained by Technology (authenticity of conservation).



The p-value is less than 0.01. The standardized coefficient beta value is 0.460, which shows that an increase in one unit of Technology (authenticity of conversation) will lead to an increase in 0.460 units of behavioral intention. This shows that the relationship is positive. So, Technology (authenticity of conversation) has a significant positive relationship with behavioral intention. Thus, Hypothesis 1 is accepted.




5.3.2. Convenience and Behavioral Intention


As shown in Table 4, the p-value is less than 0.01. The model’s summary table shows that the R square value is 0.191, which implies that a 19.1% variation in behavior intention is explained by Technology (convenience).



The standardized coefficient beta value is 0.431, which shows that an increase in one unit of Technology (convenience) will lead to an increase in 0.431 units of behavioral intention. This shows that the relationship is positive. So, convenience has a significant positive relationship with behavioral intention. Thus, Hypothesis 2 is accepted.




5.3.3. Correlation of Enjoyment and Behavioral Intention


As shown in Table 5, the p-value is less than 0.01. The model summary table shows that the R square value is 0.206, which implies that a 20.6% variation in behavior intention is explained by the Hedonic (enjoyment) dimension.



The standardized coefficient beta value is 0.453, which shows that an increase in one unit of the Hedonic (enjoyment) dimension will lead to an increase in 0.453 units of behavioral intention. This shows that the relationship is positive. So, the Hedonic (enjoyment) dimension has a significant positive relationship with behavioral intention. Thus, Hypothesis 3 is accepted.




5.3.4. Correlation of Passing Time and Behavioral Intention


As shown in Table 6, the regression analysis for Hedonic (passing time) shows a p-value of less than 0.01. The model summary table shows that the R square value is 0.258, which implies that a 25.8% variation in behavior intention is explained by the Hedonic (pass time) dimension.



The standardized coefficient beta value is 0.485, which shows that an increase in one unit of the Hedonic (pass time) dimension will lead to an increase in 0.485 units of behavioral intention. This shows that the relationship is positive. So, the Hedonic (pass time) dimension has a significant positive relationship with behavioral intention. Thus, Hypothesis 4 is accepted.




5.3.5. Correlation of Privacy Concerns and Behavioral Intention


As shown in Table 7, the regression analysis for Risk (privacy) shows a p-value of less than 0.01. The model summary table shows that the R square value is 0.159, which implies that a 15.9% variation in behavior intention is explained by Risk (privacy concern).



The standardized coefficient beta value is −0.404, which shows that an increase in one unit of Hedonic (pass time) will lead to a decrease in 0.404 units of behavioral intention. This shows that the relationship is negative. So, Risk (privacy concern) has a significant negative relationship with behavioral intention. Thus, Hypothesis 5 is accepted.




5.3.6. Correlation of Immature Technology and Behavioral Intention


As shown in Table 8, the regression analysis for Risk (immature technology) shows a p-value less than 0.01. The model summary table shows that the R square value is 0.205, which implies that a 20.5% variation in behavior intention is explained by Risk (immature technology).



The standardized coefficient beta value is −0.473, which shows that an increase in one unit of the Hedonic (pass time) dimension will lead to a decrease in 0.473 units of behavioral intention. This shows that the relationship is negative. So, Risk (immature technology) has a significant negative relationship with behavioral intention. Thus, Hypothesis 6 is accepted.






6. Discussion


The aim of the study was to measure the acceptance of Chatbots in China and to examine what factors contribute to positive or negative attitudes towards them. Based on insights into Chatbots from previous market research surveys, the U&G model was used, and confirmatory tests were carried out, taking into account the three aspects of Technology, Hedonistic, and Risk. Via regression analysis, the relationships between convenience, authenticity of conversation, enjoyment and passing time, privacy concerns, immaturity of technology, and behavioral intention were examined in order to determine consumers’ acceptance of Chatbots.



Previous research that applies the U&G Theory to Chatbots focused on various sectors, including the financial services industry [18], the education sector [70,71], and healthcare [72,73]. Among the existing literature on Chatbots in e-commerce, none applies U&G Theoretical constructs as presented in this study, namely Hedonistic, Risk, and Technology. While the U&G theory has been applied to various related models, including online information services [28,74] and online video entertainment content [75,76], however, the potential to gain insights into consumer perceptions of AI in the Chinese e-commerce market, as seen through the lens of the U&G theory, has not been previously examined.



The findings indicate that both Technology (convenience and authenticity of dialogue) and Hedonism (enjoyment and passing time) have positive effects on users’ behavioral intention. This may be because technology greatly improved the quality of people’s lives, and for Chinese users who rely heavily on smartphones, these two factors may be important in their acceptance of Chatbots. However, risk factors, including immature technology and privacy and security, are found to have negative impacts on consumers’ behavioral intentions. Even though the development of AI reached an impressive and unprecedented level with impressive layers of security, information leakage, and data theft and related problems still emerge regularly, which makes consumers concerned about potential privacy and security issues. In addition, users are still concerned that Chatbots cannot accurately recognize speech and cannot communicate effectively and accurately with humans, this also leads to users’ lack of acceptance of Chatbots.



These findings contribute to the body of knowledge related to the U&G theory by building on prior work and extending the methodology to the application of Chatbot acceptance in China. A further contribution is made in the area of Chatbot acceptance in the area of e-commerce; moreover, in the broader application of user acceptance of AI, a relatively recent area of exploration in which consensus is emerging, but it is not solidified and is of increasing relevance and interest. As such, this study expands the U&G theory by empirically validating and confirming the relationships between users’ satisfaction and Chatbot acceptance. The contribution of this article includes the application of an extended interpretation of the U&G Theory into a relatively new (e-commerce) area and a very distinct set of circumstances (E-Commerce—China). From a broader perspective, the importance of user acceptance of AI is relevant and of interest, and these findings indicate that despite some research to the contrary, end users, at least in China, are not receptive at this point in time in accepting the risks associated with AI in online financial transactions. This tells us that there is work should be conducted in the development of AI and Chatbots in particular before we can realize potential benefits.



These findings have practical implications as well. China is the largest e-commerce market, has a very high penetration of smartphone use, and the potential for Chatbots is enormous. Overall, these findings are good news for the Chinese Chatbot product market as they demonstrate a contextually limited acceptance and a positive attitude toward Chatbot use in e-commerce. Developers can also use these findings to further explore optimizations in the areas of immature technologies and privacy security issues in order to increase acceptance. As a practical matter, marketers can better promote products based on users’ preferences for Chatbots. The convenience of Chatbots, for example, could be a significant breakthrough for marketers. These findings shed light on the possible direction for the future development of Chatbots and highlight existing issues.




7. Limitations and Future Research


There are some limitations to this study. When data were collected, the 18–35-year-old demographic was highly represented in the sample investigated, and age groups were not controlled for. In addition, the sample’s population was segmented into different groups by gender, age, and familiarity with Chatbots. Other factors not controlled for were background factors such as respondents’ income and education, which could partly determine their perception of Chatbot technology. In future studies, more attention could be paid to the attitudes of people of different occupations and incomes toward Chatbots. For example, Chatbots might be helpful for students in school, while people in the financial services industry might have different purposes. Therefore, different scenarios use Chatbots in different ways, which may lead to different attitudes. In addition, the impact of COVID-19 on the industry is also worth considering in future studies. Since COVID-19 first emerged, the pandemic has had an enormous impact on the economy and the development of various industries. It is an open question whether Chatbots will make people’s lives easier and whether people’s attitudes towards them will change during the epidemic. In addition, the method of data collection by online surveys also has limitations on results. More comprehensive findings may be obtained if data collection is conducted via interviews.
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Figure 1. Conceptual framework. 
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Table 1. Demographics of the sample.
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Variables

	
Subcategory

	
Frequency

	
Percent






	
Gender

	
Male

	
288

	
42.2




	
Female

	
288

	
53.3




	
Not disclosed

	
24

	
4.4




	
Age

	
<18

	
51

	
9.4




	
18–25

	
189

	
35




	
26–35

	
147

	
27.2




	
36–45

	
64

	
11.9




	
>45

	
89

	
16.5




	
Familiarity of Chatbots

	
Very familiar

	
104

	
19.3




	
Familiar

	
212

	
39.3




	
Neutral

	
114

	
21.1




	
Unfamiliar

	
82

	
15.2




	
Not familiar at all

	
28

	
5.2
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Table 2. Reliability Analysis.






Table 2. Reliability Analysis.










	Factors
	Factors Loading
	Reliability





	Technology (convenience)
	
	0.832



	Chatbots make shopping more convenient.
	0.794
	



	I am happy that I do not have to install a new app for shopping.
	0.796
	



	I can shop with Chatbots at any time wherever I am.
	0.709
	



	Technology (authenticity of conservation)
	
	0.855



	I find it easy to communicate with Chatbots in a normal way.
	0.833
	



	Chatting with a Chatbot is almost the same as chatting with a human being
	0.813
	



	I can talk to the Chatbot in a very natural way.
	0.742
	



	Hedonic (enjoyment)
	
	0.810



	Using Chatbots is entertaining.
	0.770
	



	Using a Chatbot can be relaxing.
	0.711
	



	Using a Chatbot can be exciting.
	0.736
	



	Hedonic (pass time)
	
	0.895



	Using Chatbots is a pleasant way to spend some time.
	0.843
	



	Using Chatbots can help fight boredom.
	0.865
	



	I can use Chatbots to spend time when I have nothing better to do.
	0.844
	



	Risk (privacy concerns)
	
	0.866



	I am worried about the privacy of my personal data.
	0.791
	



	Chatbots collect too much private information.
	0.858
	



	Chatbots make it impossible for me to protect my privacy
	0.784
	



	Risk (immature technology)
	
	0.840



	Chatbots’ text recognition is not accurate.
	0.757
	



	Chatbots do not understand inquiries.
	0.791
	



	Chatbots are always giving me vague answers.
	0.783
	



	Behavior intention
	
	0.856



	I will recommend others to use Chatbots.
	0.747
	



	I intend to use Chatbots in the future.
	0.800
	



	I intend to use more Chatbot devices and applications in the future
	0.846
	



	Overall reliance:
	
	0.693
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Table 3. Regression Analysis—Technology (Authenticity of Conversation).
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Model Coefficients—Technology (Authenticity of Conversation)

	

	




	
Predictor

	
Estimate

	
SE

	
t

	
p

	
R

	
R²






	
Intercept

	
2.601

	
0.177

	
14.7

	
< 0.001

	

	




	
Behavior intention

	
0.460

	
0.037

	
12.6

	
<0.001

	
0.476

	
0.227
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Table 4. Technology (Convenience).
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Model Coefficients—Technology (Convenience)

	

	

	




	
Predictor

	
Estimate

	
SE

	
t

	
p

	
R

	
R²






	
Intercept

	
2.653

	
0.191

	
13.90

	
< 0.001

	

	




	
Behavior intention

	
0.431

	
0.038

	
11.30

	
<0.001

	
0.438

	
0.191
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Table 5. Regression Analysis—Hedonic (Enjoyment).
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Model Coefficients—Hedonic (Enjoyment)

	

	

	

	




	
Predictor

	
Estimate

	
SE

	
t

	
p

	
R

	
R²






	
Intercept

	
2.552

	
0.191

	
13.30

	
< 0.001

	

	




	
Behavior intention

	
0.453

	
0.038

	
11.80

	
<0.001

	
0.454

	
0.206
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Table 6. Hedonic (Passing Time).
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Model Coefficients—Hedonic (Pass Time)

	

	

	

	




	
Predictor

	
Estimate

	
SE

	
t

	
p

	
R

	
R²






	
Intercept

	
2.458

	
0.174

	
14.20

	
< 0.001

	

	




	
Behavior intention

	
0.485

	
0.035

	
13.70

	
<0.001

	
0.508

	
0.258
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Table 7. Regression Analysis—Risk (Privacy Concerns).
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Model Coefficients—Risk (Privacy Concern)

	

	

	

	




	
Predictor

	
Estimate

	
SE

	
t

	
p

	
R

	
R²






	
Intercept

	
6.674

	
0.205

	
32.60

	
<0.001

	

	




	
Behavior intention

	
−0.404

	
0.040

	
−10.10

	
< 0.001

	
0.398

	
0.159
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Table 8. Regression Analysis—Risk (Immature Technology).
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Model Coefficients—Risk (Immature Technology)

	

	

	




	
Predictor

	
Estimate

	
SE

	
t

	
p

	
R

	
R²






	
Intercept

	
6.949

	
0.199

	
34.90

	
< 0.001

	

	




	
Behavior intention

	
−0.473

	
0.040

	
−11.80

	
<0.001

	
0.453

	
0.205
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