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Abstract: Artificial Intelligence (AI) is generating new horizons in one of the biggest challenges in the
world’s society—poverty. Our goal is to investigate utilities of AI in poverty prediction via finding
answers to the following research questions: (1) How many papers on utilities of AI in poverty
prediction were published up until March, 2022? (2) Which approach to poverty was applied when
AI was used for poverty prediction? (3) Which AI methods were applied for predicting poverty?
(4) What data were used for poverty prediction via AI? (5) What are the advantages and disadvantages
of the created AI models for poverty prediction? In order to answer these questions, we selected
twenty-two papers using appropriate keywords and the exclusion criteria and analyzed their content.
The selection process identified that, since 2016, publications on AI applications in poverty prediction
began. Results of our research illustrate that, during this relatively short period, the application of
AI in predicting poverty experienced a significant progress. Overall, fifty-seven AI methods were
applied during the analyzed span, among which the most popular one was random forest. It was
revealed that with the adoption of AI tools, the process of poverty prediction has become, from one
side, quicker and more accurate and, from another side, more advanced due to the creation and
possibility of using different datasets. The originality of this work is that this is the first sophisticated
survey of AI applications in poverty prediction.

Keywords: artificial intelligence; poverty; machine learning; deep learning; remote sensing; wealth

1. Introduction

At the beginning of its emergence, AI was considered as a tool completely related
to the IT sphere; then, AI started being used widely in various fields to find solutions to
different types of problems. The economic sphere is no exception. AI tools have already
been commenced widely, and it is applied in predicting economic growth [1,2], enhancing
developments in agriculture spheres [3,4], stock market predictions [5], etc. The application
of AI tools has not bypassed the poverty prediction field.

Poverty is a phenomenon that does not have one unique definition. There are various
approaches in defining and measuring poverty, but in general, all of them can be divided
into two large groups: monetary and non-monetary approaches [6,7]. The first and most
widespread approach in poverty measurement is using a monetary approach: People are
considered poor when they do not have enough money to maintain their livelihood [8].
In other words, poverty is measured by money: how much they earn or spend. In many
countries as well as international organisations, poverty is measured using monetary
approaches [9]. However, the thesis of classifying poverty as only a money issue called into
questions many researchers who afterwards developed approaches to defining poverty.
They claimed that poverty comprises a lack of opportunities, education, healthcare, and
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so on [10–12]. Now, more and more researchers agree that poverty is a multidimensional
phenomenon that cannot be explained only by money. In order to measure and predict
poverty, various data started being applied to find a more precise definition of poverty.
Different models have been created to find a universal model that could be effective in all
countries equally; however, models that were effective in one country can be ineffective in
other countries due to economical, social, and cultural discrepancies among countries [13].

In order to measure and predict poverty rates, different econometric tools have been
applied: correlation analysis, regression analysis, factor analysis, panel data analysis,
and time series analysis. Since 2016, the integration of AI tools into the poverty prediction
field commenced [14]. Mainly, two major sub-classes of AI have been applied in poverty
analysis: machine learning and deep learning. In early papers, AI models of poverty
prediction were compared with econometric models to find out whether AI can be applied
in this sphere [13,15,16]. After obtaining persuasive results about the effectiveness of AI
models, as the next stage, different AI models were compared with each other to select the
best model [17,18]. The strengths of AI models compared with econometric models are
that they can deal with the multicollinearity issue, they have higher accuracy levels, higher
calculation speeds, can work with big data, and require less human involvement [19,20].

In poverty prediction processes, AI tools are applied not only for prediction itself
but also for feature selection. Feature selection is also an important process in poverty
prediction, which implies selecting variables that can explain poverty [13]. In selecting
variables, the significance level of variable’s effect on poverty is analyzed, and the variables
with high impact are selected to create models with them [15]. It is revealed that models
with few but important variables can have higher accuracy levels [17]. In addition, creating
models with only a few variables will also make it easy to collect data for analysis and the
analysis process itself. Before AI applications, econometric tools such as stepwise, LASSO,
and PCA analyses were applied for feature selection [21].

One of the benefits of AI tools is that different datasets can now be used in poverty
prediction. Traditional datasets of poverty analysis are survey and census data. Yet, only
they are not enough for defining poverty from various dimensions; thus, currently, remote
sensing data, call detail records, and e-commerce data have started being applied in poverty
prediction due to the capacity of AI applications in the extraction of necessary variables for
analyses [22].

In a relatively short span, AI tools have already been widely applied in poverty
prediction around the world. Although there are surveys conducted on explainable AI [23],
AI applications in drought assessment [24], the impact of AI on sustainability [6,25], and
health systems in resource-poor settings [26], to our knowledge, there is no comprehensive
survey that includes the available literature on utilities of AI in poverty prediction. Our
aim is to fill this gap by providing with an overview about the progress of AI application in
poverty prediction, as well as familiarizing the created AI poverty prediction models and
their outcomes. Therefore, we set the following research questions, answers to which will
provide to reach our aim of writing this paper:

1. How many papers on utilities of AI in poverty prediction were published up until
March 2022?

2. Which approach to poverty was applied when AI was used for poverty prediction?
3. Why AI methods were applied in poverty prediction?
4. Whether reviews on AI utilities in poverty prediction conducted before?
5. Which AI methods were applied for predicting poverty?
6. What data were used for poverty prediction via AI?
7. What are the advantages and disadvantages of the created AI models for poverty

prediction?
8. What is the future scope of AI applications in poverty prediction?

The rest of the article is structured as follows: Section 2 investigates and compares
previously conducted reviews and surveys on applications of AI in poverty prediction.
Section 3 describes details of research methodology, whereas Section 4 introduces different
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AI algorithms applied in poverty prediction. Section 5 makes comparisons between poverty
prediction models, and the final Section 6 draws concluding remarks on utilities of AI in
poverty prediction and highlights future research directions.

2. Related Reviews

Related literature reviews have two directions. In the first direction, the impact of AI on
poverty was analyzed mainly in the context of providing sustainability [27–29]. The second
direction includes review papers on AI applications in poverty measurements [27,30,31].
The overall information on previously published surveys and reviews related to AI in
poverty prediction are illustrated in Table 1.

Table 1. Surveys and Reviews Related to AI in Poverty Prediction.

Ref. Year Area of Study Contribution Limitations

[30] 2016 AI in poverty
measurement

Discussed data used for poverty prediction
with a focus on [14] work

The paper focused on data types
and analyses with less attention on
machine learning methods.

[31] 2020 AI in poverty
measurement

Summarized information on AI methods
applied in poverty measurement. In the
paper, information on data and applied
algorithms for poverty measurement were
provided.

This work provided aggregated
information about fifteen reviewed
papers without in-depth analyses.

[28] 2020 AI in sustainability

Analyzed reviews and found that AI can
accomplish 134 targets of the Sustainable
Development Goals. Summarized, detailed,
and evaluated the positive and negative
effects of AI on SDG.

Poverty was considered as the part
of sustainability goals, yet the
focus of the paper was on
sustainability without discussing
applied AI methods in poverty
prediction.

[6] 2021 AI in sustainability

Reviewed the impact of AI on Sustainable
Development Goals with a focus on poverty,
industry, innovation, and infrastructure
development. Summarized AI applications
in spheres of agriculture, urban
infrastructure, and financial inclusion.

Information about used AI
methods in poverty prediction is
not provided; only a review of
concrete AI applications in real-life
situations was provided.

[29] 2021
AI from
multidisciplinary
perspectives

Collected and discussed AI challenges and
opportunities from multiple perspectives
and created a research agenda for each
discipline: how AI can help deliver
SDG goals.

In the paper, the influence of AI on
poverty was mentioned, yet
methods of AI on poverty
measurement were not discussed.

Ref. [30] was the first review in application of AI in poverty measurement. The paper
discussed data types used in poverty analysis with a big focus on [14] research, which
developed a convolutional neural network (CNN) approach to predict poverty using
high-resolution satellite imagery. This CNN approach is analyzed in our paper below.

In Ref. [31], fifteen papers related to poverty measurement via AI tools were selected
and reviewed. This paper provided an overview about data and AI methods applied in
poverty measurement sphere without, however, detailing each paper.

Ref. [28] reviewed and summarized positive and negative effects of AI on attaining
the Sustainable Development Goals (SDGs). Furthermore, it was revealed that AI can
accomplish reaching 134 targets of the Sustainable Development Goals. Regarding poverty
aspects, it was claimed that AI might have a contradictory influence on poverty. From one
side, AI can serve as an enabler for all targets set in SDG, yet, on the other side of the
coin, AI also can serve as an inhibitor for achieving this aim by increasing inequality in



Sustainability 2022, 14, 14238 4 of 39

the society. In the paper, poverty was considered as a part of sustainability development,
and applied AI methods in poverty prediction were not discussed.

Ref. [6] likewise [28] reviewed the impact of AI in achieving SDG but in the context of
emerging countries and the fourth industrial revolution. In addition, the author focused
only on goals one, poverty reduction, and nine, industry, innovation, and infrastructure
development. In the paper, content analyses were conducted, and it was concluded that the
implementation of AI in poverty mapping, agriculture, education, and financial spheres
would have a significant impact on poverty reduction. Yet, in the paper, AI algorithms
applied for poverty prediction were not detailed.

Ref. [29] collected and analyzed challenges and opportunities emerging from AI
in different disciplines. Moreover, a research agenda was created for each discipline,
and the utilisation of AI in delivering SDG was discussed. Although the paper contains
information on the impact of AI on poverty, AI methods applied in poverty prediction were
not discussed.

From the above-mentioned literature reviews, it can be seen that there is a lack of
review papers that analyze AI methods applied in poverty prediction and an absence of
detailed survey paper on this topic. This served for us as motivation to fill this gap and
conduct research based on research questions provided in Section 1.

3. Research Methodology

This study is focused on AI applications in predicting poverty. Thus, the framework
of the research methodology (see Figure 1) was designed according to this purpose and
following scientific guidelines [32]. The research methodology consists of four steps.

1. The first step is a selection step that includes three important moments: time-frame,
database, and keywords. As the ending point of the time-frame was selected as
March 2022 when our investigations started. We expected to find results at the be-
ginning of the time-frame. The origin of the paper was important when search-
ing papers; thus, papers for our survey were selected from reliable Web of Science
(https://clarivate.com/webofsciencegroup/solutions/web-of-science/ (accessed on
10 January 2022)) and Scopus (https://www.scopus.com/ (accessed on 15 January
2022)) databases. In order to properly conduct a search, Boolean operators were used
alongside with topic-related terms and phrases.For searching, the following keywords
were used: “poverty and AI”, “poverty” AND “AI”, “poverty and machine learning”,
“poverty” AND “machine learning”, “poverty and deep learning”, “poverty” AND
“deep learning”. In this stage, overall, we collected forty-three papers.

2. The second step is a classification. All found papers were classified according to
the following exclusion criteria: (1) papers theoretically describing the relationship
between poverty and AI were excluded; (2) papers theoretically analyzing the impact
of AI on poverty were excluded; (3) papers illustrating examples of AI applications in
various spheres were excluded; (4) conference proceedings were excluded. The reason
of these exclusion criteria is that the aim of our survey is to analyze the real appli-
cations of AI methods in poverty prediction. After reading abstracts and full-length
papers, twenty-two papers were selected for our survey. Among these twenty-two
papers, the remaining steps were performed. This classification step provided us with
the beginning of the time-frame of our survey. It was revealed that the first paper
on AI applications in poverty prediction was published in 2016; thus, this year was
chosen as the initial benchmark of the time-frame of our conducted survey.

3. In the third step, the content of collected papers was analyzed.
4. At the last stage, the outcomes were discussed and future orients were provided.

https://www.scopus.com/
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Figure 1. Research process.

In order to identify the tendency of publications on poverty prediction applying AI
tools over the chosen time period, selected papers were divided according to the year
of publication, and the outcome is illustrated in Figure 2. Overall, it can be seen that
from 2016 to 2020, only a couple of papers were dedicated to AI applications in poverty
prediction, and the boom happened in 2021 when seven papers were published in this
sphere. This implies that researchers have become more interested in using AI tools for
predicting poverty.

Figure 2. Dynamic of publications on poverty prediction applying AI tools (from 2016 to March 2022).

Figure 3 provides more detailed information on publications across the years, in which
publications were categorized into two types in accordance with the applied approach to
poverty measurement. Thus, above the line, papers where monetary approaches to poverty
were considered are listed, whereas the papers shown below the line belong to a non-
monetary poverty approach. In this figure, it can be seen that the distribution of poverty
approaches among papers was equal. Yet, an interesting tendency can be observed when
the initial analysis was conducted using the monetary approach to poverty, but as time
passed, the non-monetary approach prevailed in poverty prediction via AI applications.

The above-mentioned graphs illustrate that there is currently a big demand in AI
applications in poverty prediction, and it is time to publish comprehensive surveys on this
topic to consolidate previously accomplished work for further research studies.
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Figure 3. Timeline for utilizing AI in poverty prediction.

4. AI Tools in Poverty Prediction

This section is aimed at reviewing different applications of AI tools in predicting poverty.
In each sub-section, a separate paper is analyzed with the description of used data, applied
AI methods, and obtained results in order to find answers to our research question set in
Section 1.

4.1. Combining Satellite Imagery and Machine Learning to Predict Poverty (CSIMLPP)

This work is a revolutionary study in predicting poverty from high-resolution satellite
imagery [14]. As poverty measurements, consumption expenditure and asset wealth were
chosen. Analyses were conducted using satellite data, and the Living Standards Mea-
surement Study surveys five countries: Nigeria, Tanzania, Uganda, Malawi, and Rwanda.
To measure household expenditures, authors used Living Standards Measurement Study
(LSMS) surveys, whereas for wealth measurement, they used an asset index drawn from
the Demographic and Health Surveys (DHS). Both these indicators were outcomes of
the model.

Authors applied the CNN model, which consisted of three stages. Firstly, the model
was pretrained on image classification data set (ImageNet). Next, CNN was trained to
predict the nighttime light intensities corresponding to input daytime satellite imagery.
Finally, cluster-level expenditures or assets were estimated. To extract features for the CNN
model, convolutional filters and features corresponding to urban areas, nonurban areas,
water, and roads were applied.

As an assessment of the model, the coefficient of determination (R2) was applied.
From the results, the predictive power for assets (55% to 75%) was higher than for household
consumption (37% to 55%).

The authors compared their own model with a model where nightlights were the only
input, and their model outperformed the latter for all countries.

They also revealed that their model worked better than the approach of using data
from past surveys to predict outcomes in more recent surveys. In addition, they applied
their model trained for one country in another country. As expected, in-country trained
models performed better than out-of-country models, but the accuracy of out-of-country
models was close to the in-country ones.

In conclusion, it should be noted that this study inspired many researchers illustrating
the possibility of using daytime satellite imagery in poverty prediction.
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4.2. Remote Sensing-Based Measurement of Living Environment Deprivation: Improving Classical
Approaches with Machine Learning (RSBMLED)

This paper contributes to poverty measurement in urban areas by using high spatial
resolution imagery data [15]. As poverty measurement Living Environment Deprivation
(LED) was applied. The LED index is a part of the English Indices of Deprivation, which
measures the quality of the local environment in terms of the quality of housing and
the quality of the surrounding environment, and it consists of four indicators: housing
in poor conditions, houses without central heating, outdoor air quality, and road traffic
accidents [33].

An analysis was conducted for Liverpool (UK), where four sets of variables were
extracted from a very high spatial resolution (VHR) image downloaded from Google
Earth: a set of land cover features, a set of spectral features, a set of texture features,
and a set of structure features. Land cover features illustrate different types of land cover:
soil, vegetation, orange impervious surfaces (clay tile roofs and similar), gray impervious
surfaces (asphalt and industrial roofing), water, and shadow. Spectral features represent
the summary statistics (mean and standard deviation) of pixel values inside objects [34].
Texture features identify the spatial distribution of intensity values in the image, thus
conveying information on uniformity and contrast [34]. The randomness of the distribution
of the spatial arrangement of elements inside the polygons is characterized by structure
features [34–36].

The authors used Google Earth images, combined them as a mosaic into geographic
coordinates, and then projected this mosaic onto the same coordinate system of the spatial
database of deprivation indices of Liverpool to obtain a georeferenced image with a pixel
size of 70 cm. They used it as an input to calculate image-derived features for the same
spatial units for which the LED index was reported.

One of the contribution of the paper is to create a model for estimating LED index,
which was represented by formula LED = f (LC; SP; TX; ST), where f () is a function of
land cover (LC), spectral (SP), texture (TX), and structure (ST) data combination from each
area and produces a prediction of its LED index. As input variables, the authors used
sub-variables of these four sets of features: eight from a set of land cover features, six from
a set of spectral features, eleven from a set of texture features, and ten variables from a set
of structural features.

In the paper, the performance of two econometric models (Ordinary Least Squares Re-
gression (OLS) and a Spatial Lag model (SL) based on the generalized method of moments)
was compared with the performance of two machine learning methods: Gradient Boost
Regressor (GBR) and random forest (RF). A hundred trees were grown for each RF and
GBR model.

In model evaluation, the coefficient of determination (R2) was applied. In evaluat-
ing models, the authors used two approaches: naïve (R2) and honest (based on cross-
validation [37]). In both naïve and honest approaches, machine learning methods were
better, and RF was the best model. In the naïve approach, R2 was 0.94 for RF and 0.83 for
GBR models, whereas for OLS, this indicator was 0.34, and for SL it was 0.43. However,
after implementing the honest approach, when authors conducted cross-validation (repeat-
ing the split-train-test procedure 250 times in each iteration), the R2 for machine learning
methods decreased dramatically from 0.94 to 0.54 for RF and from 0.83 to 0.5 for GBR. Yet,
in the OLS model, the decrease comprised only 0.04 from 0.34 to 0.3.

Another contribution of the paper is in feature selection. Authors from all models
concluded that the percentage of vegetation and the percentage of water had high pre-
dictive performance. Yet, it was claimed that the application of similar variables in other
cities might result in different results with respect to the significance of variables; thus,
the peculiarity of the city should be taken into account.

Overall, it can be said that AI tools performed better in comparison to economet-
ric models.
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4.3. Monetary and Non-Monetary Poverty in Urban Slums in Accra: Combining Geospatial Data
and Machine Learning to Study Urban Poverty (CGDMLUP)

The paper proposes a methodology of slums identification and poverty rate prediction
in urban areas by applying a combination of different data and machine learning tools [27].
The poverty rate at the neighborhood level was calculated using the small-area poverty
estimation methodology [38].

The analysis was conducted for Accra city (Ghana) using three data types: household
survey data, population census data, and geospatial data. As an imagery dataset an image
mosaic of Quickbird-2 multispectral (Blue, Green, Red, and Near-Infrared) of the AMA
(Accra Metropolitan Assembly) with a spatial resolution of 2.44 m was used. From this
imagery, seven spatial and spectral features, representing the variability within the Enu-
meration Areas [39], were calculated for analyses. These features are the following: Line
Support Regions (LSR), Histogram of Oriented Gradients (HOG), Linear Binary Pattern Mo-
ments (LBPM), PanTex, Fourier Transform (FT), the normalized difference vegetation index
(NDVI), and the mean of the four original bands (Blue, Green, Red, and Near Infrared).

After data collection, the work was performed in three stages. Initially, the slum index
was constructed by applying the random forest method, and the output was compared
with official slums defined by UN-Habitat [40]. For this analysis, the same variables as in
the UN-Habitat were used as input variables, adding population density and elevation
explanatory variables. Elevation data were estimated by applying a Digital Elevation
Model (DEM). Sub-samples of 50 % data were randomly selected 100 times from the total
sample to calculate a slum score. Next, the slum index map was created. Furthermore,
the model conducted feature selection, and the results showed that variables representing
slum index significantly include elevation, population density, and the number of people
per house.

At the second stage, the poverty rate at the neighborhood level was estimated. To esti-
mate the poverty rate, population density and geospatial variables were used with the data
of the 2010 Population and Housing Census and Ghana Living Standards Survey Round Six
(GLSS 6). Overall, the variables represented four levels of the investigating area: household
level, enumeration areas level, neighborhood level, and geospatial level. During model
selection, a two-step procedure was conducted. Firstly, feature selection was conducted
using a LASSO estimator with Bayesian shrinkage, according to which 15 variables were
selected. Next, relying on the stepwise procedure, the final model was selected, where the
selection criteria included the p-value. In addition, a poverty map was also created.

At the last stage, correlation and regression analyses between the slum index and
poverty rate were conducted. Three different regressions were conducted, where the
dependent variable was the poverty rate at the neighborhood level, and independent
variables were household-head characteristics. The difference between the regressions is
that the first regression used a slum index generated by random forest as an independent
variable, whereas official slum data (slum areas) were used as an independent variable in
the second regression. In the last regression, elevation was included as an independent
variable to identify the concentration of poor people in low elevated areas.

From the results, it was revealed that a high level of women fertility, high monetary
poverty, and poor school attendance were strongly associated with living in the slums of Ac-
cra. Furthermore, more poor people were concentrated in the lower-elevation areas, which
could be explained by the fact that these areas were flood-prone. Other important variables
explaining long-term poverty were ethnicity, religion, and region. Representatives of ethnic
majorities tended to work in the manufacturing sector, whilst ethnic minorities and new
migrants in poorer slum communities were employed in the wholesale sector. Generally,
the outcomes illustrate various economic opportunities among slum communities.
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4.4. Is Random Forest a Superior Methodology for Predicting Poverty? An Empirical Assessment
(IRFSMPP)

The contribution of the paper that it proposes random forest algorithm applications
for selecting model and predicting poverty status [13]. Poverty was defined as monetary
poverty based on consumption expenditure aggregates. In poverty measurement, poverty
proxies [41] were applied.

The household data of six countries (Albania, Ethiopia, Malawi, Rwanda, Tanzania,
and Uganda) were used to conduct analysis, which included the following sections: demo-
graphics, education, food consumption, nonfood consumption, housing quality, ownership
of durable goods, employment, and location.

In the paper, the traditional econometric model—Multiple Imputation (MI) [39]—was
compared with a machine learning method—random forest (RF)—to identify which model
could predict better. In constructing the RF model, standard settings were used. Five
hundred trees were grown with a minimum of four observations in each leaf. Moreover,
in the paper, steps involved in conducting the RF model were described precisely. Overall,
in the paper, six models were created: MI with Stepwise variable selection, MI with LASSO
variable selection, RF using Entropy loss function, RF using Gini impurity loss function,
MI with 25 variables based on importance score from RF, and RF with 25 variables based
on an importance score from RF. Models were assessed by applying the mean square error
(MSE) between predicted and measured poverty rates.

The analysis process of the research consisted of two parts. Firstly, the data for one
year were used. It was divided randomly into two parts, and half of the data were used
for model generation, which was then tested in the second half of the data. Next, the same
work was conducted, however, using the data for two years, where the first year was
used for model creation and the second year served to assess the prediction capacity of
the model.

It was revealed that the accuracy level of poverty prediction was higher when using
RF. The poverty was calculated in three levels (urban, rural, and national), and results
indicated that in urban and rural levels, the RF worked better rather than in the national
one. When creating a model for one year, in urban and rural levels, RF had significantly
higher accuracy in four out of six countries.

Yet, when making predictions for two years, all models were not accurate enough,
and only about half of the models could predict poverty accurately. It was revealed that
a consequence of the potential aging of the sample is an additional inaccuracy. Large
variations in predictions for different models indicated that some models were incapable of
taking price and economic changes into account.

In feature selection, Stepwise and LASSO methods were applied [21], and their outputs
were compared with RF results, which also had an option of using importance scores for
each variable. So, Stepwise and LASSO methods on average selected 81 and 132 variables,
respectively, for six countries, whereas according to RF, 25 variables had the highest
importance score. Prediction models were constructed based on variables, selected by RF.
When the MI prediction model was constructed by relying on these 25 variables selected by
RF, its accuracy improved in four out of six countries. The average accuracy for all models
was also better with 25 variables.

4.5. Multidimensional Paths to Regional Poverty: A Fuzzy-Set Qualitative Comparative Analysis
of Colombian Departments (FSQCACD)

The objective of the paper is to evaluate conditions that affect the capability deprivation
of twenty-four Colombian regions [42]. In order to measure capability deprivation, two
indicators were applied: monetary poverty (MP) and life expectancy (LE). Conditions
impacting capability deprivation include economic (trade openness and GDP per capita),
institutional (internal displacement and transparency), and social conditions (education
coverage).
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To achieve their aim, authors applied a Fuzzy-set qualitative comparative analysis
(fsQCA). The strength of this method is that it can be applied even to small-sized samples,
and the consolidated effect of a set of conditions can be assessed. The fuzzy sets in the paper
were designed using five conditions and two outcomes (MP and LE). Boolean comparison
of cases was conducted in the paper in terms of the absence or presence of certain conditions.
Yet, the partial membership to a fuzzy set could occur which demanded the calibration
process. In order to define full absence and full presence, the 10th and 90th percentiles
were used as cutoffs, whereas the point of maximum ambiguity was determined using
the median.

It was revealed that although there were attributes impacting on outcomes, none
of them reached the 0.9 cutoff, meaning that no attribute played a determinant role in
the presence of MP and LE. The most impactful attribute on MP was GDP per capita,
whilst on LE, it was displacement. In the sufficient condition analysis, two methods were
investigated: which configurations led to the presence of capability deprivation and which
configurations led to the absence of capability deprivation. The authors illustrated four
pathways to high regional MP and two pathways to low regional MP, whereas for LE, they
represented three pathways for high LE and three pathways for low LE. This technique
empowered the classification of regions with respect to pathways.

Finally, a general model was developed, which included all possible configurations
that could explicate high MP rates in regions. The model’s score of consistency comprised
0.9, implying its interpretation’s robustness. It should be noted that there was no univer-
sal pattern that could be applied to all high MP regions, yet economic and institutional
attributes were important in defining MP.

It can be concluded that the application of fuzzy set provides a deeper analysis of
poverty by offering different combinations of attributes, which may lead to increasing or
decreasing poverty rates. From this study, it can be seen that even for different regions of
one country, there is no universal pattern explaining poverty.

4.6. Retooling Poverty Targeting Using Out-of-Sample Validation and Machine Learning (RPTOVML)

The aim of this paper is to improve the proxy means testing (PMT) tool to identify poor
people for social program targeting [16]. The main problem in targeting is the existence of
leakage and undercoverage rate, and authors aimed at improving poor people identification
from out-of-sample data. In addition, the goal of PMT is not only to categorize poor people
but also to find significant variables characterizing poverty that would perform well in any
data and country.

LSMS data and household surveys of Bolivia (2005 year), Malaawi (2004–2005 years),
and East Timor (2001 year) were used for analysis. The sample data had different sizes
among these countries; in particular, Malaawi had the largest number of observations
(11,280), whereas this figure comprised 4086 for Bolivia and it was 1800 for East Timor.
Yet, for these countries, the variables were not similar: household characteristics had
some discrepancies.

In the paper, the USAID poverty assessment tool [43] was applied, and two methods
were compared, econometric (cross-validation) and machine learning (stochastic ensemble
methods [44]), to identify which of them would be more accurate. Authors used PMT
tools developed by the University of Maryland Institutional Reform and Informal Sector
(IRIS) Center to demonstrate methods for USAID poverty assessment. In evaluating PAT
tools, the following metrics were used: total accuracy, poverty accuracy, undercoverage
rate, leakage rate, and balanced poverty accuracy. Balanced poverty accuracy penalizes the
poverty accuracy rate with the extent to which the leakage and undercoverage rates exceed
one another.

In stochastic ensemble methods of machine learning, the following algorithms were
applied: regression tree, random forest, and quantile regression forest. It was emphasized
that the quantile approach is particularly useful for investigating poverty; in other methods,
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the conditional mean is used, yet poor people are concentrated far from this mean. Five
hundred trees were grown for each algorithm.

Authors compared results from replicating IRIS models, cross-validation, and stochas-
tic ensemble methods for three countries according to the total accuracy, poverty accuracy,
undercoverage, leakage, and balanced poverty-accuracy indicators. It was revealed that
cross-validation and stochastic ensemble approaches were prompt in classifying non-poor
as poor. In particular, authors found that the application of cross-validation and stochastic
ensemble methods to the problem of developing a poverty-targeting tool could produce a
gain in poverty accuracy, a reduction in undercoverage rates, and an overall improvement
in balanced poverty accuracy criterion in comparison to traditional methods.

4.7. Machine Learning Approach for Bottom 40 Percent Households (B40) Poverty Classification
(MLB40)

The aim of this paper is to select the best model for the precise identification of the
bottom 40 percent of households (B40) in Malaysia [17]. The national poverty line based on
income served for poverty measurements.

National Poverty Data Bank, called ‘eKasih’ was used as a dataset [45]. From this
dataset, the authors used information on 99,546 households of three states, namely Johor,
Pahang, and Terengganu. Overall, 15 variables were used: state, area, strata (urban/rural),
ethnic, marital status, age, gender, job, education, type of ownership, household number,
total income, income per capita, date of record, and poor status.

Authors applied Naive Bayes [46], Decision Tree (J48 classifier, based on the C4.5
algorithm) [47], and k-Nearest Neighbors [48] algorithms for their purpose. The classi-
fication performance of models was analyzed using Classification Accuracy and Kappa
Statistic [49].

Before creating models, data pre-processing tasks were conducted with respect to
the raw dataset to ensure the quality of the training data. These data pre-processing
tasks include cleaning [48], feature engineering, normalisation [50], feature selection [51]
(Correlation Attribute, Information Gain Attribute, and Symmetrical Uncertainty Attribute),
and sampling methods using SMOTE [52].

The first step of the pre-processing task is data cleaning, when missed variables were
replaced. Next, feature engineering was conducted. A new variable, such as Median
Monthly Income, was created by dividing the total income to 12. Then, a pre-labelled class
for B40 was manually generated, relying on thresholds for each state. Here, two classes
were created: B40 and not-B40. The third step was conducting a normalisation procedure
for certain variables, making them fall between 0 and 1. Fourthly, a feature selection
procedure was conducted by applying three ranking methods: Correlation Attribute,
Information Gain Attribute, and Symmetrical Uncertainty Attributes. According to all
three ranking methods, the top-eight variables are: state, area, ethnic, household number,
total income, average monthly income, income per capita, and date of record. As the final
stage, the selection of the sampling method was conducted. The problem with dataset
was that there was an imbalance between B40 (majority—94,495 households) and not-B40
(minority—5051 households), with a ratio of 5:95. This could lead to biases towards the
majority class. In order to overcome this problem, the Synthetic Minority Oversampling
Technique (SMOTE) was applied, when synthetic minority examples were generated to
oversample the minority class. SMOTE is then applied to the dataset at 400% over sampling
degrees with nearest neighborhoods numbering at five, increasing the minority class
from 5051 to 25,255 instances. So, after sampling, instead of 99,546 instances, there were
119,750 instances, and the imbalance ratio comprised 21:79.

After pre-processing procedures, each classifier was then optimized using a different
tuning parameter with 10-Fold Cross Validation for achieving the optimal values before
the performance of the three classifiers were compared with each other. For Naïve Bayes,
discretization was used as a tuning parameter. For the decision tree, minimum numbers of
objects [53] and confidence factor [47] (from 0.1 to 1.0 by an increment of 0.2) were used as
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tuning parameters. For the k-Nearest Neighbor algorithm, the k-value was investigated
from 1 to 10 to identify the optimal value for the training samples [54]. In addition, four
distance functions were examined in the tuning process: Euclidean distance, Chebyshev
distance, Manhattan distance, and Minkowski distance [55].

Models were created twice: initially, 16 variables are used and then 8 top significant
variables are used. Interestingly, the outcome was more accurate in the latter case (the
average accuracy increased from 93.35–95.76 %).

Moreover, authors represented results with models before tuning and after tuning
parameters. For Naïve Bayes, after discretization, the accuracy level increased from 91.52–
97.27 %. For the decision tree, the optimal value of the confidence factor was 0.4 (accuracy
level was the highest—99.27). An increase in the minimum number of objects decreased the
accuracy; thus, the optimal value for the minimum number of objects parameter was chosen
as 2. For the k-Nearest Neighbors algorithm, a k-value was chosen as 1, and the Manhattan
distance was used as a distance function for the best and most accurate performance. When
comparing models, according to both Classification Accuracy and Kappa Statistic, the
decision tree performed with the highest accuracy (99.27% and 0.98), whereas the least
accurate model was the k-Nearest Neighbor (96.80% and 0.90).

4.8. A Comparison of Machine Learning Approaches for Identifying High-Poverty Counties:
Robust Features of DMSP/OLS Night-Time Light Imagery (NTLIML)

The aim of this study is to illustrate that with the help of only DMSP/OLS, night-
time light-imagery machine learning can identify robust classification features as well as
high-poverty counties [18]. For poverty identification, 15 features were extracted from
nighttime light imagery and trained with 96 high-poverty counties and 96 non-poverty
counties in 2010. These 15 features can be considered from three aspects: central tendency
(four features), degree of dispersion (three features), distribution features (seven features),
and spatial feature (one feature). In order to decrease discrepancies, a modified invariant
region (MIR) method was applied to desaturate the image [56].

In the paper, 2554 counties of 31 Chinese provinces were studied. To reach the
aim, seven models were applied: Gaussian process with radial basis function kernel
(GPRBFK) [57], stochastic gradient boosting (SGB) [58], partial least squares regression
for generalized linear models (PLSRGLMs) [59], random forest (RF) [60], rotation forest
(RoF) [61], support vector machine (SVM) [62], and neural network with feature extraction
(NNFE) [63].

Class probabilities (0 1) were acquired during classification; then, a threshold was
selected as the cut-off between the two classes (when the probability was closer to 1, it
implied a higher probability of the county being poor) [64]. Counties were considered as
high in poverty when the probability of their poverty was larger than 0.6.

Five feature importance measures were adopted to evaluate feature importance levels
for the seven machine learning approaches. In RF, mean decrease Gini and permutation
accuracy importance were applied for feature importance measurements; in RoF, the sum
of the decrease in impurity was used; in SGB, the sum of squared error was used, whereas
the remaining models used a receiver operating characteristic curve.

Three types of accuracy were used to measure the classification’s accuracy: user’s
accuracy, producer’s accuracy, and overall accuracy. The user’s accuracy and producer’s
accuracy both exceeded 63%, which indicates that all machine learning approaches provide
accurate identification results, which is also supported by the fact that all overall accuracies
were greater than 82%.

The classification performance of each machine learning approach was different.
In total accuracy, GPRBFK had the highest accuracy level (84.67%), whereas PLSRGLM had
the lowest accuracy level (82.85%).

Overall, from all different applied methods, it was revealed that statistical features
that defined poverty more included F1 (variance of all pixels within the county boundary),
F8 (total value of all pixels within the county boundary), F6 (standard deviation of all
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pixels within the county boundary), F5 (variance of all pixels within the county boundary),
and F10 (number of pixels greater than zero within the county boundary). This result
represents that the different aspects of nighttime light features reveal both the development
and the relative poverty in each region.

It should be noted that F15 (Local autocorrelation Moran’s I of the counties) made
a particularly important contribution to the classification; this variable was the first or
second most important feature for some of the approaches used in this paper and indicated
the importance of spatial features in the poverty identification task. Moreover, the impor-
tance of this spatial feature illustrates that its contribution to the classification result is
almost irreplaceable.

Finally, Pearson’s correlation analysis was conducted to analyze effects of the impor-
tance of each feature on the classification’s results. According to authors, at least nine
features should be used in models to ensure the overall accuracy.

4.9. Estimation of Poverty Using Random Forest Regression with Multi-Source Data: A Case
Study in Bangladesh (MSDRFR)

The aim of the paper is to construct a random forest regression (RFR) model for poverty
estimation at 10 km resolution from different datasets [65]. The analysis was conducted in
Bangladesh, and the created model was also applied in Nepal. As a poverty measurement,
the household wealth index (WI) was applied.

Data for WI construction was derived from the DHS dataset for Bangladesh, which
consisted of 598 household clusters. Each cluster on average contained 28.8 households,
whilst the median number of households inside clusters constituted 29. NTL data for 2015
was obtained from The VIIRS Cloud Mask–Outlier Removed (vcm–orm) annual composite
NPP-VIIRS DNB dataset. To extract the landscape’s texture and structure features, Google
satellite images for the period of 2015–2017 were used. To compute the region’s accessibility,
data on primary and secondary roads were excavated from the OSM dataset. Land cover
features were extracted for 2015 from land cover maps at a 300 m resolution. The Gaussian
mixture model, CNN model named VGG-F [66], and principal component analysis were
conducted for features extraction. In total, 36 variables representing four dimensions of
poverty estimation were extracted: socioeconomic, accessibility, land cover, and structure
and texture. After extraction, these features were used as independent variables, whereas
WI served as a dependent variable.

In the analysis, RFR was applied. Before implementing RFR, standardization proce-
dures were conducted, followed by the method of backward elimination [67]. In model
creation, a ten-fold cross validation approach was used. The performance of the model was
assessed using R2 between the actual and estimated WI, whereas the explanatory power of
features was measured by the Gini importance metric.

According to results of feature selection, 14 variables out of 36 were selected. It should
be noted that the highest weight among variables were obtained by variables representing
accessibility (42.2%). The mean NTL was the second variable by importance level (32.6%).

Using the 14 selected variables, an RFR model was created. R2 of the proposed
model comprised 70%. In order to check the validity of the model, the same analysis was
conducted for Nepal with Nepal data. In case of Nepal, R2 constituted 0.61%.

Next, a 10*10 poverty map based on WI for Bangladesh was created using RFR,
which was compared with the Head Count Rate (HCR) map derived from 2015 survey
data [68]. The Jenks natural breaks method [69] was applied to classify both maps into five
grades. The patterns of these maps were almost similar. Moreover, Pearson’s correlation
coefficient was calculated between WI and log-transformed HCR. It admitted the existence
of a negative relationship between these indexes (0.6).

One of the limitations of the model was that it tended to overestimate low WI val-
ues and underestimate high WI values because the output of RF was the average result
of all trees. Another limitation was the existence of a multicollinearity issue between
independent variables.
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It can be concluded that RFR has a good predictive power in estimating poverty by
integrating different datasets. In the case of Bangladesh, it was revealed that accessibility
was the most impactful factor in poverty explanation.

4.10. Ensemble Learning for Multidimensional Poverty Classification (ELMPC)

The aim of the paper is to conduct poverty classification by applying the random forest
(RF) method on a Malaysian dataset, eKasih, for 2017 [70]. For poverty measurements, the
Multidimensional Poverty Index created by the Malaysian Government was applied. This
index contained four dimensions (education, health, living standards, and income) and
eleven indicators.

Overall, 196,650 observations and 24 variables were used in the analysis. These
variables express different dimensions, including household information (two variables),
income (two variables), health information (three variables), household location (nine
variables), and household demographic (eight variables). Yet, based on the literature
review, only 15 variables were selected out of 24. Before applying machine learning
methods, data management was conducted by the Cross Industry Standard Process for
Data Mining (CRISP-DM) Methodology applications. This methodology has six stages:
Business Understanding, Data Understanding, Data Preparation, Model Development,
Model Evaluation, and Deployment [71].

Two machine learning methods, RF and decision tree (J48), were applied to find the
most accurate method. In RF, the authors grew 100 trees. For training purposes, Poverty
Status variables were selected as a class label. It was revealed that more trees led to error
rate reductions. In J48, eight rules were used that served to classify poor and hardcore poor
people. In order to assess model accuracy, a confusion matrix [72] was created. Moreover,
an indicator such as Receiver Operating Characteristic (ROC) was applied to measure the
sensitivity of the prediction [73]. The accuracy level of RF comprised 99 %, whereas the
accuracy level of J48 was 98%. In ROC, the area under the curve (AUC) value is taken into
consideration, where the higher AUC means a better model. The AUC value of RF and J48
constituted 0.9999 and 0.9975, respectively.

In order to find the most impactful variables among 15 variables, the Mean Decrease
Gini (MDG) indicator in RF and the Information Gain indicator in J48 were applied. RF
picked out five variables as important: per capita income, states, ethnic, strata, and religion.
For J48, only three variables were enough: per capita income, strata, and state.

The results of RF variable ranking were compared with the varImp function in R
language for the linear model. In ranking, the median for mean rank was calculated (0.065),
which served as a line for variables being considered as important. The higher the mean
rank of the variable, the higher its importance level in poverty identification. In total, seven
variables were selected as the most important variables in poverty classification: per capita
income, state, ethnic, strata, religion, occupation, and education.

Finally, RF and J48 models were created using the above-mentioned seven variables.
The results represented showed that the accuracy level of models remained unchanged in
comparison with previous models, yet processing times improved (from 31.64 s to 14.97 s
in RF and from 3.34 s to 1.39 s in J48).

4.11. A Social Engineering Model for Poverty Alleviation (SEMPA)

The aim of the paper is to determine a poverty line based on agent-based stochas-
tic model of market exchange which includes labor, commodity, and asset market out-
comes [74]. In order to calculate the poverty line, machine learning tools were applied.
As a poverty measurement, the consumption of three types of products was chosen: cereals,
other food, and non-food.

According to authors, modern approaches to poverty have two main weaknesses.
The first one is that consumption deprivation (CD) [75] or poverty is not linked with
the overall economic system that causes this phenomenon. The second pitfall is the



Sustainability 2022, 14, 14238 15 of 39

absence of prediction methods of upcoming poverty rates as a function of controllable
economic variables.

For analysis, the NSS income data of 23 years for India were used [76], and they
were correlated with expenses on cereals, other-food, and non-food products. In order
to obtain the multivariate version of Engel plot’s [77], these three types of expenses were
combined into a single (non-dimensional) function using independent multivariate mod-
els—Neuroscale [78], Locally Linear Embedding (LLE) [79], Isomap [80], Curvilinear Com-
ponent Analysis (CCA) [81], and Principal Component Analysis (PCA) [82]. Authors also
tried to find weights from a dimension reduction algorithm, whereas measurement weights
are arbitrary in the traditional multidimensional poverty index (MPI). It was suggested that
scalar weights in reality are the market prices. According to the PCA method, the weights
for cereal, other-food, and non-food dimensions comprised 0.1694, 0.4336, and 0.8851,
respectively. Thus, it served as a basis for the agent-based model (ABM) to represent the
mechanism of competitive markets by establishing the equilibrium of prices and quantities,
after which the Langevin and Fokker–Planck model was created [75,83–85].

Results indicate that even when using dimension reduction tools, information can be
preserved. The highest level of preservation was with Neuroscale and Isomap, and lower
preservation was observed when used with others. Next, in order to identify the level of
the relative importance of dimensions, NeuroScale mapping was applied. Interestingly,
as weights were not constant, they varied with income. Thus, when the expenditure level
was low, the weight of other-food was the highest, whereas with an increase in expenditure
levels, the weight of non-food items also started increasing. In order to prove the model,
it was trained on the Indian dataset for 30 years (1959–1991) and also tried on the USA
dataset. The outcome of algorithms was assessed using an indicator of standard deviation
from real data.

Results from applying the model from both countries showed that the total poverty
index estimated from multivariate dimensions had lower values in comparison with the
poverty index derived from only cereal consumption. According to the authors, poverty
measurements should have multivariate constructions, which means that all modes of
income and expenditure need to be considered for proper weighting. Furthermore, ma-
chine learning performs better in economic prediction when it is combined with statistical
mechanics-based models. This is the reason of the under performance of machine learning,
as only machine learning without statistical integration was used for poverty modelling in
many studies.

4.12. Measuring Urban Poverty Using Multi-Source Data and a Random Forest Algorithm:
A Case Study in Guangzhou (MUPMDRF)

The aim of the paper is to develop a new approach in urban poverty measurement
using multi-source big data [86]. This new measurement is called the Multi-source Data
Poverty Index (MDPI), and it was created by applying RF. The idea of creating this index is
that the built environment is also important in reflecting poverty along with census data.

Different types of data were applied for creating RF model: points of interest (POI) [87],
nighttime light image [88], Landsat 8 image [89], housing rent data [90], and census data.
This model was created for Guangzhou, China.

The analysis part had two stages. Initially, indicators of material, economic, and living
conditions were generated from different datasets. These indicators were next categorized
into five groups: facility and service provision, land-cover composition (vegetation, build-
ing, and water body), building texture, activity intensity, and housing cost. The RF model
was created using generated indicators such as input data, which was trained using the
General Deprivation Index GDI [91].

After creating MDPI for Guangzhou, the spatial distribution of each indicator was
analyzed. For this purpose, maps were created by applying the Jenks Natural Breaks
Classification Method [92]. Next, the relationship between each indicator and the GDI was
assessed using Pearson’s correlation coefficient. It was revealed that all indicators had a
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statistically significant relationship with GDI. Moreover, the correlation was conducted
between GDI and MDPI, and it comprised 0.954 with a p-value of 0.000.

In RF, ten-fold cross-validation was applied to estimate MDPI for 1735 communities.
The model was assessed by applying the coefficient of Spearman’s rank correlation as
well as the median relative error between the GDI and MDPI. The correlation between
GDI and MDPI comprised 0.954 with a p-value of 0.000, whereas the median relative error
constituted 18.3%. In addition, to assess the consistency level of GDI and MDPI, Z-scoring
was applied [93]. According to the Z-score result, there is a linear relationship between
GDI and MDPI with the consistent judgment rate of 89.9%.

In order to identify the spatial autocorrelation’s degree of MDPI, the global Moran’s I
value was generated [94,95], which comprised 0.518 with a p-value of 0.01. This result rep-
resented the existence of a significant level of spatial autocorrelation of MDPI. Furthermore,
to analyze in depth the spatial autocorrelation of the intra-regional level, Local Indicators
of Spatial Association (LISA) were performed.

Results of the model revealed that the classification of communities possessing similar
characteristics can be classified into a high level with MDPI. The difference between GDI
and MDPI is that GDI performed better in the inner-city area, which had a long urbanization
period, whereas MDPI was more effective with the outer suburban area, which had been
experiencing urbanization changes.

4.13. Estimating City-Level Poverty Rate Based on e-Commerce Data with Machine
Learning (ECDML)

This paper represents an interesting approach in poverty measurement [22]. E-commerce
data were used to estimate poverty rates at the city-level. For this purpose, two machine learn-
ing methods were applied: deep neural network (DNN) [96] and support vector regression
(SVR) [97]. The estimated poverty rate was compared with the poverty rate calculated by
BPS—Statistics Indonesia [98].

The e-commerce data were taken from the olx (https://www.olx.com/ (accessed on
16 February 2022)) platform of advertisements for goods in 2016. In the paper, in total,
18,881,913 advertisements were used, which were posted in 118 cities/districts of Java
Island (Indonesia). Eight types of goods were analyzed in the model: cars, motorbikes,
houses for sale, houses for rent, apartments for sale, apartments for rent, land for sale,
and land for rent. For each good, information about sale prices, number of sold goods,
number of viewers, and number of buyers was collected per city, and their sum, average,
and standard deviation were calculated individually. Overall, in the analysis, 96 features
were extracted from the e-commerce platform and normalized between 0 and 1.

The feature selection process was conducted by applying fast correlation-based filter
(FCBF) [99]. The result of FCBF represented that the model could be created using only
29 features and not all 96 features. For robustness checking, for each machine learning
algorithm, two feature sets were used with 96 features and with 29 features; thus, in total,
four models were created. According to FCBF, out of eight goods, the largest number
of selected features (five each) had motorbikes and cars, which implied that they were
important goods in poverty estimations for Java Island.

After conducting all these pre-processing tasks, four machine learning models were
created: SVR (with 96 features), FCBF-SVR (with 29 features), DNN (with 96 features),
and FCBF-DNN (with 29 features). In creating SVR models, a radial basis function was
applied for dealing with non-linear data. In DNN models, two hidden layers were used,
as with one or three layers, the output of the prediction was insignificant. In the paper, the
algorithm of DNN training was provided. The performance of the model was assessed
using four indicators: root mean squared error (RMSE), R-squared (R2), accuracy factor
(Af), and bias factor (Bf) [100].

When comparing SVR and FCBF-SVR models, SVR had better performances with a
lower RMSE (3.860 vs. 4.152), higher R2 (0.430 vs. 0.361), and lower Af (1.152 vs. 1.169).
The prediction was underestimated only in SVR (Bf = 0.967) in comparison with FCBF-SVR.

https://www.olx.com/
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The performance of the DNN model was almost the same as the SVR model, and it
had a higher R2 (0.448), higher RMSE (3.945), and higher Af (1.155). Yet, after creating
the FCBF-DNN model, the prediction performance improved with a lower RMSE (3.752),
and this model was better than the SVR model. Thus, the FCBF-DNN model was applied
for poverty prediction in Java island.

Overall, it was illustrated that e-commerce data can serve as a good complement to
official poverty prediction procedure.

4.14. Poverty Mapping in the Dian-Gui Qian Contiguous Extremely Poor Area of Southwest
China Based on Multi-Source Geospatial Data (PMMSGD)

The aim of the paper is to create a map of the integrated poverty index (IPI) for the Dian-
Gui-Qian area (China) using remote sensing data and machine learning algorithms [101].
Traditional multiple linear regression (MLR) and seven machine learning methods were
applied to choose the best IPI predictive model, which was used for poverty mapping
purposes. As a poverty measurement, IPI was applied. IPI was created by integrating
13 social and economic variables that represent four dimensions (economic development,
health, living conditions, and education) of poverty.

Social and economic variables were taken from official state publications, whereas
different datasets were used to analyze spatial features: NPP/VIIRS NTL data, Finer Reso-
lution Observation and Monitoring Global land cover (FROM-GLC) data, open street map
(OSM) data, SRTM digital elevation model (DEM) data, natural disaster data, and accessi-
bility to cities [102]. Overall, eight spatial data were extracted from the mentioned above
datasets. Thus, the average nighttime light (NTL) was taken from NPP/VIIRS dataset,
the altitude (H) and the flat area coverage (FAC) were derived from the SRTM/DEM data,
traffic accessibility (TA) was provided by the city accessibility data, road density (RD) was
computed from the OSM data, the impervious surface coverage (ISC) and cropland cover-
age (CC) were extracted from FROM-GLC data, and a composite risk index (RI) including
multiple hazards was derived from the Global Risk Data Platform to collect natural disaster
data. This index ranged from 1 (low) to 5 (extreme).

In the analysis process, for verification purposes of the performance of the model,
ten-fold cross-validation was applied in which the entire dataset was randomly divided
into ten parts, nine of which were used for training and one was used for testing process.
This process was repeated 10 times. In the paper, MLR was applied together with the
following seven machine learning models: bidirectional recurrent neural network (BRNN),
generalized additive model (GAM), support vector machine (SVM), MARS, random forest
(RF), XGBoost, and Cubist. In evaluating model performance, the mean absolute error
(MAE) and coefficient of determination (R2) were used. The model with the best accuracy
was applied to estimate final IPI model.

Results illustrate that the best model was XGBoost with the MAE and R2 equal-
ing 0.0479 and 0.61, respectively, followed by GAM (MAE = 0.0498; R2 = 0.59) and RF
(MAE = 0.0527; R2 = 0.57) models. The performance of MLR model had the lowest accuracy
level (MAE—0.0767 and R2—0.23). Thus, for the final model, XGBoost was applied.

Moreover, feature selection was conducted to overcome the overfitting problem.
Five variables were selected (NL, TA, RI, RD, and FAC) to conduct the XGBoost model.
Among these variables, NTL had the highest importance (38.51%) rate. When XGBoost
was created with these five variables, its performance improved (MAE = 0.0454, R2 = 0.68).
After creating the final XGBoost model with five variables, the predicted IPI was compared
with actual IPI values. According to the results, the predicted IPI values were almost similar
to the actual ones. Only in wealthy areas was the IPI (IPI > 0.5) slightly underestimated.
Next, a poverty map was created and compared with the actual IPI map. It was revealed
that in most areas, the error comprised approximately 15%, and only in few areas were
errors higher than 30%. This means that the IPI map created on remote data can effectively
predict the poverty distribution.
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From results, it can be concluded that remote data can be useful in poverty prediction.
When compared linear regression and machine learning methods, the latter were more
effective. Finally, it was revealed that models with fewer variables can serve to provide
better prediction capacity.

4.15. Combining Night Time Lights in Prediction of Poverty Incidence at the County Level (CNTLPP)

The aim of the paper is to show that machine learning can be applied in identifying
and predicting poverty at the county level [103]. In measuring poverty levels, a poverty in-
cidence indicator was applied [104]. The Yunnan–Guangxi–Guizhou Rocky desertification
(YGGRD) area (China) was taken as a focus area of the research study. In the paper, seven
classification learning models (Decision Trees, Discriminant Analysis, Logistic Regression
Classifiers, Naive Bayes Classifiers, SVM, Nearest Neighbour Classifiers, and Ensemble
Classifiers) were applied to identify whether the county is poor, and five regression learning
methods (Linear Regression Models, Regression Trees, SVM, Gaussian Process Regression
Models, and Ensembles of Tress) were used to predict poverty incidence.

Nighttime data were extracted from DMSP/OLS (1992–2012 years) and NPP/VIIRS
(2013–2018 years) datasets. To correct the difference between these datasets, the modified
invariant region (MIR) method was applied [105]. Poverty incidence data were taken from
official statistical sources. The poverty incidence for the period 1992–2018 was predicted
in the study for the focus area by using specific NTL and poverty incidence variables
of 88 counties in the Guizhou Province for 2012 and 2013 years as the training data set.
The following five variables of remote-sensing data were used for analysis: the total
value of the pixel digital number (DN) (Sum) corresponding to the NTL data, the average
value of pixel DN (Mean), the range of pixel DN (Range), the variability of pixels in the
county (variety) areas, and the standard deviation of pixel DN (Std) [18,106,107]. In the
analysis, these features served as independent variables, and poverty incidence was a
dependent variable.

Classification and regression models were assessed using different indicators. A re-
ceiver operating characteristic (ROC) curve and a confusion matrix (CM) were applied to
evaluate classification models, whereas regression models were assessed using the root
mean squared error (RMSE), mean absolute error (MAE), and the R2 value of the predicted
and actual values [18,108].

Among classification models, SVM had the highest accuracy level (76.5%), yet it was
not so effective among regression models. Among regression models, according to all three
parameters, The Regression Tree algorithm outperformed all models with an RMSE equal to
5.0143, MAE equal to 4.0415, and R2 equal to 0.60 (which is almost twice as higher as in the
other models). Thus, SVM was chosen to conduct the classification regression for 1992–2018,
and the decision tree was selected for poverty incidence prediction for 1992–2018.

As the next step, to identify whether the created model can identify poverty-stricken
areas, SVM was applied for the 2012 year, and its result was compared with actual official
data. Thus, results indicated that the created model had the 82.35% of the correct rate for
poverty-stricken counties. It was revealed that the model was inclined to identify non-
poverty-stricken areas as poverty stricken areas. To create a model for poverty prediction
for the 1992–2018 period, the regression tree model was applied. According to its result,
poverty reduction in the region could be divided into three stages, when the last stage
showed a significant reduction in poverty. Furthermore, to illustrate the spatial distribution
of poverty incidence, spatial mapping and hot-spot analysis were conducted in the study
for three years (1992, 2005, and 2018).

It can be concluded that different machine learning perform differently according to the
purpose of their application, either with respect to classification or prediction. Results of the
study indicate that NTL data can represent the poverty incidence effectively, and machine
learning is a powerful tool for poverty analysis in the county level.
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4.16. A Novel DBSCAN Clustering Algorithm via Edge Computing-Based Deep Neural Network
Model for Targeted Poverty Alleviation Big Data (DBSCANECDNN)

The aim of the paper is a development of a new model called the DBSCAN Clustering
Algorithm via Edge Computing-Based Deep Neural Network for poor households identi-
fication. This method can conduct identification via determining the poverty features of
poor households [109].

The DBSCAN algorithm belongs to the family of clustering algorithms that are
based on density. In clustering, the Eps neighborhood of each data object is calculated.
The strength of this algorithm is its capacity for the automatic determination of class
clusters’ number, finding the shape of class clusters, and its insensitivity to noise data.

The proposed model was compared with three other models: CDBSCAN [110], FSDB-
SCAN [111], and NARDBSCAN [112]. To assess the performance of all models, precision
(PRE), F-measure, and normalized mutual information (NMI) indexes were applied, where
the value of these indexes was between 0 and 1. The closer the index to 1, the better
the performance.

In the paper, four experiments were conducted. The first three experiments were
conducted using datasets of the machine learning repository [113] and by applying four
algorithms. Results indicated that the DBSCAN algorithm outperformed all other methods
by all parameters. In addition, it also had the highest accuracy rate (99.36%) as well as the
highest speed in analysis (55.5 ms).

The fourth experiment was conducted using real poverty alleviation data, which
originated from a prefecture-level city, including 11,423,500 from rural population, 196,700
from rural households, and 68,000 from poverty-stricken households. The original data
included the data of an archived card, the data of an agricultural cloud project, the data
of visits, and the data of education, health, and sanitation departments. By applying the
clustering algorithm, feature classification was conducted, which identified eight clusters,
where each cluster corresponded to a feature category.

According to results, the accuracy level was the highest in the proposed DBSCAN
model (96.5%). Moreover, in the proposed method, the analysis process constituted only
1358 s, whereas in other models, the analysis time was calculated during several days from
2.5 days (NARDBSCAN) to 7 days (CDBSCAN).

It can be concluded that the DBSCAN Clustering Algorithm via Edge Computing-
Based Deep Neural Network can be a useful tool in poverty identification with higher
accuracy and quicker calculations.

4.17. Identifying Urban Poverty Using High-Resolution Satellite Imagery and Machine Learning
Approaches: Implications for Housing Inequality (HRSIML)

The aim of the paper is to identify urban poverty at the community level using
high-resolution satellite imagery and applying four machine learning algorithms (RF,
Gaussian Process Regression (GPR), Support Vector Regression (SVR), and Neural Network
(NN)) [114]. The study area was Jiangxia District and Huangpi District, Wuhan, China. The
poverty incidence was used as a measurement of urban poverty.

Three datasets were used in the analysis: Google Earth imagery, land cover dataset
and the boundary of administrative divisions, and population census and poor population
statistics of neighborhood and village committees. Data were taken for 2016. Image features
contained geometric, shape, and texture features, which included perimeter [115], line
segment detector (LSD) [116], the gray-level co-occurrence matrix (GLCM) [117], local
binary patterns (LBP) [118], Hough transform [119], and a histogram of oriented gradients
(HoG) [120]. Overall, 25 variables were employed in model creation.

In the analysis, the dataset was divided into three parts, two parts of which were
used for training and the third for validation. Four machine learning models were created
and their performances were compared with each other. The model’s performance was
assessed using the coefficient of determination (R2). Moreover, for RF, the Mean Decrease
Gini (MDG) and Permutation Accuracy Importance (PAI) indicators were used, whilst for
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the remaining models, the receiver operating characteristic curve (ROC) was used to select
the most impactful features.

Results indicate that the SVR model had the best performance for both districts with
R2 equal to 0.53. The worst model for Jiangxia district was NN with an R2 equal to 0.3492,
whilst for Huangpi, it was GPR with an R2 equal to 0.4231. Furthermore, the poverty
mapping using the local indicator of spatial association (LISA) was conducted to identify
committees of concentrated poverty and to see if the predicted poverty incidence from
remote sensing using NN can recognize the same committees as the survey-based poverty
incidence. It was revealed that the fitness of the model was good in the given areas without
deviations toward low or high values.

When identifying important variables, models showed different important scores
for variables. Yet, there were variables that were relatively important in urban poverty
identification, namely F18 (Histogram skewness), F17 (Histogram kurtosis), F7 (GLCM
entropy), F6 (GLCM uniformity), F9 (GLCM inverse difference moment), and F10 (GLCM
covariance). These variables illustrate the importance of GLCM and HoG for describing
the characteristics of built-up areas with different poverty levels.

Next, machine learning algorithms were applied by using different combinations of
variables to identify the most significant variables. Different results obtained different
combinations of variables and models. According to their results, models with five variables
(F18, F17, F7, F6, and F9) were more accurate, with an R2 ranging from 0.2903 to 0.5189.

It can be concluded that machine learning is effective in feature extraction from high-
resolution satellite imagery and also useful in poverty identification and feature selection.
It was revealed that four applied machine learning models showed different levels of
accuracy with various combinations of features.

4.18. Multivariate Random Forest Prediction of Poverty and Malnutrition Prevalence (MRFPPMP)

The paper aims achieving two goals: (1) contemporaneous mapping poverty and
malnutrition indicators and (2) nowcasting near future poverty levels based on current
remote-sensing data and historical observations [121]. In order to reach these goals, machine
learning methods were applied using remote-sensing data.

Data of eleven countries, namely Bangladesh, Ethiopia, Ghana, Guatemala, Honduras,
Kenya, Mali, Nepal, Nigeria, Senegal, and Uganda, which are USAID Feed the Future
priority countries, were used in the analysis. Indicators of poverty and malnutrition were
used from the DHS or Advancing Research on Nutrition and Agriculture (ARENA) [122]
aggregated DHS data or directly from the DHS [123]. Poverty and malnutrition estima-
tion aggregates on the level of clusters or enumeration areas (EAs) were extracted from
DHS and ARENA datasets. Asset poverty, healthy weight, child wasting, child stunting,
and underweight women were used as dependent variables. As independent variables, six
sets of covariates were used: physical geography covariates (travel time to the nearest city
with a population of 500,000 or more persons [102], percent tree cover data [124], pasture
coverage data [125], altitude measured as the pixel elevation in meters above/below sea
level, slope, calculated by the IFPRI ARENA team as the degree gradient of steepness), food
price data (food types, number of geographic markets, and whether the data reflect retail
or wholesale prices) [126], solar-induced chlorophyll fluorescence (SIF) data [127], land
surface temperature (LST) data [128], precipitation data [129], and conflict data (number of
violent events and number of resulting casualties) [130].

In the analysis, independent RF (IRF) and multivariate RF (MRF) [131–133] were
applied for poverty prediction and malnutrition prevalence. The difference between both
methods is that the former predicts given indicators separately, whereas the latter exercises
joint estimation for all outcomes. The forest’s size comprised 2000 trees, and cross-validation
was chosen as five-fold for training data.

In the paper, two types of analysis were performed. The first one was sequential
nowcasting (making forecasting for near future by using historical data and present inputs).
The second was contemporaneous prediction (when data for one area are observed, and
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based on it, the poverty rate is estimated for other areas). The performance evaluation
of the created models was conducted using out-of-sample R2 and root mean squared
error normalized (NRMSE) indicators. Furthermore, predictive performance was assessed
in three aggregation levels. Initially, fully aggregate results were assessed, which were
computed by pooling all predictions across all surveys. Next, predictive performances
at the individual country level was assessed, wherein predictions were pooled across all
surveys within each country. Eventually, the performance level of each individual survey
was assessed.

Results indicate that the nowcasting of asset poverty (R2 = 0.21 (both IRF and MRF),
NRMSE = 0.26 (IRF) and 0.27 (MRF)) and underweight women prevalence (R2 = 0.29 (IRF)
and 0.31 (MRF), and NRMSE = 0.17 (IRF) and 0.12 (MRF)) was more precise than child
stunting (R2 = 0.07 (IRF) and 0.08 (MRF), and NRMSE = 0.21 (both IRF and MRF)), child
wasting (R2 = −0.01 (IRF) and 0.10 (MRF), and NRMSE = 0.15 (IRF) and 0.12 (MRF)),
and healthy-weight children (R2 = −0.21 (IRF) and −0.04 (MRF), and NRMSE = 0.16 (IRF)
and 0.15 (MRF)) variables. Furthermore, according to both R2 and NRMSE indicators, MRF
performed better than IRF in three out of five dependent variables. It was revealed that there
was a positive relationship between predictive performance and survey size; thus, when
nowcasting was conducted at granular scales, the performance of the models measured
by R2 dropped significantly. Moreover, the nowcast map for 2013 year was created for
each country.

When conducting contemporaneous prediction, the performance of all models were
better in comparison with nowcasting models. Yet, when comparing performance of
IRF and MRF models according to both performance indicators, both of them showed
contradictory results. Thus, according to R2, the best models were IRF (but with slight
differences); however, NRMSE indicated MRF as the better model. Regarding dependent
variables, as in nowcasting, the best predictive capacity had asset poverty (R2 = 0.58 (both
IRF and MRF), NRMSE = 0.19 (IRF) and 0.00 (MRF)) and underweight women prevalence
(R2 = 0.48 (IRF) and 0.46 (MRF), NRMSE = 0.11 (IRF) and 0.01 (MRF)).

In addition, in the study, feature importance was analyzed, which was assessed
by using the mean decrease in impurity (MDI) for each feature. It was revealed that
geographical features (location and remoteness) had the greatest explanation power in
both sequential nowcasting and contemporaneous prediction, followed by vegetation and
weather. Interestingly, conflicts and food price shocks, which are traditionally considered as
main causes of poverty and malnutrition, performed with relatively low predictive powers.

It can be concluded that applying a multivariate prediction of poverty and multiple
malnutrition indicators can slightly improve sequential nowcasting but not contemporane-
ous prediction. Moreover, the performance of models worsened when predictions were
conducted at the level of individual surveys.

4.19. Is Poverty Predictable with Machine Learning? A Study of DHS Data from
Kyrgyzstan (DHSML)

The aim of the paper is to estimate poverty rate in Kyrgyzstan using DHS data
and machine learning approaches [134]. In the paper, the XGBoost model was applied,
and its outcome was compared with generalized linear model (GLM) results. Poverty was
measured using the wealth index, which ranged from 0 to 1 [135].

Data for the analysis were taken from DHS for 2012 for nine regions of Kyrgyzstan.
The data included 8040 households and 35,805 household members. In the analysis, the
served wealth index was used as the dependent variable, whereas independent variables
were divided into several categories: household situation [136], the quality of life [137],
health and health behavior, and education [138].

For analysis purposes, the dataset was divided into a training set (90%) and test set
(10%). For the training set, a five-fold cross-validation was applied. Relying on the given
dataset, an XGBoost model and GLM were created. In constructing GLM, Ridge regression,
LASSO estimate, and Elastic Net regularization methods were applied. In order to compare
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prediction accuracies between models, the area under the receiver operating characteristic
curve (AUC) was used [139].

Results indicate that XGBoost performed better in comparison to GLM when all
household members were used in the prediction with AUCs equal to 0.911 and 0.883,
respectively. When the prediction was conducted using the household head instead of all
household members, the performance of XGBoost remained the same but the AUC for
GLM slightly decreased (0.881). Moreover, several analyses for poverty prediction were
conducted using each category of independent variables separately. It should be noted,
that, overall, models created by applying XGBoost were more accurate in terms of AUC.

Moreover, in the paper, feature selection was conducted, and its outcome was different
for both models. Thus, according to XGBoost, many variables slightly influenced prediction
(first-ten variables were selected), whereas in GLM, nine variables were highlighted as
having significant impacts, whilst the remaining variables barely contributed anything to
the prediction. In addition, authors selected ten variables (region, cluster altitude in meters,
hectares of agricultural land, time to get to water source, number of household members,
age of household members, number of children, total number of years of schooling, highest
educational level attained, and if the household has a separate room used as a kitchen),
which were considered as important explanatory variables according to previous research
studies, constructed models with them, and compared the results with machine learning
feature selection results. When XGBoost was created using the above-mentioned ten
models, the AUC of the model comprised 0.908, which was slightly lower than the model
constructed with all variables.

When models were created again but using only variables that were selected as the
output of feature selection, the AUC for XGBoost was 0.906, and for GLM, it was 0.882.
It can be seen that the performance of the models slightly decreased when they were
constructed using a smaller number of variables that were chosen as important as a result
of feature selection.

It can be concluded that using only survey data, the precise result can be obtained
with the help of machine learning. It was revealed that the higher number of variables
implies a more precise prediction capacity. In the Kyrgyzstan case, it can be said that
household information and quality-of-life variables have better prediction ability than
education, health, and health behavior variables.

4.20. Poverty Classification Using Machine Learning: The Case of Jordan (PCML)

The aim of the paper is to propose a machine learning approach for evaluating and
monitoring the poverty status of households in Jordan [9]. For this purpose, sixteen
machine learning algorithms were applied. This is the first research study on poverty
prediction in Jordan via applying machine learning methods. As poverty measurements,
an absolute poverty line based on expenditure was applied [140]. The framework of the
analysis is illustrated in Figure 4.
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Figure 4. Framework of poverty prediction process in Jordan [9].

In the analysis, household expenditure and income survey data collected by the
Department of Statistics (DoS) for 2002, 2006, 2008, 2010, and 2017 were used. The dataset
consisted of 63,211 households. The number of features in the analysis comprised 47, 17
of which were categorical and the remaining were numerical. In addition, the dataset
was unbalanced between poor (13.9%) and non-poor (86.1%) people. Before creating
models, pre-processing procedures such as one-hot encoding [141], normalization [142],
and standardization [143] were conducted.

In the paper, sixteen machine learning algorithms were applied, namely logistic regres-
sion [144], ridge regression [145], stochastic gradient descent [146], passive aggressive [147],
k-nearest neighbors [148], decision tree [149], extra tree [150], SVM [97], naive Bayes [151],
adaBoost [152], bagged decision trees [153], RF [154], extra trees [150], gradient boosting
machine [155], light GBM [156], and scalable tree boosting system [157]. The stratified
ten-fold cross validation was applied to evaluate models. The F1-score [158] was used
as a measurement of the model’s performance. Results showed that both LightGBM and
bagged decision trees algorithms had an f1-score of around 80%, which was the highest in
comparison with other models. Thus, both were applied for creating final versions of the
models.

As the next stage, four methods (random oversampling [159], random under-
sampling [159], SMOTE [160], and class weights [161]) were applied to solve the issue
of unbalanced data. In order to identify which of these methods could perform better with
unbalanced data, LightGBM and Bagged Decision Trees were created for each method.
Interestingly, no large differences in the results of machine learning algorithms between
unbalanced and balanced data were obserfved. With the random oversampling method,
LightGBM had the highest f1-score (81%), whereas for bagged decision trees, the class
weight (grid search) balancing method was more suitable (80%).

It can be concluded that different machine learning algorithms have different perfor-
mances with the same data. In addition, according to results of this paper, the unbalanced
statement of the dataset does not have a significant impact on the performance of machine
learning methods.

4.21. Village-Level Poverty Identification Using Machine Learning, High-Resolution Images,
and Geospatial Data (VLPIML)

The aim of the paper is to estimate poverty at the village level using multi-source
datasets and an RF algorithm for Yunyang County (China) [20]. In order to measure
village-level poverty, the poverty incidence was calculated.
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The data for analysis were taken from four datasets: high-resolution imagery (HRI),
Open Street Map (OSM), point-of-interest (POI), and digital surface model (DSM) data.
The analysis was conducted for the 2017 year. The following data were taken from the
above-mentioned sources: land use map, POI (schools, hospitals, and markets), road net,
DEM/Slope, and normalized difference vegetation index (NDVI). Overall, ten variables
were extracted from three dimensions, which identify poverty at the village level: socioeco-
nomic conditions (built-up land proportion, average area of Thiessen polygons, and CV
of Thiessen polygons), access to facilities and services (time cost to the nearest hospital,
school, and market), and agricultural production conditions (forest proportion, cropland
proportion, proportion of the land with slopes exceeding 25, and elevation).

In the study, the framework of integrating multiple datasets to predict village-level
poverty is proposed. Initially, explanatory variables identifying access to services and
facilities, socioeconomic conditions, and agricultural production conditions were selected.
Next, from geospatial data, HRI explanatory variables were generated. Data processing
in this step consisted of three parts: HRI interpretation using the eCongnition developer,
time-cost calculation to the nearest services and facilities, and the measurement of village
settlement dispersity using Thiessen polygons. Eventually, an RF model was created.

In RF applications, the poverty prediction task was considered as a classification
problem when poverty incidence was divided into three classes based on quantiles (poor,
medium, and wealthy). The performance of the model was evaluated using out-of-bag
(OOB) error estimation. In the created RF model, OOB comprised 46%, which implied that
the accuracy level of the model constituted 54%. In particular, the OOB for poor classes had
the highest accuracy (72%), whereas for medium and wealthy classes, this figure comprised
49% and 42%, respectively.

In the paper, feature selection was also conducted. For this purpose, two measurements
of variable importance were applied, namely mean decrease Gini (MDG) and mean decrease
accuracy (MDA). According to both indicators, the built-up land proportion had the most
significant impact on poverty prediction, followed by access to facilities and services.

It can be concluded that the proposed framework can be effective in combining
different datasets and predicting poverty levels. RF is also a useful tool for this purpose,
especially in classifying poor areas. It was revealed that the poverty level can be predicted
also at the village level, and the most significant explanatory variables for Yunyang County
were built-up land proportion and time cost to the nearest hospital, school, and market.

4.22. Classification of Poverty Condition Using Natural Language Processing (CPCNLP)

The contribution of this paper is that a new variable—feelings of people about
poverty—was included in poverty analyses, which has not been performed before [7].
The research was conducted in Medellín (Colombia), with families participating in the so-
cial program “Medellín Solidaria: Familias Medellín”, which is aimed at combating against
extreme poverty. Interviews were conducted with these families, on the basis of which
word embedding using NLP and machine learning algorithms were applied to classify
poverty condition. Colombia Sisben’s score was used to rank poor people (0–100) [162].
The value of 23.4 points was used as a cut-off score to define the threshold between poor
and extremely poor people.

Data collection was conducted with semi-structured interviews that targeted four main
themes: general definition of poverty, deprivations, causes, and opportunities. Texts of
367 interviews of people experiencing poverty were analyzed on the basis of which the most
suitable word-embedding method to classify between poor and extremely poor people was
searched for. Before starting analyses, text data pre-processing operations were conducted,
including tokenization, lemmatization, dependency parsing, and parts-of-speech tagging.
The vocabulary size before pre-processing was 25,013, and after pre-processing, it decreased
to 11,572.

In the paper, classical NLP methods such as Latent Semantic Analysis (LSA) [163],
Term Frequency-Inverse Document Frequency (TF-IDF) [164], word2Vec [165], Global
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Vectors for Word Representation (GloVe) [166], Bidirectional Encoder Representations from
Transformers (BERT) [167], BETO [168] were compared with each other. NLP methods
can be used to extract specific information about what the people think of poverty, what
poverty is for them, what implications does it have in their lives, etc. The main advantage
of such an approach is that specific feelings, typically hidden in other variables, could be
uncovered and grouped into abstract concepts spontaneously expressed by people via
their own language. Word embeddings do not provide representation for sentences or
documents, so different statistical functionals have to be estimated to create models at
a sentence level. Seven statistics were computed to model all words in each document
to obtain a document level representation. Estimating Statistical Features at a Document-
Level (SFDL) (mean value, standard deviation, minimum, maximum, skewness, kurtosis,
and the hundred percentiles of the distribution) from the word embeddings was proposed,
and they are used as inputs to the classifier.

The outcomes of word embedding were analyzed using several statistical descriptors
concatenation as well as creating super-vectors with Gaussian Mixture Models (GMMs).
Before training machine learning models, the dataset was randomly balanced by class.
From 367 interviews, 216 were extremely poor and 151 were poor. In order to create
a balanced corpus with 151 samples per class, 151 samples from the first group were
randomly chosen (a total of 302 documents). The classification of the poverty condition
was conducted using three machine learning classifiers: SVM, XGboost, and RF. Ten-fold
cross-validation was conducted in all experiments. Three metrics were applied to evaluate
models performance: accuracy, specificity, and sensitivity.

In the paper, three experiments were conducted. Counting methods were applied in
the first experiment. TF-IDF was calculated, and the words that did not appear in 99%
of the documents were removed. Next, their outcome was applied by machine learning
classifiers as input data. In the second experiment, a vector representation for each word
in the document was constructed by applying word-embedding methods. In the third
experiment, a Gaussian Mixture Model was applied.

Results indicate that the best model (accuracy-55.2%) was acquired applying the
XGBoost algorithm based on the LSA model. Results of machine learning classifiers were
compared with the Logistic Regression algorithm , and its accuracy was lower (51%).
Interestingly, among experiments, there were different levels of specificity and sensitivity.
The sensitivity was 79.6% in the SVM based on the GloVe model and mean values. Yet
the specificity of 70.6% was gained when applying SVM based on the BERT model. It can be
implied from these two results that poor people can be detected accurately with the GloVe
method, whereas extremely poor people detection can be conducted with the BERT model.

It can be concluded that there is no impact on classification performance, various feature
extraction methods, as well as document-level representation methods. The performance of the
modern methods is almost similar to the classical methods of document-level representation.

5. Discussion

Advances in the AI sphere and data-collection field provided substantial opportunities
in improving different branches of science, including poverty prediction. Thus, this study
was conducted to explore the potential of AI applications in predicting poverty. To our
knowledge, this is the first review that investigates applied AI algorithms and the obtained
results in detail. In this section, an overview of the conducted study is provided and the
obtained results are discussed.

In general, it can be said that there is a tendency in approaching poverty as a mul-
tidimensional phenomenon (see Figure 3). If the number of investigations based on the
monetary approach of poverty prevailed at the beginning of the analyzed time frame, the
situation changed completely starting from 2019, and only a couple of papers per year
used monetary approaches in poverty measurement. One reason of this tendency might
be the countries’ approach in poverty measurement. Now, more and more governments
have introduced new national measurement approaches in poverty analysis, admitting
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that income or expenditure alone are not enough for poverty identification. Apart from
income or expenditure, in order to classify poor individuals, other indicators such as ed-
ucation and health statements are also taken into consideration. This shift in the poverty
approach among governments is reflected in the examined papers, as authors take data
on the number of poor people from governments. Another reason is that with progress
in exploiting different sources of data, scholars attempt to find the variables that explain
poverty, acknowledging the multidimensionality of poverty. It should be admitted that
the multidimensional approach to poverty can more properly reveal the situation of poor
people by analyzing what opportunities they are deprived of, yet monetary approaches
are useful for analyzing the dynamics of household incomes and expenditure, which can
provide more comprehensive insights on the economic conditions of households. It should
be mentioned that, in some papers, there was a mixed approach to poverty: when poor
populations were not only identified based on income but also by taking into consideration
other factors such as housing, education, and health [20], or poverty was calculated as a
composite index that also included monetary aspects such as income or expenditure [101].
Thus, these papers in our study were classified as papers applying multidimensional
approaches to poverty.

Another interesting aspect in the analyzed papers is a trend of non-traditional dataset
usage in predicting poverty. All data used in the papers can be divided into two large
groups: field data and remote sensing data (see Figure 5). The big difference between
them is that field data are data collected via surveys and official government reports whilst
remote data were taken from cosmos using satellites. In accordance with the subject of
collection, field data can be divided into governmental data, data collected by governments
and served as official information, and survey data, which include data collected by
international organisations or independent researchers and cannot serve as the official
position of a country. Remote sensing data, in its turn, also can be divided into two
sub-groups according to the time of collection: nighttime data and day-time data.

Figure 5. Used data in poverty prediction.

Moreover, we analyzed the usage frequency of certain data types (see Figure 6). It can
be seen that more than 35% of the investigated papers relied on official local data in their
analysis. Interestingly, the second most frequently used data types (more than 20%) are
household surveys and nighttime data, which were used in five papers each. It should
be noted that although nighttime is a relatively new data type in poverty predictions, it
became widespread quite fast. Among the top-used three data types, DHS and census data
are also included, which are representatives of traditional datasets, and they were used in
more than 15% of papers.
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Figure 6. Used data in poverty prediction.

Regarding applied AI methods, it can be said that although there were only 22 papers,
among these 22 papers, an overall of 57 AI methods were applied. This illustrates the large
interest of researchers in exploring AI algorithms for application in the poverty sphere.
While analyzing applied AI methods, it can be seen that the undisputed leader was the
RF method, which was applied in 55% of the 22 analyzed papers. One of the reasons of
the popularity of this method might be its high-level automatization, which requires less
human involvement and user’s knowledge [13]. Moreover, it is less sensitive to overfitting
problems and noise, and it also can be useful in managing the multicollinearity problem
and multi-source data [169,170]. The next widely applied algorithm was SVM, which was
utilized in 23% of papers. The decision tree closes the top three methods, and its application
measured four times as much. The top ten applied AI methods are illustrated in Figure 7.
Results of the papers illustrate that AI tools had higher predictive power in comparison
with traditional statistic and econometric models. The strengths of AI tools are that they
have a capacity of integrating different types of datasets, extracting features from the non-
traditional datasets, and handling the multicollinearity problem. Furthermore, the majority
of AI tools require less human involvement and have a higher calculation speed. Moreover,
if using the satellite imagery, poverty can be tracked in real time without interruptions,
whereas when using traditional datasets and methods, poverty was predicted based on
surveys that were conducted several years ago, as conducting surveys is a costly and
time-consuming process. Hence, the application of AI tools can provide an upsurge in
research on poverty predictions.

However, there are several issues that AI tools still cannot settle. For instance, AI
algorithms and econometric models could not manage to overcome the problem of overes-
timation and underestimation in the prediction. Another challenge was the decrease in the
predictive power of the model, which was created for one country but applied in another
country. This means that a universal model of poverty prediction that could be effective
for all countries is still not created. Furthermore, AI methods had poor performance when
predicting poverty over time, so this is also a challenge that should be overcome. In addi-
tion, using AI in underdeveloped countries with no or poor information communication
technology (ICT) infrastructure is a big challenge. Nonetheless, it is expected that the
implementation of AI in these countries is promising for transforming the public services
of poor countries, including the medical sphere [26]. In order to reach this aim, several
political implications are proposed, including the creation of a comprehensive plan for
AI [171] and the usage of cloud technology for data collection and analysis [26]. Moreover,
it was advised that integrating AI technologies into existing governmental systems would
be more effective than creating new systems [26].
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Figure 7. The most popular AI algorithms used for poverty prediction.

In order to illustrate all necessary information about analyzed papers at a glance,
Table 2 was created to highlight and summarize important moments on utilized AI methods
in predicting poverty. In this table, the first column provides a reference for the analyzed
paper, and the second column means the year of the paper’s publication. The“Country”
column provides information with respect to countries, for which poverty prediction was
conducted in the investigated papers. The column labelled “Data” provides information
about used datasets, whereas in the column labelled “Method” provides the names of
applied AI algorithms. The last two columns describe the merits and drawbacks of the
created models.
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Table 2. Poverty prediction in applying AI methods.

Ref. Year Country Data Method Advantage Disadvantage

[14] 2016 Nigeria, Tanzania, Uganda,
Malawi, and Rwanda

High-resolution daytime satellite
imagery and surveys (LSMS and
DHS)

Convolutional Neural Network

Predictions can be made only based on
publicly available data. High overall
power of prediction in spite of a lack of
the daytime imagery’s temporal labels.

Inability to evaluate the model’s
capacity in distinguishing discrepancies
within clusters and predicting changes
in economic wellbeing at certain
locations over time.

[15] 2017 UK (Liverpool)

A very high spatial resolution
(VHR) image (set of land cover
features, spectral features, texture
features, and structure features)
and data from the Department for
Local Communities and Local
Government

Gradient Boost Regressor and
Random Forest

The models proved that satellite imagery
can explain and predict living
environment deprivation. Revealed that
predictive variables for living conditions
are unstable among countries.
The models provided an opportunity of
raw measurement inclusion without
previous transformations. The capacity
of contextual data and correlations
inclusion, which in the formal model
play out over space. The flexibility of
given methods had an added predictive
power in handling non-linear and
complex relationships in data.

Models suffered from the modifiable
areal unit problem [172]. A dramatic
decrease in models’ performance after
applying an honest approach in
comparison the with naïve approach.

[27] 2017 Ghana (Accra city)

Geospatial data, household survey
data (Ghana Living Standards
Survey Round Six),
and population census data (2010
Population and Housing Census)

Random Forest Poverty rates were estimated at the
neighborhood level.

Despite having about 580 variables,
the analysis was conducted with only
20 variables due to a small number of
household observations (820).

[13] 2017
Albania, Ethiopia, Malawi,
Rwanda, Tanzania,
and Uganda

Household data Random Forest Accurate prediction level of the model
within the same year

The years of data collection for analysis
among countries were different and
dissimilar. More prediction errors
among countries that use panel data.
Inaccurate prediction levels of the model
over time.

[42] 2018 Colombia Household survey data and
official data

Fuzzy-set qualitative comparative
analysis

The possibility of analyzing different
combinations of variables that cause or
eradicate poverty

The years of collected attributes for
analysis differed.

[16] 2018 Bolivia, Malaawi, and East
Timor LSMS data and household surveys Stochastic ensemble methods

Gain in poverty accuracy, decrease in
undercoverage rates, and overall
improvement in balanced poverty
accuracy criterion in comparison to
traditional methods

The years of data collection for analysis
among countries were different and
dissimilar. Among countries, variables
were not similar as household
characteristics had some discrepancies.
Stochastic ensemble methods were
inclined to classify non-poor as poor.
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Table 2. Cont.

Ref. Year Country Data Method Advantage Disadvantage

[17] 2018 Malaysia (Johor, Pahang
and Terengganu states)

National Poverty Data Bank
(‘eKasih’)

Naive Bayes, Decision Tree (J48
classifier, based on the C4.5
algorithm), and k-Nearest
Neighbors

Poverty prediction rate was high. Data were imbalanced (5:95 with
prevalence of B40 class).

[18] 2019 China (2,554 counties) DMSP/OLS nighttime light
imagery

Gaussian process with radial basis
function kernel, Stochastic gradient
boosting, Partial least squares
regression for generalized linear
models, Random Forest, Rotation
Forest, support vector machine
(SVM), and Neural network with
feature extraction

Study represented the possibility of
identification of high-poverty counties
using only nighttime light imagery.

Existence of uncertainties in DMSP/OLS
nighttime light imagery.Features used in
this study should be validated in more
study fields.

[65] 2019 Bangladesh and Nepal

Household survey (DHS),
nighttime light, Google images
(structure and texture features),
road map, land cover map,
and division headquarter location
data.

Random Forest Regression

The study illustrated that relatively
accurate prediction can be made using
multiple sources of environmental data.
Model is replicable in different
geographical context.

Existence of multicollinearity issue
between independent variables.
Overestimation of low wealth index
values and underestimation of high
wealth index values

[70] 2020 Malaysia
National Poverty Data Bank
(‘eKasih’) and data from
Malaysian Government

Random Forest and Decision tree
(J48)

High prediction accuracy level of the
models. Reducing processing time for
poverty prediction by decreasing the
number of features via the feature
selection procedure.

Features for analysis were selected based
on the literature review and not selected
according to their relationship
with poverty.

[74] 2020 India and USA NSS income data

Neuroscale, Locally Linear
Embedding, Isomap, Curvilinear
Component Analysis, and Principal
Component Analysis

Model is replicable in another country.
The possibility of information
preservation was illustrated when using
dimension reduction tool.

The lack of detailed statistical
error measures.

[86] 2020 China (Guangzhou)

Nighttime light image,
Landsat 8 image, census data,
points of interest, and housing
rent data

Random Forest

A new method of urban poverty
evaluation was created using
multi-source data. Model can classify
into the high level more communities
with akin attributes. It can predict better
poverty in regions with mediocre
economic development and
environmental quality. Proposed model
can be updated more conveniently using
big data to provide up-to-date
information on urban poverty.

The model might misjudge individual
communities with big differences in
external and internal quality.
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Table 2. Cont.

Ref. Year Country Data Method Advantage Disadvantage

[22] 2020 Indonesia (Java Island)
E-commerce data from goods
advertisements’ platform and data
from BPS—Statistics Indonesia

Deep neural network and Support
vector regression

The study illustrated that e-commerce
data can serve as a proxy in poverty
prediction in the city-level.

E-commerce data are difficult to obtain
due to confidentiality in its utilization.
Prediction errors might increase in poor
cities due to the low number
of transactions.

[101] 2021 China (Dian-Gui-Qian area)

Official state publications,
accessibility to cities, average
nighttime light, SRTM/DEM, land
cover, and natural disaster data

Multiple linear regression,
Bidirectional recurrent neural
network, Generalized additive
model, support vector machine,
MARS,F, XGBoost, and Cubist

The model can predict poverty in
regions with difficult socioeconomic and
natural conditions. All data can be
updated easily and obtained freely.

NPP/VIIRS does not have a very high
spatial resolution, which leads to the
ineffective reflection of the spatial details
in patterns of human activity.

[103] 2021
China
(Yunnan-Guangxi-Guizhou
Rocky desertification area )

Nighttime data and
socioeconomic statistical data

Decision Trees, Discriminant
Analysis, Logistic Regression
Classifiers, Naive Bayes Classifiers,
SVM, Nearest Neighbour Classifiers,
Ensemble Classifiers, Linear
Regression Models, Regression
Trees, Gaussian Process Regression
Models, and Ensembles of Trees

The ability of the model to map poverty
using nighttime lights in deprived areas.

There are discrepancies in identifying
non-poverty counties between the
model outcome and official poverty
incidence data. Existence of errors due
to various lighting habits of population.

[109] 2021 China

Data of archived card, data of visit,
data of agricultural cloud project,
data of education, and health and
sanitation departments

DBSCAN, CDBSCAN, FSDBSCAN,
and NARDBSCAN

Model provides the intelligent
identification of poor households and
matching of assistance measures with
high accuracy levels, which can decrease
labor costs when collecting this
information manually. The analysis
speed of the model was high in
comparison with other models

In the study, the cluster effect is
imperfect when the datsets’ dimension
is very high.

[114] 2021 China (Jiangxia and
Huangpi Districts, Wuhan)

Google Earth imagery, land cover
dataset, administrative division
boundary, population census,
and poor population statistics of
neighborhood and village
committee

Random Forest, Gaussian Process
Regression, Support Vector
Regression, and Neural Network

Created model for urban poverty
identification using only high-resolution
satellite imagery

Using relatively low-resolution imagery.
The possibility of omitting other urban
poverty attributes.
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Table 2. Cont.

Ref. Year Country Data Method Advantage Disadvantage

[121] 2021

Bangladesh, Ethiopia,
Ghana, Guatemala,
Honduras, Kenya, Mali,
Nepal, Nigeria, Senegal,
and Uganda

Survey data (DHS or Advancing
Research on Nutrition and
Agriculture (ARENA)), physical
geography covariates, food price
data, solar-induced chlorophyll
fluorescence data, land surface
temperature data, precipitation
data, and conflict data

Random Forest and Multivariate
(Mahalanobis) Random Forest

In poverty prediction models applying
AI, for the first time, solar-induced
chlorophyll fluorescence data were used.
The model illustrates the potential of AI
tools and big data in providing
humanitarian programming and
development.

The performance of the model was poor
at the individual surveys level.

[134] 2021 Kyrgyzstan Household survey (DHS) XGBoost
A precise poverty prediction model with
high accuracy was constructed using
only survey data

The lack of updated data. The possibility
of existence better AI models in poverty
prediction of Kyrgyzstan.

[9] 2021 Jordan Household expenditure and
income survey data

Logistic regression, Ridge
regression, Stochastic gradient
descent, Passive aggressive,
K-nearest neighbors, Decision tree,
Extra tree, Support vector machine,
Naive Bayes, AdaBoost, Bagged
decision trees, RF, Extra trees,
Gradient boosting machine, Light
GBM, and scalable tree boosting
system

Created a unique poverty prediction
model for Jordan via AI algorithms.

Data were imbalanced with only 13.9%
poor households.

[20] 2022 China (Yunyang County)

High-resolution imagery, Open
Street Map, point-of-interest,
digital surface model data,
and census data

Random Forest
Model for poverty prediction at the
village level using multi-source data was
constructed

Model only can classify the village into
one of the three categories without
identifying specific poverty incidence.
Prediction accuracy is not high enough
for explaining the relationship between
poverty and variables.

[7] 2022 Colombia (Medelĺın city) Semi-structured interviews

Latent Semantic Analysis, Term
Frequency-Inverse Document
Frequency, word2Vec, Global
Vectors for Word Representation,
Bidirectional Encoder
Representations from Transformers,
BETO, Gaussian Mixture Models,
Support vector machine, XGboost,
and Random Forest

First time in research, the feelings of
people about poverty were included as
variable in the poverty prediction
analysis

The absence of a clear distinction
between poor and extremely poor
people. Small corpus size of analysis.
Vectors were pre-trained in general
databases and not in specific semantic
fields.
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6. Conclusions and Future Scope

Poverty is a big concern of different governments and international organisations.
Globally, great efforts are invested in combatting this issue. As an example, the United
Nations developed Sustainable Development Goals, where the first Goal was determined
as the following: “End poverty in all its forms everywhere”. Countries all over the world
commenced adopting this goal into their national development strategies, which led to the
increase in interest in poverty phenomena. If a government aims at reducing poverty, first of
all, poverty should be estimated precisely and its drivers should be identified. In this regard,
different methods have been applied, including AI tools. Although the implementation
of AI methods into poverty prediction started from recent times, substantial progress in
this field can be observed. The AI has opened the gates of big data for poverty prediction.
Previously, AI application researchers were limited only to official and survey data (which
in our paper were categorized as “field data”); now, with the help of AI, they can utilize
and analyze any form of data, including remote sensing data.

As AI is still relatively new application in poverty prediction, until this time, to the
best of our knowledge, a review on modern AI applications in poverty prediction has
not been conducted. Thus, in order to fill this gap, we provided a comprehensive study
that provides the big picture of the state-of-the-art methods in the field. In this paper,
we analyzed 22 papers published in the time frame between 2016 and March 2022 in
the journals indexed in Web of Science and/or Scopus databases. All these papers were
dedicated to poverty prediction via applying AI methods.

In this paper, a systematic bibliometric literature review was provided, and poverty
prediction models were categorized with respect to poverty measurement approaches;
moreover, advantages and disadvantages of the methods were discussed. Furthermore,
the classification of datasets was also conducted.

While analyzing the progress of AI applications, it is interesting to note that at the
beginning, scholars were using AI techniques with caution by comparing their results with
econometric models and attempting to identify whether AI tools can be utilized in the
poverty prediction sphere. After gaining evidence of the out-performance of AI techniques
over econometrics one, researchers became more confident and started applying various
AI methods and compared their outcomes with each other. Thus, in our paper, the number
of methods exceeded the number of papers more than twice. Overall, 57 AI methods were
applied in these papers. It should be mentioned that the most popular method was random
forest, which was applied in more than a half of all papers.

Moreover, AI tools were applied also for feature selection, when more variables
explaining poverty were identified. It should be noted that, generally, models created by
using variables that were chosen by AI techniques had better performances in comparison
with models using variables chosen via econometric tools or no variable selection.

In predicting poverty, different datasets were used. In this paper, we classified these
datasets in accordance with the source of data creation: whether these data were field data
or remote sensing data. With the application of AI tools, the extraction of features from
remote sensing data has become possible, and more and more researchers started using
such forms of non-traditional datasets for poverty prediction.

In summary, the following are the major contributions of this study:

1. Providing systematic bibliometric literature reviews;
2. Categorizing poverty prediction models in accordance with poverty measurement

approaches;
3. Discussing and comparing advantages and disadvantages of models;
4. Discussing existing challenges and opening gates for future research ideas.

One of the limitations of this work is the impossibility of performance comparisons
between all applied methods, as different evaluation techniques were applied for analyzing
the performance of their models in different papers. For future investigations, creating a
standard universal assessment criteria for analyzing the performance of all AI algorithms
would be a useful direction. Another direction for future research is the application of
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swarm algorithms in poverty prediction, which has not been applied yet. Finally, from the
analyzed papers, it is observed that the area of AI applications in poverty prediction is
mainly from African and Southasian countries. Thus, extending the area of research to
other countries, conducting similar investigations with other countries, and comparing
results will be useful for understanding poverty and its drivers.
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