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Abstract: Longer-term projections indicate that today’s developing and rising nations will account
for roughly 60% of the global GDP by 2030. There is tremendous financial growth and advancement
in developing countries, resulting in a high demand for personal loans from citizens. Depending on
their needs, many people seek personal loans from banks. However, it is difficult for banks to predict
which consumers will pay their bills and which will not since the number of bank frauds in many
countries, notably India, is growing. According to the Reserve Bank of India, the Indian banking
industry uncovered INR 71,500 in the scam in the fiscal year 2018–2019. The average lag time between
the date of the occurrence and its recognition by banks, according to the statistics, was 22 months.
This is despite harsher warnings from both the RBI and the government, particularly in the aftermath
of the Nirav Modi debacle. To overcome this issue, we demonstrated how to create a predictive loan
model that identifies problematic candidates who are considerably more likely to pay the money
back. In step-by-step methods, we illustrated how to handle raw data, remove unneeded portions,
choose appropriate features, gather exploratory statistics, and finally how to construct a model. In
this work, we created supervised learning models such as decision tree (DT), random forest (RF),
and k-nearest neighbor (KNN). According to the classification report, the models with the highest
accuracy score, f-score, precision, and recall are considered the best among all models. However, in
this work, our primary aim was to reduce the false-positive parameter in the classification models’
confusion matrix to reduce the banks’ non-performing assets (NPA), which is helpful to the banking
sector. The data were graphed to help bankers better understand the customer’s behavior. Thus,
using the same method, client loyalty may also be anticipated.

Keywords: financial crime; outlier detection; fraud prediction; credit card fraud; non-performing
assets; machine learning

1. Introduction

Machine learning (ML) is one of the most exciting recent technologies. It is a rapidly
growing area of data science that deals with machines that learn from their experiences.
One such challenge is to assist with making predictions for financial data [1]. In other
words, ML is related to computer applications that automatically enhance their overall
performance through experiences [2]. It has the potential to develop systems that can
automatically adapt and customize themselves to individual users.
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Due to the enormous amount of data that organizations have access to and to the
expansion of hardware capability, machine learning approaches have improved in strength
and efficiency in regard to handling more challenges in our society. The detection of
credit card (CC) applications (fraudulent applications) and transaction fraud uses a variety
of machine learning and data mining techniques. These include the Bayesian network,
decision tree (DT), support vector machine (SVM), k-nearest neighbor (KNN), neural
network, hidden Markov model (HMM), artificial immune systems (AIS), and a self-
organizing map (SOM).

A fraud control mechanism’s main objective is to keep sophisticated technology safe
against fraud by avoiding it in the first place. Nevertheless, this approach is insufficient
to avoid fraud. It is frequently advised to use fraud detection to increase the security of
technical systems. As fraudulent transactions take place in the system, CC fraud detec-
tion finds them, detects them, and notifies the system administrator. This sensitive and
fascinating procedure necessitates accurate identification and detection capabilities. It can
be difficult for a machine or system to recognize CC fraud. A system must be thoroughly
trained with appropriate data in order to successfully complete the fraudulent detection
procedure. Machine learning is the process of a system or machine learning through statis-
tical approaches such as clustering, regression, and classification. The following factors led
to our decision to use machine learning-based algorithms for detecting fraud:

• It detects frauds without fail;
• It can conduct real-time streaming;
• It requires less time for authentication procedures;
• It can identify hidden connections in data.

The loan is a vital product of the banking system. All banks are searching for powerful
commercial strategies to influence customers to use their loans. There are some customers
that behave negatively after their application form is approved. To handle these type of
customers, banks have to develop techniques to predict their behaviors. For this purpose,
ML algorithms have an excellent performance and are widely utilized by the banking.

Supervised learning methods concentrate on exploring different past transactions,
which are reported by the cardholder or CC company, to predict whether any new trans-
action is fraudulent or not. This method needs a dataset that has been divided between
fraud and non-fraud observations. Unsupervised learning methods require an organization
of unlabeled data into similarity groups called clusters. They operate under the premise
that anomalies represent fraudulent transactions. Clustering makes it possible to identify
various data distributions for which various predictive models should be applied.

Semi-supervised ones combine the prior strategies to benefit from recalling previous
fraudulent transactions and utilizing unsupervised techniques to identify future fraudulent
transaction patterns. To identify fraudulent CC transactions, a hybrid technique that
integrates many ML techniques, such as SVM, MLP, random forest regression, autoencoder,
and isolation forest, can be used.

Our work has made the following significant contributions.

• The fraud detection team’s heavy workload of data processing is eliminated by ma-
chine learning. The findings aided the team’s research, insights, and reporting.

• The following ML methods were built and evaluated:
• SVM, KNN, DT, NB, and LR.

Using fresh data retrieved from the form, banks may discover the default behavior
of consumers and anticipate whether a person would commit fraud or not. Appendix A
contains lists all the abbreviations used in our manuscript.

The rest of the paper is organized as follows: Section 2 discusses the related work.
In Section 3, we discuss the methodology, and Section 4 contains results and discussion.
Section 5 contains the conclusion of the proposed work. The last section contains the future
direction of the proposed work.
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2. Related Work

In our paper, we resolved this problem by the method of loan default prediction with
ML algorithms [3]. In the banking and financial sectors, loan prediction is a popular issue.
Credit rating has become a critical component in today’s competitive economic system.
Recent advances in data science and artificial intelligence have heightened academic interest.
It currently focuses on credit risk assessment and loan forecast. The increasing loan demand
needs better credit scoring and loan prediction algorithms [4]. Decades of research have
gone into determining individual credit ratings. Experts were employed in the past and
models rely on expert judgements, but, currently, the emphasis is on automation. For credit
rating and risk assessment, ML algorithms and neural networks are being used [5,6]. This
topic has seen several notable successes, setting the path for future studies.

The paper [7,8] looked at a range of approaches, including SVMs, KNNs, artificial
neural networks (ANN), logistic regression (LR), ANN with stochastic gradient (SGD),
boosting, RF, naive Bayes (NB), and others, and concluded that there is not one best method
for all. The authors examined credit ratings for home loans and came to the following
conclusions [9]: credit applications that do not meet standards are usually denied owing to
default risk.

Low-income applicants have a higher chance of being accepted and repaying their
loans on time. The author of [10] employed an ML-DT classification approach to build
their model, and some authors have followed a distributed tree method [11,12]. This was
followed by exploratory data analysis, missing value imputation, and finally developing
a model and evaluating it [4,9]. Using a public test, the authors achieved an accuracy of
81%. With a data partition of 90:10, the maximum precision was 78.08% precision and
96.4% recall. The 80:20 split was picked as the best because of its high accuracy and recall
value [13].

The authors of [14] used exploratory data analysis in their work. The major goal of
the paper was to categorize and evaluate loan applicants. Using seven graphs, the authors
found that the majority of loan applicants favored short-term loans. Based on the article’s
benchmarking models, the authors of [15] claimed that SVMs can outperform LR and
RF [16]. Using the models LR, RF, GB, etc., they also illustrated the need of data quality
checks, such as data analysis and cleaning, prior to modelling. According to the paper, the
algorithm and feature selection are two significant variables to consider when granting a
loan. The authors used data mining techniques to create a model for predicting loan risk in
their paper [17]; they used three algorithms, namely J48, NB, and Bayes net. J48 was rated
the best algorithm for the challenge because of its high accuracy (78.37%) and low mean
absolute error (0.34). Aditi Kacheria et al. used NB modelling for their model. They used
KNN and binning to increase data quality and classification accuracy. The missing data
were handled using KNN, and the abnormalities were eliminated by binning. According
to their research, most local banks in the Czech and Slovak Republics adopt logit-based
models [18,19]. Other approaches, such as CART or neural networks, are commonly used
to help choose variables and evaluate model quality. Less or no application of the KNN
approach is concluded by the authors. In his work [18], Yu Li compared the XGBoost
technique to logistic regression. It offers better model discrimination and model stability
than an LR model, as the article claims. In today’s scenario, when data are large, we can
apply big data techniques to identify key persons [20] for fraud detection. Before that, we
can apply an ensemble of clustering approaches for the faster detection of outliers [21–25].

Datasets for credit cards include transactional details such account numbers, card
types, types of purchases, locations and times of transactions, client names, merchant codes,
transaction sizes, etc. Several researchers utilized these data as a variable to decide if the
transaction was legal or fraudulent or to spot outliers that required further examination.
To identify behavioral fraud, Bolton and Hand [26] developed two clustering techniques:
peer group analysis and break-point analysis. Peer group analysis was used by Weston
et al. [27] to identify outliers and questionable transactions in real CC transaction data.
Scatter search and genetic algorithms were used by Duman and Ozcelik [28] to reduce the
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number of transactions that were incorrectly categorized. Genetic programming was also
used by Ramakalyani and Umadevi [29] to identify fraudulent card transactions. In order
to create fuzzy logic rules, Bentley et al. [30–35] introduced a fuzzy Darwinian detection
model based on genetic programming.

Using an HMM first trained with the cardholder’s typical behavior, Srivastava et al. [36]
analyzed a series of CC transactions and demonstrated how the model may be applied to the
identification of fraud. With the same goal in mind, Esakkiraj and Chidambaram [37] and
Mishra et al. [38] used HMM in other investigations. Brabazon et al. [39] and Wong et al. [40]
examined artificial immune systems for the identification of fraudulent transactions, mim-
icking the immune system’s capacity to distinguish between the self and non-self. Associa-
tion rules were utilized by Sánchez et al. [41] to gather information regarding fraudulent
and illegal card transactions.

A cost-sensitive DT strategy for fraud detection was put forth by Sahin et al. [42]. For
the purpose of detecting CC fraud, Bahnsen et al. [43] suggested a cost-sensitive method
based on Bayes minimum risk. The best method for spotting fraud tendencies, according to
Pasarica [44], is to classify data using a support vector machine and a Gaussian kernel. Sahin
and Duman [45] compared decision trees and support vector machine approaches using
the three algorithms CART, C5.0, and CHAID. They found that decision trees, particularly
the CART algorithm, performed better than support vector machine techniques. For
the purpose of identifying fraud, Ganji and Mannem [46] devised a data stream outlier
identification technique based on reverse KNN.

Hormozi et al. [47] presentation of a CC fraud detection system utilized the Hadoop
and MapReduce architecture in conjunction with the negative selection method, one of the
artificial immune system techniques. A real-time CC fraud detection model was created
by Quah and Sriganesh [48] utilizing self-organizing maps to separate fraudulent activity
from typical behavioral patterns. Kundu et al. [49] used a hybridization of the BLAST
and SSAHA algorithms as a profile analyst and a deviation analyzer for CC fraud. An
adaptive system for detecting CC fraud was created by Sherly and Nedunchezhian [50]
utilizing the Bootstrapped Optimistic Algorithm for Tree building (BOAT). VFDT, a sort of
online decision tree invented by Minegishi and Niimi [51], was used to identify fraudulent
credit card use. Active learning techniques used to categorize credit card fraud transactions
were introduced by Carcillo et al. [52]. The performance and detection accuracies of these
techniques were examined by the authors.

Numerous studies [53,54] concentrated on neural network applications for CC fraud
detection. Ogwueleka [55] employed an ANN with a rule-based component, whereas Pati-
dar and Sharma [56] used an ANN tuned using genetic algorithms. Various studies mixed a
neural network with other techniques. Fuzzy neural networks were established on parallel
machines by Syeda et al. [57] with the aim of accelerating rule generation for customer-
specific CC fraud detection. On the basis of real-world financial data, Maes et al. [58]
comparison of artificial neural networks and Bayesian belief networks revealed that the
latter can identify 8% more fraudulent transactions. Transaction aggregation was intro-
duced by Whitrow et al. [59], and its usefulness was demonstrated. Additionally, they
demonstrated that random forests outperform alternative techniques, including KNN, LR,
and SVM.

In a comparison study involving LR, SVM, and RF, Bhattacharyya et al. [60] found that
RF performed better than the other two techniques. The CART algorithm outperformed the
competition, according to Subashini and Chitra [61], who compared DT (CART and C5.0),
SVM with polynomial kernels, LR, and Bayesian belief networks. Using a simple linear
discriminant analysis for CC identification for the first time, Mahmoudi and Duman [62]
recently proposed a modified Fisher discriminant function and updated it to be more
sensitive to false negatives.

A framework for detecting CC fraud using ML algorithms was presented by
Tanouz et al. [63]. The performance of the suggested strategies was evaluated in this study
by the authors using the dataset of European cardholders. In addition, the authors adopted
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an under-sampling strategy to address the problem of class imbalance that existed in the
dataset used. The RF and LR are two ML techniques taken into consideration in this paper.
The primary performance metric employed by the researchers was accuracy. The findings
showed that the RF method had a 91.24% accuracy rate for fraud detection. The accuracy
of the LR technique, in contrast, was 95.16%. The confusion matrix was also calculated
by the authors to determine if these suggested strategies worked best for the positive and
negative classes. The findings indicated that further research is needed to address the issue
of class imbalance that exists in the dataset of European CC holders.

Numerous studies have put forth various solutions to the problem of the imbalanced
class in CC fraud detection. In order to remove extreme outliers from minority class data,
Padmaja et al. [64] suggested a fraud detection method employing k-reverse nearest neighbor
(KRNN) [65–72]. Second, hybrid resampling—under sampling the majority class and
oversampling the minority class—was applied to the dataset. Several classifiers, including
the NB, C4.5 DT, and KNN classifiers, were trained using the resampled data [73–81].

Using pattern recognition algorithms, the authors of article [82] were able to dis-
tinguish between several brands of distilled spirits (PCA and ANN). In this study, we
compared the recognition success rates of many popular algorithms. The back propagation
neural network (BPNN) has the highest accuracy in recognition. However, the BPNN’s
poor convergence speed makes it vulnerable to entering a local minimum. To counteract the
BPNN’s drawback, a more disordered variant was tested. When compared to the BPNN,
the chaotic BPNN has a convergence speed that is 75.5 times faster.

The dynamic state estimate of generators under cyber-attacks is the focus of the
paper [83]. After modelling attacks and incorporating them into the DSE of generators, we
used the RCKF algorithm to estimate the dynamic states of the generators while they are
under attack from cyber actors of varying sophistication. This is the first study looking into
the DSE of generators when under cyber-attack, according to the authors. The following
inferences can be made from the test results on the two IEEE test systems. The RCKF has
two main advantages over the CKF: (1) It can execute DSE on generators even when cyber
assaults are present; (2) it has superior filtering capabilities. (3) If a DSE method such as
CKF is not prepared to deal with cyber threats, its estimation performance may suffer
greatly. Table 1 contains a comparison of related works on fraud detection.

Table 1. Comparison of related works on fraud detection.

S. No. Ref. Methodology Dataset Used Result

1 [22] GAN Set of numbers included 492 suspect
instances and 284,315 legitimate ones.

99.1 (Area Under ROC (AUROC))
99.3 (Average Precision (AP))

2 [31] CNN CDR data collected from a real mobile
network operator. 82% (Accuracy)

3 [32] CNN A commercial bank’s actual dataset,
featuring 5 million B2C transactions.

91% (Precision)
94% (Recall)

4 [33] Autoencoder Statlog (German credit data) data set. 84.1 (Accuracy)

5 [34] Autoencoder
Dataset A from SAP ERP has 307,457

journal entries, while Dataset B
includes 172,990 journal entries.

32.93 ((Dataset A) f1-score)
16.95 ((Dataset B) f1-score)

6 [35] Autoencoder

Collection of data pertaining to the
use of credit cards.

A supplementary data collection of
users’ responses to advertisements.

When compared to single and
variational autoencoders, stacked
autoencoders performed better.
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Table 1. Cont.

S. No. Ref. Methodology Dataset Used Result

7 [65] Autoencoder

Statistical information from Europe.
As a testing dataset, we employed 490
fraud and 490 legitimate transactions,
whereas the training dataset had 700

authentic transactions.

89% (accuracy)

8 [66]

Combination of an
autoencoder and a

restricted Boltzmann
machine.

A database with 1000 transactions in
German. There are 690 deals in the

Australian data collection. There is a
total of 284,807 deals in the

European dataset.

0.9603 (AUC’s score based on AE)
0.9505 (AUC’s score based on RBM for

European Dataset)

9 [67] RNN
Data collected from UnionPay

transactions during a
three-month period.

Effectiveness is high despite the
unbalanced nature of the data.

10 [68] Random forest and
LSTM-RNN.

Exact credit card transactions made
between March and May of 2015 were

collected in this dataset.
For offline transactions, LSTM excels.

11 [69] GAN Set of numbers included 492 suspect
instances and 284,315 legitimate ones.

With a slight increase in false
positives, sensitivity has increased.

12 [73] Deep neural network
284,807 transactions conducted by

European cardholders in 2013 were
included in this data collection.

96.34% (accuracy) 94.06% (recall)

13 [74] Deep neural network
Dataset containing more than 900
million between January 2014 and

June 2015.

The value detection rate (VDR), the
true false positive ratio (TFPR), and
AROC (area of receiver operating

characteristic) for March, April, and
May 2015) were provided.

14 [75]

Neural network
training in BP was

improved using the
whale method.

Dataset containing 284,315 genuine
transactions and 492 fraud cases. 98.04% (F-Measure)

15 [76] LSTM-RNN, CNN
A dataset produced by a Brokerage
firm. 1000 samples for training with

250 attributes.

0.8 (F1 score for CNN) 0.91 (F1 score
for LSTM-RNN)

16 [77] LSTM-RNN, CNN Statlog (German credit data) data set. 0.8 (F1 score for CNN) 0.92 (F1 score
for LSTM-RNN)

3. Methodology

This research was based on the examination of bank loan data obtained through
Lending Club, an online banking platform that enables borrowers to obtain loans from
willing investors at a lower interest rate. The source of the dataset is real and public,
and one can find it at https://www.kaggle.com/datasets/wordsforthewise/lending-club
(accessed on 17 June 2021). This platform is a type of marketplace where it helps to match
the borrowers with the investors by originating peer-to-peer connection. The aim of this
research was to identify the bad loan applicants who are applying for the loans. We used
the Python language and its libraries on the Jupyter Notebook, which is an open-source
platform, and it is so convenient to use and has a higher performance as well. In this paper,
we compare the accuracy of different algorithms and developed a system that can perform
the early prediction of customers’ behaviors with a higher accuracy and f-score as well.
The main motive of our research was to minimize the false-positive parameter, i.e., Type-1
error and, depending on the accuracy, f-score, and false-positive parameters. We chose the
algorithm that performed the best for predicting whether the customer was able to pay

https://www.kaggle.com/datasets/wordsforthewise/lending-club
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the loan or not. In this way, banks can find the default behaviors in the sooner degree and
conduct the corresponding actions to minimize the feasible loss.

Our proposed system is mentioned in Figure 1 in the form of a model diagram. Figure 1
indicates the flow of the research carried out in building the model. The inputs to our
algorithms are the numeric features that we developed based on the financial record data.
To predict the customer’s behavior, we used all major supervised learning algorithms, i.e.,
DT, NB, RF, KNN, LR, and SVM. We built a model and then compared the accuracy, f-score,
and false positive parameters of these algorithms. After training the model, we evaluated
these models using the test data on the basis of the classification report, confusion matrix,
and accuracy score. After that, we predicted whether a person would conduct fraud or not
using the classification report and accuracy score. The machine learning algorithms used in
this paper are described below.
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3.1. Logistic Regression

Classification issues are solved using the supervised learning approach known as
logistic regression. In classification issues, dependent variables are discrete or binary
numbers, such as 0 or 1. The algorithm for logistic regression uses categorical variables
such as 0 or 1, Yes or No, True or False, spam or not spam, etc. It uses probability as the basis
for its predictive analytic technique. Although it is a form of regression, logistic regression
differs from the linear regression algorithm in terms of how it is applied. A sophisticated
cost function called the logistic or sigmoid function is used in logistic regression. To model
the data in logistic regression, this sigmoid function is employed. This is a representation
of the function:

f(x) =
1

1 + e−x

where f(x) = output between the 0 and 1 value, x = input to the function, and e = base of
natural logarithm.

To compute the computational complexities of different ML models, we took the fol-
lowing assumptions: n = number of training examples, m = number of features,
n′ = number of support vectors, k = number of neighbors, and k′ = number of trees.

Computational complexities of logistic regression are:

• Train time complexity = O(n ×m)
• Test time complexity = O(m)
• Space complexity = O(m)

3.2. Support Vector Machine

SVM is a tool for both classification and regression issues. However, it is largely
employed in machine learning classification issues. The SVM algorithm’s objective is to
establish the best line or decision boundary that can divide n-dimensional space into classes,
allowing us to quickly classify fresh data points in the future. A hyperplane is the name
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given to this optimal decision boundary. SVM selects the extreme vectors and points that
aid in the creation of the hyperplane. Support vectors, which are used to represent these
extreme instances, form the basis for the SVM method. Computational complexities of
support vector machines are:

• Train time complexity = O(n2)
• Test time complexity = O(n′ ×m)
• Space complexity = O(n ×m)

3.3. Decision Tree

Decision trees are a sort of supervised machine learning in which the training data
are continually segmented based on a particular parameter, with you describing the input
and the associated output. Decision nodes and leaves are the two components that can be
used to explain the tree. The choices or results are represented by the leaves. The data are
divided at the decision nodes. Computational complexities of decision trees are:

• Train time complexity = O(n × log(n) ×m)
• Test time complexity = O(m)
• Space complexity = O(depth of tree)

3.4. Random Forest

With the use of the training dataset, it produces decision trees with various levels. The
data for the decision tree are used to construct the training data and testing data, in which
a method known as “ensemble” is used to combine various models to produce the output.
Computational complexities of random forest are:

• Train time complexity = O(k’ × n × log(n) ×m)
• Test time complexity = O(m × k’)
• Space complexity = O(k’ × depth of tree)

3.5. K-Nearest Neighbor

K-nearest neighbor is a machine learning approach for classification and regression
that is based on statistics. K-nearest training samples are the input for KNN classification,
while class membership is the result. K is a positive integer that is typically small in KNN.

The following are the stages involved with KNN:

1. Data loading.
2. Initialization of the K value.
3. To obtain the predicted class, iteration from 1 to the total number of data points of

training data.

(i) Calculating the distance between training data (each row) and test data. Different
metrics for measuring distance are available, including Euclidean, Manhattan, Chebyshev,
and cosine.

(ii) Distance values will determine how the calculated distances are arranged in
order (ascending).

(iii) From the sorted array, one can obtain the top k rows.
(iv) From these rows, the most common class may be found.
(v) The predicted class is attained.
Computational complexities of KNN are:

• Train time complexity = O(k × n ×m)
• Test time complexity = O(n ×m)
• Space complexity = O(n ×m)

3.6. Naive Bayes

The concept of conditional probability is the foundation of the naive Bayes algorithm.
The idea behind conditional probability is to calculate the likelihood of an event occurring
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given the occurrence of another event. The algorithm’s job is to evaluate the evidence,
decide which class each thing is most likely to belong to, and then assign each one of those
labels. Predictive probability models use the idea of a conditional probability distribution
P (Y|X), from which Y can be predicted from X. The Bayes rule is defined as

P(A|B) = P(B|A)P(A)

P(B)

Computational complexities of naive Bayes are:

• Training time complexity = O(n ×m)
• Test time complexity = O(m)

The classification report assesses the predictions of an algorithm, i.e., how accurate
the forecasts were. True positives (TP), false positives (FP), true negatives (TN), and false
negatives (FN) forecast the metrics of a categorization report.

Precision = TP/(TP + FP). (1)

Precision is intuitively the ability of the grader not to label a negative sample as
positive.

Recall = TP/(TP + FN). (2)

Recall is intuitively the ability of the grader to locate all positive samples.

• The F-beta score can be conceptualized as a weighted harmonic mean of recall and
precision, where TP is the number of true positives, and the best and worst values are
1 and 0, respectively.

• CM is a performance metric for ML classification tasks with two or more output classes.
In Table 2, there are four distinct projections and actual values.

Table 2. Confusion matrix (CM).

Predicted Positive Predicted Negative

Actual positive TP FN
Actual negative FP TN

• The accuracy score is calculated by dividing the total number of input samples by
the number of accurate predictions. The model with the highest accuracy score
outperforms the others. It only works when there are an equal number of samples in
each class.

We have also used the CAP curve to visualize all the six classification models for more
analysis and better understanding.

CAP stands for cumulative accuracy profile. The CAP curve is used to visualize a
model’s discriminative power. The larger the area covered between the random model (aR)
and perfect model (aP) line is, the better the model compared to the other models.

4. Results and Discussion

The dataset of the Lending Club that we took from the website was firstly analyzed
using the Pandas Dataframe. This gave the detailed information of the datasets, such as
their size, types, feature information, etc. The details of the dataset that we used here are
shown in Table 3. For the visualization of the data, we conducted an exploratory data
analysis to obtain information about the correlation between the features of the datasets.
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Table 3. Data of the loan borrowers.

Credit
Policy

Log
Annual.Inc.

Days.with.
Cr.Line Purpose Int.Rate Installment Dti Fico Revol.Bal Revol.Util

1 debtconsolidation 0.12 829.1 11.35 19.48 737 5639.96 28,854 52.1

1 creditcard 0.11 228.22 11.08 14.29 707 2760 33,623 76.7

1 debtconsolidation 0.14 366.86 10.37 11.63 682 4710 3511 25.6

1 debtconsolidation 0.1 162.34 11.35 8.1 712 2699.96 33,667 73.2

1 creditcard 0.14 102.92 11.29 14.97 667 4066 4740 39.5

1 creditcard 0.07 125.13 11.9 16.98 727 6120.04 50,807 51

1 debtconsolidation 0.15 194.02 10.71 4 667 3180.04 3839 76.8

1 allother 0.1 131.22 11 11.08 722 5116 24,220 68.6

1 homeimprovement 0.11 87.19 11.4 17.25 682 3989 69,909 51.1

1 debtconsolidation 0.12 84.12 10.2 10 707 2730.04 5630 23

1 debtconsolidation 0.13 360.43 10.43 22.09 677 6713.04 13,846 71

1 debtconsolidation 0.13 253.58 11.83 9.16 662 4298 5122 18.2

1 debtconsolidation 0.08 316.11 10.9 15.49 767 6519.95 6068 16.7

1 smallbusiness 0.071 92.82 11.5 6.5 747 4384 3021 4.8

In this work, decision tree regressor was chosen as the behavioral model. The int.rate
installment was considered the behavioral variable.

A credit card issuer may take note, for instance, of a cardholder’s change from budget
to upscale retailers over the course of the previous six months. A delay in payment of
the interest rate installment could be a sign that the credit card holder may perform fraud
in the near future. Further information, such as whether or not the cardholder has made
late payments or is only making the minimum payment, is considered by the card issuer
to further narrow down the alternatives and build a more accurate risk profile. A higher
likelihood of bankruptcy is associated with payment delays.

We built a correlation matrix to see if there are any strong correlations between different
variables in our dataset. This tells us whether we need to remove some features of our
dataset. It also shows which features are important for the overall classification. For this,
we used the seaborn library for SNS heatmap, which turned our correlation matrix into a
very nice visual display that is easy to read.

In Table 4, the analysis of features is shown. For 9578 rows, the minimum interest rate
was 7.2% and the max was 14.53%.

Table 4. Description of load data.

Data Credit
Policy

Log
Annual.Inc

Days.with
Cr.Line Int.Rate Installment Dti Fico Revol.Bal Revol.Util

Count 9578 9578 9578 9578 9578 9578 9578 9578 9578

mean 0.8 0.12 319.08 10.9 12.6 710.8 4560.7 16,913 46.8

std 0.39 0.026 207.07 0.61 6.88 37.97 2496.93 33,756.19 29.01

min 0 0.06 15.67 7.5 0 612 178.9 0 0

25% 1 0.103 163.77 10.56 7.2 682 2820 3187 22.6

50% 1 0.12 268.95 10.93 12.66 707 4139.96 8596 46.3

75% 1 0.14 432.76 11.29 17.95 737 5730 18,249.5 70.9

max 1 0.22 940.14 14.53 29.96 827 17,639.96 1,207,359 119
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Performance Comparison of Different Models

In Figure 2, seeing the correlation matrix with the heatmap, we observed that there are
a lot of values here. The values that are close to 0 mean that there is not a strong relationship
between the different parameters. Here, positive values show a strong positive correlation,
while negative values show a strong negative correlation. White indicates values > 0.3.
Different colors of blue are for different ranges of correlation r such as −1 ≤ r ≤ −0.5 by
admiral blue color, then −0.5 < r ≤ −0.2 represented by lapis blue color and more lighter
shades of blue means increasing strength of correlation and the ranges are −0.2 < r ≤ −0.1,
−0.1 < r ≤ 0, 0 < r < 0.1, 0.1 ≤ r < 0.2, 0.2 ≤ r < 0.3, and 0.3 onwards to 1 white color.
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Figure 2. Correlation between the features.

A histogram of two FICO distributions, one for each credit policy outcome, is shown
in Figure 3. Figure 4 is the same as Figure 3, except that the not fully paid column is selected.
Figure 5 depicts a seaborn countplot of loans by purpose, and the not fully paid column
is colored.
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In Figure 6, we created the trend between FICO score and interest rate to check the
co-relation between the two. In Figure 7, we created the lmplots to see if the trend differs
between not fully paid and credit policy.
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From Figure 7, we can observe the trend between not fully paid and credit policy. In
the first histogram, there is a relationship between interest rate and fico, i.e., the credit
score of the borrowers who are not going to pay the loan completely, while in the second
histogram, there is a relationship between interest rate and FICO, i.e., the credit score of
the borrowers who are going to pay the loan completely. Blue dots show the customers
who meet the credit underwriting criteria, while red dots show the customers who do not
meet the credit underwriting criteria of the LendingClub.com. After analyzing the features
of the datasets, we split the datasets into training and testing data using sklearn in the
ratio of 70:30, respectively. The holdout validation strategy was implemented for splitting
the datasets into training and testing. In the holdout validation strategy, when dealing
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with large datasets, the typical split is 70:30, whereas for smaller datasets, the split can be
as high as 90:10. In our research, we used a large dataset for fraud prediction; thus, we
adopted the 70:30 ratio. We originally had 9578 data entries before the splitting of the data.
Thus, 30% of 9578 is 2874, meaning that the remaining 70% of the original data was used
for the training of the data, i.e., 6704 entries of the loan data. Then, we applied all the six
major classification models on the training and testing set of the data, which were already
split [76–81]. Firstly, we created an instance for each model and fit it to the training data.
Then, we conducted a prediction from the test set and evaluated the classification report,
confusion matrix, and accuracy score. Our major objective was to lower the false positive
(FPR) parameter of each model’s confusion matrix, as illustrated in Tables 5 and 6.
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Table 5. Classification report of NB, DT, and KNN models.

Measure NB DT KNN

Sensitivity 0.84 0.84 0.83

Specificity 0.36 0.2 0.17

Precision 0.96 0.83 0.96

NPV 0.09 0.21 0.03

FPR 0.63 0.79 0.82

FDR 0.03 0.16 0.03

FNR 0.15 0.15 0.16

Accuracy 0.82 0.73 0.81

F1 Score 0.9 0.83 0.89
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Table 6. Classification report of RF, SVM, and LR models.

Measure RF SVM LR

Sensitivity 0.83 0.83 0.83

Specificity 0.5 - 0.36

Precision 0.99 1 0.99

NPV 0.02 0 0

FPR 0.5 - 0.63

FDR 0.004 0 0

FNR 0.16 0.16 0.16

Accuracy 0.83 0.83 0.83

F1 Score 0.9 0.9 0.9

In Tables 5 and 6, the FPR for NB is 0.63, DT gave the NPR as 0.79, KNN as 0.82, and
RF as 0.5. We note here that KNN gave a very good accuracy, but FPR was also high. Here,
NB gave optimal results, although other algorithm accuracies were comparable. We can
also see that the F1 score of all algorithms were almost the same, but the detail analysis
was very important in the case of financial fraud detection. It even become crucial when
we have very little data or we do not have the class imbalance dataset.

In Figure 8a,b, the features we took into account are credit policy, log annual increment,
days with credit line, interest rate, installment, dti, FICO score, revolving balance, revolving
line utilization rate, etc. As we can see, there is a negative correlation between the FICO
score and interest; other features did not show any trends, making it more difficult to train
the model, and we need a more sophisticated algorithm to deep dive into the dataset.

There are classification results via CM obtained separately for each algorithm. Figure 9
shows the CM for the NB model, Figure 10 shows the CM for the DT model, Figure 11
shows the CM for the KNN model, Figure 12 shows the CM for the RF model, Figure 13
shows the CM for the SVM model, and Figure 14 shows the CM for the LR model.

In Table 7, the comparison of different models is shown. The FP for DT is very high,
while the FP for SVM is zero. However, we need to think of not only accuracy, but rather a
varying number of misclassification rates that force us to use multiple algorithms and to
conduct a detail analysis, as we performed in our work. It can be observed from Table 7 that
the adopted approach performed better in the prediction of the possibility of bank fraud
than the other approaches, which can observed by looking at its accuracy score, f-score,
CAP curve, and false-positive parameter.

Table 7. Comparison of different models.

Classification
Algorithms Accuracy FP FN F-Score

0 1

DT 72.89% 407 372 0.84 0.21

NB 82.28% 76 433 0.9 0.15

RF 83.33% 9 470 0.91 0.03

KNN 81.35% 75 461 0.9 0.06

LR 83.47% 2 473 0.9 0.06

SVM 83.40% 0 477 0.91 0
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Figure 15 shows the CAP curve analysis. We conducted a CAP curve analysis to
visualize the discriminative power of the models, which means the model with the larger
area covered by the CAP curve between the random model (dotted line) and the perfect
model (blue line) is the best model [84–87]. We applied all the six major classification
models on the training and testing set of the data, which were already split. Firstly, we
created an instance for each model and fit it into the training data. Then, we conducted a
prediction from the test set and evaluated the classification report, confusion matrix, and
accuracy score.

Sustainability 2022, 14, x FOR PEER REVIEW 14 of 23 
 

NPV  0.02 0 0 
FPR  0.5 - 0.63 
FDR  0.004 0 0 
FNR  0.16 0.16  0.16 

Accuracy  0.83 0.83 0.83 
F1 Score  0.9 0.9 0.9 

In Figure 8 a,b, the features we took into account are credit policy, log annual incre-
ment, days with credit line, interest rate, installment, dti, FICO score, revolving balance, 
revolving line utilization rate, etc. As we can see, there is a negative correlation between 
the FICO score and interest; other features did not show any trends, making it more diffi-
cult to train the model, and we need a more sophisticated algorithm to deep dive into the 
dataset. 

(a) 

Figure 8. Cont.



Sustainability 2022, 14, 13875 16 of 24
Sustainability 2022, 14, x FOR PEER REVIEW 15 of 23 
 

(b) 

Figure 8. (a) Cross plot of dataset features. (b) Cross plot of dataset features. 

There are classification results via CM obtained separately for each algorithm. Figure 
9 shows the CM for the NB model, Figure 10 shows the CM for the DT model, Figure 11 
shows the CM for the KNN model, Figure 12 shows the CM for the RF model, Figure 13 
shows the CM for the SVM model, and Figure 14 shows the CM for the LR model. 

In Table 7, the comparison of different models is shown. The FP for DT is very high, 
while the FP for SVM is zero. However, we need to think of not only accuracy, but rather 
a varying number of misclassification rates that force us to use multiple algorithms and 
to conduct a detail analysis, as we performed in our work. It can be observed from Table 
7 that the adopted approach performed better in the prediction of the possibility of bank 
fraud than the other approaches, which can observed by looking at its accuracy score, f-
score, CAP curve, and false-positive parameter. 

Figure 15 shows the CAP curve analysis. We conducted a CAP curve analysis to vis-
ualize the discriminative power of the models, which means the model with the larger 
area covered by the CAP curve between the random model (dotted line) and the perfect 
model (blue line) is the best model [84–87]. We applied all the six major classification 

Figure 8. (a) Cross plot of dataset features. (b) Cross plot of dataset features.

Sustainability 2022, 14, x FOR PEER REVIEW 16 of 23 
 

models on the training and testing set of the data, which were already split. Firstly, we 
created an instance for each model and fit it into the training data. Then, we conducted a 
prediction from the test set and evaluated the classification report, confusion matrix, and 
accuracy score.  

 
Figure 9. CM for the NB model. 

 
Figure 10. CM for the DT model. 

 
Figure 11. CM for the KNN model. 

Figure 9. CM for the NB model.



Sustainability 2022, 14, 13875 17 of 24

Sustainability 2022, 14, x FOR PEER REVIEW 16 of 23 
 

models on the training and testing set of the data, which were already split. Firstly, we 
created an instance for each model and fit it into the training data. Then, we conducted a 
prediction from the test set and evaluated the classification report, confusion matrix, and 
accuracy score.  

 
Figure 9. CM for the NB model. 

 
Figure 10. CM for the DT model. 

 
Figure 11. CM for the KNN model. 

Figure 10. CM for the DT model.

Sustainability 2022, 14, x FOR PEER REVIEW 16 of 23 
 

models on the training and testing set of the data, which were already split. Firstly, we 
created an instance for each model and fit it into the training data. Then, we conducted a 
prediction from the test set and evaluated the classification report, confusion matrix, and 
accuracy score.  

 
Figure 9. CM for the NB model. 

 
Figure 10. CM for the DT model. 

 
Figure 11. CM for the KNN model. Figure 11. CM for the KNN model.

Sustainability 2022, 14, x FOR PEER REVIEW 17 of 23 
 

 
Figure 12. CM for the RF model. 

 
Figure 13. CM for the SVM model. 

 
Figure 14. CM for the LR model. 

  

Figure 12. CM for the RF model.



Sustainability 2022, 14, 13875 18 of 24

Sustainability 2022, 14, x FOR PEER REVIEW 17 of 23 
 

 
Figure 12. CM for the RF model. 

 
Figure 13. CM for the SVM model. 

 
Figure 14. CM for the LR model. 

  

Figure 13. CM for the SVM model.

Sustainability 2022, 14, x FOR PEER REVIEW 17 of 23 
 

 
Figure 12. CM for the RF model. 

 
Figure 13. CM for the SVM model. 

 
Figure 14. CM for the LR model. 

  

Figure 14. CM for the LR model.

Sustainability 2022, 14, x FOR PEER REVIEW 18 of 23 
 

Table 7. Comparison of different models. 

Classification 
Algorithms  

Accuracy  FP  FN  F-Score 

        0 1 
DT  72.89% 407 372 0.84 0.21 
NB  82.28% 76 433 0.9 0.15 
RF  83.33% 9 470 0.91 0.03 

KNN  81.35% 75 461 0.9 0.06 
LR  83.47% 2 473 0.9 0.06 

SVM  83.40% 0 477 0.91 0 

 
Figure 15. CAP curve analysis of all the classifiers. 

5. Conclusions 
The following in-depth descriptions are based on the analyses undertaken. To begin, 

we compared the ML-based models to the current empirical models and found that, while 
the latter only accounted for application factors, the former also accounted for the behav-
ioral ones. After that, the study compared the six ML approaches using sensitivity, speci-
ficity, accuracy, precision, F1 score, and CAP curve tests, and it concluded that the SVM 
model delivered the best results in the great model of the life cycle. Finally, this study’s 
completion provides new angles for research that will have an effect on credit and credit 
risk models in the future. 

It is possible for financial institutions to assess whether or not a customer is engaging 
in fraudulent activity by incorporating this paper’s model into their existing systems. If 
financial institutions take these precautions, they will increase their odds of warding off 
future cons and fraudulent activity. 

In any area of study, the importance of comprehending human behavior in the pre-
sent setting has grown. Knowing how the impacts associated with the behavior of a sys-
tem, an economic unit, or any other actor in a system affects either the micro or macro 
level and is, thus, a topic of great interest. The year 2020 has been forecasted to be a chal-
lenging one for Romanian banks, as reported in 2019 [87]. In fact, according to government 
predictions, as many as 12% of banks could post losses in the current fiscal year, with the 
profitability per customer down by around 60% from 2019 levels. Most financial 

Figure 15. CAP curve analysis of all the classifiers.



Sustainability 2022, 14, 13875 19 of 24

5. Conclusions

The following in-depth descriptions are based on the analyses undertaken. To be-
gin, we compared the ML-based models to the current empirical models and found that,
while the latter only accounted for application factors, the former also accounted for the
behavioral ones. After that, the study compared the six ML approaches using sensitivity,
specificity, accuracy, precision, F1 score, and CAP curve tests, and it concluded that the
SVM model delivered the best results in the great model of the life cycle. Finally, this
study’s completion provides new angles for research that will have an effect on credit and
credit risk models in the future.

It is possible for financial institutions to assess whether or not a customer is engaging
in fraudulent activity by incorporating this paper’s model into their existing systems. If
financial institutions take these precautions, they will increase their odds of warding off
future cons and fraudulent activity.

In any area of study, the importance of comprehending human behavior in the present
setting has grown. Knowing how the impacts associated with the behavior of a system, an
economic unit, or any other actor in a system affects either the micro or macro level and is,
thus, a topic of great interest. The year 2020 has been forecasted to be a challenging one for
Romanian banks, as reported in 2019 [87]. In fact, according to government predictions, as
many as 12% of banks could post losses in the current fiscal year, with the profitability per
customer down by around 60% from 2019 levels. Most financial institutions are conducting
internal and external research to learn more about their clients’ wants and needs, but many
questions remain. Business banks place a premium on maintaining long-term relationships
with their clientele; as such, they view customer behavior analysis as a crucial part of any
study, as it helps them predict their clients’ reactions and shape the design of the products
and services they provide.

Due to the competitive environment in which banks operate, a priority must be placed
on satisfying the needs of present customers in order to keep them as clients. Another
objective of banks is to keep their loan portfolios in good shape. This study shows that
these problems can be solved by employing machine learning methods.

6. Future Directions

In data gathering, we can collect user’s social media history and tweets to find senti-
ments and fuzziness [23,72] for fraud prediction. The data gathered may be big enough to
process using big data analytics to obtain a real time alert [24,71].

As a weapon for combating financial fraud and corruption, forensic accounting should
be mandated in deposit money institutions in order to enhance company performance via
the application of fraud detection techniques in forensic accounting.

Further studies are needed in the area of financial fraud to analyze the accuracy of
various methods for minimizing financial fraud as well as the flaws and biases of the
utilized methodology in terms of their application to identify and prevent fraud. More
studies on work requirements and task rotation are recommended for an auditor to be
productive. Concerning technological fraud, research should focus on the importance of
technology training, employee cybersecurity education, and the limits of organizational
capacities, structure, legal restrictions, and technical assistance. Future research on white-
collar crime should focus on contemporary multi-level audit programmers and realistic
account measurement standards, defining white-collar crime by measuring the degree and
types of crime, organizations, fraud context, and other criminal features in order to reduce
top-level fraud.
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Appendix A

List of Abbreviations

S.No Abbreviation Term

1 DT Decision Tree

2 RF Random Forest

3 KNN K-Nearest Neighbour

4 NPA Non-Performing Assets

5 ML Machine Learning

6 SVM Support Vector Machine

7 ANN Artificial Neural Networks

8 LR Logistic Regression

9 SGD Stochastic Gradient

10 NB Naive Bayes

11 TP True Positives

12 FP False Positives

13 TN True Negatives

14 FN False Negatives

15 NPV Negative Predictive Value

16 FPR False Positive Rate

17 FDR False Discovery Rate

18 FNR False Negative Rate

19 CM Confusion Matrix

20 DL Deep Learning

21 MLP Multilayer Perceptron

22 VFDT Very Fast Decision Tree

23 CC Credit Card
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