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Abstract: The usage of social media applications such as Youtube, Facebook, and other applications
is rapidly increasing with each passing day. These applications are used for uploading informational
content such as images, videos, and voices, which results in exponential traffic overhead. Due to these
overheads (high bandwidth consumption), the service providers fail to provide high-speed and low
latency internet to users around the globe. The current internet cannot cope with such high data traffic
due to its fixed infrastructure (host centric-network) degrading the network performance. A new
internet paradigm known as Information Centric Networks (ICN) was introduced based on content-
oriented addressing. The concept of ICN is to entertain the request locally by neighbor nodes without
accessing the source, which will help offload the network’s data traffic. ICN can mitigate traffic
overhead and meet future Internet requirements. In this work, we propose a novel decentralized
placement scheme named self-organized cooperative caching (SOCC) for mobile ICN to improve the
overall network performance through efficient bandwidth utilization and less traffic overhead. The
proposed scheme outperforms the state-of-the-art schemes in terms of energy consumption by 55%,
average latency, and cache hit rate by a minimum of 35%.

Keywords: cooperative caching; energy efficient; placement scheme; information centric networks;
content caching

1. Introduction

The emerging technologies in mobile networks give consumers and service providers
facilities. The data traffic increase due to these technologies is surging mostly because of
social applications [1]. This exponential data growth is placing a significant burden on the
current wireless infrastructure [2,3]. According to the Cisco report [4], the internet users
are nearly 4.5 billion, and it is predicted to be incremented to approximately 5.3 billion
at the end of the year 2023. The handheld devices are equipped with new technologies
(Wi-Fi direct, Near Field Communication, Bluetooth, etc., supported by 3GPP) with high
storage capacity and fast processors. Due to recent layer-2 technology, a concept known as
device-to-device (D2D) communication has been introduced that allows mobile devices to
share data with nearby devices without using any core services. This D2D communication
facilitates the mobile devices to connect with several other mobile devices in a multi-
hop communication manner. These latest emerging technologies promote the technique
of cooperative caching. ICN is a new paradigm where a cooperative technique is used
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to offload the traffic overhead of the network. It follows the content-based addressing
technique, where the contents are placed close to the end-users to satisfy the request from
its neighbouring user by minimizing the need for a source. In this way, the traffic overhead
can be minimized on the core network with low latency and benefit service providers by
reducing the wastage of bandwidth [5,6]. ICN is a futuristic approach that meets the future
internet requirement and cellular network [7]. It provides an efficient energy consumption
in advance wireless communication technology such as 5G [8]. Multiple schemes such
as [9], and [10] have worked to optimize the overall performance of the ICN network by
considering various parameters such as low latency, energy efficiency, high cache hit ratio,
packet delivery, mitigating the content granularity, etc. Table 1 shows the abbreviations of
some important keywords.

Table 1. Abbreviations of key words.

Keywords Abbreviations

D2D Device-to-Device
NFC Near Field Communication
ICN Information centric network
UGC User generated content
PIT Pending information Base
CS Content store

Node Communication Device (fixed or mobile)
FIB Future information Base

SOCC Self organized cooperative caching
CBR Constant bit rate

The focus of this paper is to minimize energy consumption, lower latency, and improve
the cache hit rate. In order to do so, this paper proposed a decentralized cooperative caching
scheme for mobile ICN.

The main contributions of this work are:

1. We establish a cooperating caching model for wireless ICN to minimize energy con-
sumption, considering some significant constraints, such as limited storage capacity,
content popularity, access to content, and placement of contents.

2. The proposed scheme can support device-to-device (D2D) communication and mini-
mizes transportation and energy costs.

3. The proposed system improves the overall performance of the network in terms of
efficient bandwidth utilization, low latency, and low energy consumption.

The rest of the paper is organized as follows. Section 2 provides the related work.
In Section 3, we explain the methodology. In Section 4, we present the Network and
Energy consumption models. In Section 5, we present the results and discussion. Finally, in
Section 6, we draw our conclusions and present the future directions.

2. Related Work

To cope with the exponential growth of data traffic, a new paradigm known as ICN is
introduced. The proposed model facilitates the end-users by satisfying the request of their
neighbour users. It keeps packets of the content at the network’s edge, which helps the
users acquire their desired data from the edge. In [11], the authors proposed a social based
QoS routing scheme for ICN. The authors devised three types of relationships between the
nodes namely neighbors (NB), interest friends (IF) and response friends (RF). The author
used content popularity based cache scheme to check whether the content should be cached
or not in CS. A content with high probability to be requested in future is given higher
priority to be placed in limited sized CS and when CS is full, the content that has low
probability to be requested in future is replaced by the high probability requested content.
In [12], the authors proposed a scheme known as Cache Everything (CEE) , to mitigate the
average hop latency by placing the content at the neighbor user. It reduces the hop count
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for content retrieval but also faces the problem of cache redundancy. The cache redundancy
problem arises along the path of sender and provider, where each node cache the content
in their respective memory buffer. Thus, all the nodes in the network cache contain the
redundant data in their memory buffers. The mobile devices has limited storage capacity,
thus it apply the eviction scheme whenever the memory of these devices are full. In [13],
the authors proposed a deep learning based mobile network architecture that identify QoS
by directly mapping the state of mobile networks.

The cache redundancy problem arises along the path of sender and provider, where
each node cache the content in their respective memory buffer. To overcome the problem
of data redundancy, the authors in [14] devised a probabilistic caching scheme. In this
scheme, the data redundancy problem is reduced by calculating the probability of each
data content that arrived at the ICN node between the requester and provider to determine
whether the data needs to be cached. In [15], the authors investigated the performance
of different caching schemes with various content request models. The authors in [16],
used the approach known as WAVE to overcome the cache redundancy problem. In this
approach, the content is divided into small chunks. These small chunks contain the data
packets. The requester sends the request for every chunk to acquire a data packet. This
approach reduces the data redundancy problem and packet loss as we all know that most
traffic overhead occurs due to popular or most liked content. The user interest data can be
placed at its network edge or nearer to the end users to reduce traffic overhead.

In [17], authors proposed an approach to calculate the user’s interest content from
the network details and placed the desired contents to their network edge by using a
social distance parameter. On this parameter the arrived content is cached. The authors
in [18], proposed a new energy-aware scheme known to rely on the improvement the
LEACH protocol to overcome energy consumption. This approach optimally determine the
cluster heads (CH) to minimize the average energy consumption and extend the life span
of a wireless sensor network. Similarly, the authors in [19], proposed an efficient strategy
to minimize the traffic load generated by social networks, thus increasing the data rate
and reducing the time of delay for content availability Furthermore, core network load is
reduced as well.

3. Methodology
3.1. Overview of ICN Architecture

ICN is an emerging networking architecture that was designed to satisfy the future
Internet requirements. It was first devised by Van Jacobson in [20], based on content ad-
dressing where the user acquire the desired data from its neighboring nodes. It propagates
the request for further forwarding to the content source. In this way ICN improves the
overall efficiency and throughput of the network. The typical Internet is IP-based in which
the user access the main content originator to attain the desired data whereas ICN supports
name based addressing. Figure 1 shows the illustration of ICN architecture, that consist
of four nodes (A, B, C and D) connected through multi-hop. Each ICN node contains
three data structures namely, pending interest table (PIT), content store (CS) and future
information Base (FIB). The PIT contains the unsatisfied request for content, that arrives
at the node along with the ID and face of the requested node for path indication. The the
node checks the content in PIT for every unsatisfied request. If the desired data content
is not available in PIT, the node allot the content to PIT and then forward the request to
its neighboring nodes. Once the request is satisfied by neighboring node, the content is
removed from PIT, by the requesting node. The CS is a limited buffer where the contents
are stored temporarily. FIB table store the entry of satisfied requested content along with
content name and its full address of request been satisfied node. FIB is similar to the IP
table, managed by Internet routers. When the user desired data packet is unsatisfied by the
node (means CS does not contain the requested content name in its buffer and no entry is
available in PIT table), it checks the FIB entry for matching the longest prefix and mention
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the name of content and outgoing faces. The packets generated in the network are named
as Interest Packet and Data Packet.

Figure 1. ICN Architecture: A network of four routers (A, B, C and D) and multiple mobile nodes.

3.2. Proposed SOCC Caching Scheme

The ICN node architecture generally consist of three data structures namely, PIT, CS
and FIB. In proposed paper a new data structure named as self organized cooperative
caching (SOCC) table is incorporated in the node. The SOCC as shown in Figure 2 stores
the requested content according to the frequency of its request, at the receiver node. The
SOCC table is updated regularly, in descending order as per Algorithm 1. The notations
are highlighted in Table 2.

Table 2. Abbreviations of key parameters.

Symbols Notations

C Total content Catalog
N Total network nodes/user
B Buffer Size
rc Request packet by any node n for content c
c Requested content
sk Size of the content object ck
qk

i Request rate for ck at node ni

ωc
power density of caching in content

router (W/bit)
ωn Energy density of a node (J/bit)
ωl Energy density of a link
hij Distance in hops b/w ni and nj
Et energy required for transportation of packets

Ec
energy consumption needed for caching

(storing) of the contents
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Figure 2. Proposed ICN Node.

Algorithm 1 SOCC-table Convergence

Require: n is the current node and rc is any request arrived for a content c along the path
if (A request rc for content c arrives at the node) then

Update the SOCC table for the required content c
Sort SOCC-table in descending order

end if

Algorithm 1 represents the convergence operation in local popularity table SOCC at
the arrival of each request rc on a corresponding node n . As soon as the request is received,
the node’s SOCC table is updated and the all its content are sorted descending order. The
cache hit occurs if the request already exist at the corresponding node n . The rank of the
request is updated in SOCC table and the data packet c is forwarded using reverse path to
the corresponding content requested node. If the requested data are not available, then it
generate the interest packet and disseminate it to the the neighboring nodes.

Suppose, if the user needs a content c, the corresponding node generates an interest
packet rc and forward this packet to their neighbor nodes. At the same time, the Algorithm 1
updates the SOCC table at the current node and increment the popularity requested content
by one and then sort the SOCC table according to the popularity based in descending order.
On the other hand, when a request rc packet is arrived at a particular node. The node
checks its cache B and if the requested content c is available, it is sent back at the same path
(face) from the interest packet came. Suppose, the cache B is getting full, the node make
space for the newly arrived content by removing the least popular content. Similarly, as
per popularity of the arrived content the node decides whether the content is cache or not.

To better understand the Algorithm 2, suppose we have a small wireless network as
shown in Figure 1, consist of N nodes (Node A, Node B, Node C, . . . . . . , Node N ). If the
user node A generates an interest packet and forward to it neighbor nodes (node B, node C
and node D), and the neighbor node D already exists the copy of corresponding content, so
it sends back the data packet to the requester node A.
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Algorithm 2 The proposed Placement scheme SOCC at the arrival of c

Require: n is the current node and c is any content arrived along the path

if (c /∈ Bn and (Requester(rc) == n) then . c not available in the local cache
. c not available in the local cache and node n is the requester

if (Bn < B) then
. Insert c in Bn

else
if (Bn == B) then

. Replace least recently used content and insert the arrived c in Bn
end if

end if
end if
Forwarded to the neighbor nodes in order to reach the Requester

Upon the arrival of data packet at the node A, first of all, node A checks its own B
whether arrived content is already available it discards the arrived content c, otherwise
if the arrived (c /∈ Bn ) is not available then it decides whether to cache the new content c
in its B. Consider the cache B of node A is full and can not cache the arrived c. In such
case, to cache the arrived content c, the Algorithm 2 used the LRU replacement strategy
to remove the oldest content from node A cache and makes space for new content c. The
complexity of the proposed scheme is similar to that of LRU, only more storage is required
for maintaining the convergence table SOCC. The flowchart of the proposed approach is
shown in Figure 3.

Figure 3. Flow Chart of the proposed cooperative caching scheme.

3.3. Content Request Generation Process

The behaviour of a common user for random request generation process is generally
considered to be using Zipf distribution. It is a discrete distribution technique that calculates
the frequency of the requested content and generates a random request, particularly used for
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user generated contents [21]. The Equation (1) as in [17] is used to calculate the probability
distribution of each content, that represents the number of times, a data content is requested
by the users in a network. In Equation (1), qk denotes corresponding content probability, γ is
the normalization factor, α is the distribution parameter and k is the corresponding content.

qk = γ/KαForK = 1 . . . . . . C (1)

3.4. Performance Metrics

The performance of proposed approach is measured by using below three major
parameters:

1. Cache hit rate: As shown in Equation (2), it is the ratio of the requests satisfied by the
caching node to the total number of requests.

HitRatio =
∑ Hits

∑(Hits + Missed)
(2)

2. Average response: It is the average time required to forward the requested content to
the requester node in a network. It is used to minimize the hop count, to decrease the
response or waiting time of a request.

3. Energy saving rate: Energy saving rate represents the amount of energy saved by any
caching policy in comparison to a non caching in a system.

4. System Model

Consider a random topology of ICN network, constructed as a connected graph
G = (N , E), where N = (n1, n2 , . . . , Nn ), U ⊆ N represents the number of nodes and
E ⊆ N ×N indicates the bidirectional links. Suppose C = (c1, c2 , . . . , CN ) indicates the
collection of contents in a network. In the start, it is assumed that the server pre-stored, all
the available catalogue of the content C . The end nodes of the network are responsible to
receive the user interest packets and forward it to the requester node in a network. In the
constructed ICN network, each ICN node ni has the capacity to cache a Mi data content in
its memory buffer.

4.1. Linear Topology

In linear topology, a linear wireless network of N ICN nodes is considered. As shown
in Figure 4, the nodes are connected to the server in a multi-hop manner. The server (access
point) is assumed to be equipped with content catalog C . The buffers B of all the nodes
are considered to be of same size. The nodes act both as a content requester and provider
(relaying nodes).

Figure 4. A Linear Network with one server and N nodes. The server is equipped with content
catalogue C is placed at the centre and connected with nodes in a multi-hop manner. The request
packet rc travel to the left and the content ctravel towards the right.

4.2. Mobile Topology

As mobility act as a double edge sword in networking. It can enhance the network
performance by bringing the requested contents closer to the requester node, thus, decreas-
ing the average latency. It also has an adverse effect on the system performance which
means if a specific node moves away, the requester node starts searching for it. In this work,
a wireless mobile network consists of N mobile ICN nodes interconnected to each other
and deployed in a random position of probability-p as shown in Figure 5. The server is
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equipped with content catalogue C is placed at the centre and is connected with nodes in a
multi-hop manner.

Figure 5. A mobile network consists of one server and N ICN mobile nodes and deployed in a
random position of probability-p as shown in Figure 5. The server is equipped with content catalogue
C is placed at the centre and connected with nodes in a multi-hop manner.

4.3. An Energy Consumption Model

The energy consumption model in [20], is used to calculate the total energy consump-
tion of ICN network. Total energy consumption Etot of the network is a sum of energy
consumed while transmitting Et and caching the contents Ec as shown in Equation (3).

Etot = Et + Ec (3)

Since, here, we only deal with the data packets instead of chunks thus, for any node
ni , it is assumed that sk = 1. The request rate for the content ck at node ni is qk

i within
time interval t. Each node consumes ωc caching power density in its buffer with ωl energy
density of the link. According to energy model in [20], the caching energy Ec at each
individual node ni , is consumed to cache the content at time t as shown in Equation (4).

Ec = ωct (4)

Let us suppose, a node nj requested a content from another node ni . The distance
between these nodes is hij, which is calculated in terms of hops. The set of nodes along the
path is hij + 1. The total energy consumed by the nodes and the links for handling and
transmitting the request is qk

i (hij + 1) and qk
i ωlhij, respectively. The transmission energy

Et consumed by the nodes and the communication links while transmitting the content ck
from node ni to node nj is calculated using Equation (5).

Et = qk
i [hij(ωn + ωl) + ωn] (5)

As shown in Equation (6) the total energy consumed, is calculated by using the values
of Et and Ec from Equations (4) and (5), respectively.

Etot = ωct + qk
i [hij(ωr + ωl) + ωn] (6)

The total server energy consumption E
′
tot can be calculated using Equation (7).

E
′
tot = qk

i [hsj(ωr + ωl) + ωn] (7)

4.4. Simulation Environment

The simulations were performed in OMNET++ [22] by considering two different
scenarios: linear and mobile. It is assumed, that the popularity content follows the Zipf
distribution. As per Poisson process, the users generate 1 requests per 300 s for the
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interested content. The wireless communication in ICN node is enabled by using wifi-direct
(IEEE 802.11 standard). The Random Walk mobility model is used for mobile nodes, as
it randomly changes its position in a defined area, with random speed and direction at a
time interval t . Each node can transmit data with constant bit rate (CBR), with a maximum
transmission capacity of 30 m. For each communication link between nodes, the bandwidth
is 2 Mbps with 10 dB noise in channel and 0.33 s propagation delay. The nodes can have
the size of two contention windows and it can transmit up to 250 kbps. Assume that each
ICN node consumes 1 joule energy for bi-directional communication.

For linear scenario, a fix storage size of node B = 25 is assumed and for mobile scenario,
a varying cache size from 10 MB to 500 MB is considered for each node. Initially, the cache
nodes are empty and are of same size. The simulation are measured when the network is in
steady state and the caches are full with the content. The simulations are run 10 times for
each caching scheme and here the results are reported as average. The selection of requester
node and content from the catalog (c1, c2 , . . . , CN ) follows uniform distribution and Zipf
distribution, respectively. The edge nodes may cover a large number of users, hence the
average request rate λ at edge nodes follows a uniform distribution. The parameters used
are given in Table 3.

Table 3. Simulation parameters.

Major Parameters Default Range

Number of contents 1000 100∼5000
Cache size of node (MB) 100 5∼500

User request pattern Zipf: α = 0.8 0.6∼1.2
Data packet size 10 MB 10 MB∼30 MB

Number of Nodes N 10
Buffer size B 25
ωc (W/bit) 1× 10−9

ωr (J/bit) 2× 10−8

ωl (J/bit) 1.5× 10−9

5. Results and Discussions
5.1. Impact on Average Latency

Figure 6 shows the performance of the proposed approach and other state-of-the-art
approaches in a linear wireless network. The size of the content catalogue is 100 and the
zipf distribution parameter of α = 1.3. The cache size of each ICN node is assumed to be
B = 25 and The buffer size of B = 25, enables each to store the top 25 most interested content
in its buffer.
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As the distance between a node and the server increases, the latency increases while the
request satisfaction decreases and vice versa. Similar is the case of hit ratio and throughput.
The proposed caching scheme SOCC performed better than the others by a minimum of
1.3 hops. The NO-CACHE scheme performed worst compared to other approaches and is
considered our reference point. The Cache Everything (CEE) and Random Caching p = 0.9
got the same results but failed to perform better than our proposed approach.

In the mobile scenario, we assume that the server is equipped with a catalogue of
1000 contents and a Zipf popularity parameter of α = 0.8. The cache size of all the nodes is
kept the same, varying from 10 MB to 500 MB. In Figure 7, as the cache size increases, the
possibility of satisfying users’ requests increases, thus, decreasing the average latency for
all the approaches. The greater the caching capacity, the greater the chance to cache the
content; hence, the latency that depends on the number of hops will be smaller. For smaller
cache sizes, such as 50 MB, the proposed approach achieved a minimum average latency
of 3.75 hops compared to CEE, Random caching p = 0.9 and 0.5, which achieved average
latency of 4.00, 4.5 and 5.4 hops, respectively. As the cache size increases to 100 MB, the
average latency for the proposed scheme decreases to 3.29 hops, while for CE, Random
caching p = 0.9 and 0.5 decreases to 3.4, 4.00 and 5.1, respectively. Figure 7 shows that
at a cache size of 500 MB, our proposed approach outperformed other state-of-the-art
approaches by achieving a minimum average latency of 2.0 hops.
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Figure 7. Average latency vs. Cache size.

5.2. Impact on Cache Hit Ratio

Figure 8 shows that as the cache size increases from 10 MB to 500 MB, the cache hit
ratio also increases. For smaller cache sizes such as 10 MB, the node has limited storage for
caching the content; thus, the performance of all the approaches are enhanced slightly. CEE
follows a strategy of caching non-popular content; hence it achieved a smaller hit ratio of
10% while Random Capacity p = 0.9 achieved a 26% cache hit ratio, which is 16% better
than CEE. The better performance of Random Capacity p = 0.9 is its capability of caching
the popular contents with a probability of 0.5. As the cache size increases from 10 MB to
210 MB, the storage capacity of the node increases; hence the overall performance of all
the approaches also increases. In Figure 8 it can be observed that, at cache size of 210 MB,
the cache hit ration of CE, p = 0.9, p = 0.5 and SOCC increases to 35%, 45%, 53% and 61%,
respectively. At a cache size of 500 MB, SOCC outperformed other schemes by achieving
the highest hit ratio of 65% while CEE, p = 0.9, p = 0.5 achieved hit ratios of 25%, 15% and
6%, respectively.
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5.3. Impact on Energy Consumption

In a wireless communication network, energy consumption is high due to the move-
ment of devices from one position to another. Here, the energy is consumed during caching
Ec and transmitting the content Et. To minimize the overall energy consumption, the
Transport energy Et needs to be minimized, as most of the energy is consumed during the
transmission of content. Efficient caching will reduce the average latency and minimize the
transportation energy.

The Figure 9 represents the relationship of energy saving ratio with cache size. It is
computed for CEE, Random Caching p = 0.9, Random Caching p = 0.5, and the Proposed
caching scheme. At 10 MB cache size, CEE saves only 20% energy, which is worst, while
the Random Caching p = 0.9 performed quite better due to its probability strategy. The
proposed scheme SOCC save high energy of 31.53%. At 210 MB of cache size, CEE, p = 0.9,
p = 0.5 and SOCC achieve 19.2%, 38.4%, 46.78% and 52.32% energy saving, respectively.
At 500 MB, CEE, p = 0.9 and p = 0.5 achieved energy saving of 26.11%, 15.97% and
5.91%, respectively while SOCC, achieved the highest energy saving of 55.45%. All of
these experimental results validate that the SOCC scheme performs efficiently with the
maximum storage capacity of the node.
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6. Conclusions and Future Works

The current Internet infrastructure is unable to cope with this huge data growth by
social applications and ultimately degrades the overall performance of both the service
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provider and requester. Cooperative caching helps to reduce the load of the network and
utilize bandwidth efficiently.

In this paper, we proposed a novel placement scheme based on the local popularity
of the contents. The scheme maintains a real-time ranking table in which the contents
are placed based on their popularity in the network. No extra communication overheads
are needed to maintain the ranking table. Due to this effective cooperative caching, the
network’s performance is enhanced compared to other caching schemes. The proposed
approach was implemented in OMNET++, which outperformed other state-of-the-art ap-
proaches in terms of average latency (by 2-hops), average hit ratio (by 35%), and average
energy saving (by 55.45%). In the future, we will evaluate the scalability and efficiency
of the proposed system by using different wireless network topologies and other perfor-
mance parameters.
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