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Abstract: Connectivity is key to the latest technologies propagating into everyday life. Cyber-Physical
Systems (CPS) and Internet-of-Things (IoT) applications enable users, machines, and technologically
enriched objects (‘Things’) to sense, communicate, and interact with their environment. Albeit making
human beings’ lives more comfortable, these systems collect huge quantities of data that may affect
human privacy and their digital sovereignty. Engaging in control over individuals by digital means,
the data and the artefacts that process privacy-relevant data can be addressed by Self-Determination
Theory (SDT) and its established instruments. In this paper, we discuss how the theory and its
methodological knowledge can be considered for user-centric privacy management. We set the stage
for studying motivational factors to improve user engagement in identifying privacy needs and
preserving privacy when utilizing or aiming to adapt CPS or IoT applications according to their
privacy needs. SDT considers user autonomy, self-perceived competence, and social relatedness
relevant for human engagement. Embodying these factors into a Design Science-based CPS develop-
ment framework could help to motivate users to articulate privacy needs and adopt cyber-physical
technologies for personal task accomplishment.

Keywords: digital privacy; digital sovereignty; Design Science; Self-Determination Theory; Cyber-
Physical System; method appropriation; user engagement; Internet-of-Things

1. Introduction

Currently, Cyber-Physical Systems (CPS) and thereby, Internet-of-Things (IoT) appli-
cations, have become increasingly common in production and service industries, as well as
in private households and everyday life. To consider the vast amount of components or
‘things’ propagating to the Internet that aid society in becoming connected, one must also
consider the way in which these components are related to the privacy of users, either in
terms of data or steadiness of connection. CPS and their components’ privacy-relevant data,
such as personal data, are collected and can be used by other applications and providers of
services, e.g., creating company and person-related profiles, to complement other business.
Besides security, interoperability, and other technology-related challenges (cf. [1]), privacy
of users is considered crucial, as data are collected and utilized in many cases without
the explicit agreement of humans [2,3]. Such a course of action may have unintended
consequences, for both individuals and the organizations collecting the data, due to further
processing and distribution of data.

In this article, we understand privacy in line with Art. 12 of The Universal Declaration
of Human Rights (https://www.un.org/sites/un2.un.org/files/udhr.pdf (accessed on
2 December 2021)); that users of CPS and IoT applications should not be subjected to arbi-
trary interference with their privacy. Privacy means ‘freedom from unauthorized intrusion:
state of being let alone and able to keep certain especially personal matters to oneself’
(https://www.merriam-webster.com/dictionary/privacy#legalDictionary (accessed on
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2 December 2021)). In particular, keeping personal matters to oneself indicates the control
and self-determined decision on matters when interacting with technologies, such as CPS
and IoT applications. Freedom from unauthorized intrusion addresses the interference into
matters by means of technology, and aims to make sure that technology cannot disturb
user matters that the individual decides to remain personal.

Maintaining privacy means avoidance of unjustifiable intrusion into the private space
of a user ‘by appropriating his or her name or likeness, by unreasonably interfering with
his or her seclusion, by publicizing information about his or her private affairs that a
reasonable person would find objectionable and in which there is no legitimate public
interest, or by publicizing information that unreasonably places him or her in a false
light’ (https://www.merriam-webster.com/legal/invasion%20of%20privacy (accessed on
2 December 2021)). This explanation is of twofold interest. On the one hand, it details the
privacy-relevance of data. Hence, privacy management not only concern private data, but
also interpretations and judgments on persons. The understanding of private data does
not reflect that entirely, as it is understood as being any information ‘that reveals racial
and ethnic origin, political, philosophical, religious opinions or trade union affiliation, or
that concern life or health, or that concern sex life or health, including the genetic data’
(https://www.un.org/sites/un2.un.org/files/udhr.pdf (accessed on 2 December 2021)).

On the other hand, the explanation refers to justification when privacy-relevant data
are concerned. Hence, users need to be informed by giving a reason when privacy-relevant
data are collected, processed, or shared by technologies, including interpretations and
judgements. According to Art. 8 of the European Convention on Human Rights (https:
//www.echr.coe.int/Pages/home.aspx?p=basictexts/convention (accessed on 2 December
2021)) persons have the general right to respect of their privacy in terms of a secured space
in which a person pursues their individual personal interests. Hence, the right to privacy
concerns self-determination with respect to one’s lifestyle, aiming for the physical and
mental integrity of a person, for example regarding their gender identity and other social
relationships [4]. In Art. 29 par. 2 of The Universal Declaration of Human Rights, self-
determination is addressed implicitly through the following statement, ‘in the exercise of
his rights and freedoms, everyone shall be subject only to such limitations as are determined
by law solely for the purpose of securing due recognition and respect for the rights and
freedoms of others and of meeting the just requirements of morality, public order and
the general welfare in a democratic society’ (https://www.un.org/sites/un2.un.org/files/
udhr.pdf (accessed on 2 December 2021)). Hence, besides the right to confidentiality of
communication, the right to be left alone, and thus, to control one’s own life, and the right
to protect one’s personal data are crucial in preserving privacy in the IoT age [5].

Regulations have been developed that enable people to protect themselves against in-
terference or Interventions in their private sphere, such as the EU’s General Data Protection
Regulation (GDPR) (http://gdpr.eu (accessed on 2 December 2021)). This is an example
of how digital sovereignty could manifest in everyday life. However, the approach is still
debated on whether the proposed rules are applicable in practice [6]. Under the threat of
punitive sanctions, any organization must abide by a set of data management rules if it
wants to trade with customers in EU countries. Those rules make it possible for individual
citizens to take more control of how their data are used, and they also set potential fines
for if companies breach the regulations. Hence, connected Things require justification
for sending and collecting data related to a person’s privacy. Users need to know that
they are sending their data and must be aware to whom exactly and for which purpose.
For example, while installing a home healthcare application on a smart phone, users need
to be informed on these issues and finally accept the conditions of privacy-relevant data
collection and sharing.

In this way, the role of users changes constantly. For each highly connected service,
information has to be studied on privacy, decisions have to be taken, and finally, informed
consent has to be given. When users engage in privacy management, they determine
the collection and use of data related to their privacy. Still, user engagement in privacy
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management of private users is hindered, partly due to misconceptions and partly due
to technic-centricity [7–9]. Misconceptions lead to misunderstandings with respect to
data collection and processing, e.g., when giving consent to cookies or cross-application
access. Technic-centricity refers to terms and concepts, such as cookie, that do not have a
corresponding definition in the user environment.

In general, people’s engagement in activities is determined by their motivation [10].
The authors of [10] state that motivation ‘is therefore of preeminent concern to those [ . . . ]
that involve mobilizing others to act.’ Self-Determination Theory (SDT) addresses motiva-
tion and engagement by describing different types and qualities of motivation. Furthermore,
SDT describes factors influencing people’s motivation to act [11]. Privacy management
issues have only recently been addressed in SDT research, namely in the context of cloud
storage [12]. In this paper, we take this initial work as input for further SDT-driven research,
as it helps to manifest privacy management as a socio-technical topic based on empirically
valid results. With our work, we want to set the stage for SDT-informed privacy manage-
ment research and privacy management features that motivate users to adapt technologies
according to their privacy needs.

The resulting research question is: How can privacy management research and de-
velopment be informed by Self-Determination Theory, so that humans are motivated to
engage in adopting the respective application features?

We suggest a Design Science [13] approach to structure user-centric privacy manage-
ment developments. We identify fundamental design cycles to utilize SDT instruments
according to their multiple facets for design and evaluation. SDT-driven development
in this way can contribute to both analyzing and supporting user engagement in their
privacy management in the digital world. As an effect, future developments in privacy
management can take into account the basic psychological needs addressed by SDT in a
balanced and well-structured way, namely the perceived competence of (potential) users,
their autonomy in managing their privacy, and social relatedness as caretaker of personal
privacy needs.

In Section 2 we review existing research on user-centric privacy management, in order
to reflect on the changing role of users and its current involvement in privacy management
activities. We derive requirements for user-centric privacy management (development)
from existing research. In Section 3 we introduce the fundamental concepts and instruments
of SDT. In Section 4 we integrate SDT-based design and development into Design Science-
based development cycles. We exemplify how methodological SDT development (https:
//selfdeterminationtheory.org/questionnaires/ (accessed on 2 December 2021)) could be
utilized to support user-centric privacy management. Section 5 concludes the paper by
reflecting on the proposed development scheme for further work.

2. Towards User-Centric Privacy Management

In this section we review existing findings on user involvement and engagement
policies in privacy management, in particular the adoption of privacy management features
of IoT systems and CPS. We also reflect on the aspect of the self-organization of privacy
issues as part of information self-determination. We first review current techniques for
privacy preservation and user-related concerns of privacy management. Then, we revisit
common features of privacy management stemming from technology use. Finally, we
analyze existing approaches to contextualize IoT system and CPS development, capturing
information relevant for user-centric development. A list of corresponding requirements
for user-centric development completes the section.

2.1. The Shift from Techno- to User-Centric Privacy Awareness

There is a significant amount of research in the area of privacy preservation. As recently
shown by Alimutiari et al. [14], several mechanisms have been proposed with the goal
of how users can benefit from IoT applications while taking into account privacy issues.

https://selfdeterminationtheory.org/questionnaires/
https://selfdeterminationtheory.org/questionnaires/
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As the list reveals, among the proposed methods for privacy preservation, technological
means dominate (14, p. 417):

• Encryption: This concerns data that are encrypted between the sending parties, e.g., the
user and the receiving party, e.g., an IoT device provider, assuming the receiver is a
trusted party.

• Dummy Request: This mechanism adds some effort to communication on the user
side—some fake requests are sent in addition to the actual ones to mislead parties,
aiming to intrude the user’s privacy.

• Obfuscation: In this case, some noise is added to data or other changes are made, such
as complementing information or decomposing messages, in order to conceal the
location within a certain area and hinder its recognition through data changes.

• Cooperation: This technique hides a single request through mashing it with a group
of other requests. They are sent by other users from a certain region, without a need
to communicate with the receiver. Sending all requests at once, the identity could be
hidden within the group of cooperating users.

• Trusted Third Parties (TTP): An intermediate component, e.g., server system, is used
to hide the identity of users when communicating further; again, assuming this
intermediate component can be trusted with respect to preserving privacy.

• Privacy Information Retrieval (PIR): This technique hides the actual request in a large
amount of information. Much more information is requested than originally required
by a sender.

These technology-driven mechanisms process several privacy-relevant categories of
data [15], in particular the following ones:

1. Location awareness data enables tracking, and thus disclosing a person’s or a personal
component of the location to others.

2. Identity information is collected when data refer to their owner, so any malicious part
could intercept it.

3. Profile as information about individuals is compiled to infer interests by correlation
with other user profiles and exchanged data.

4. Linkage occurs in the background, when a provider or architecture component puts
into mutual context different system components and user activities.

5. Exchanged data concern data exchanged between IoT components due to their con-
nectivity. As the data can be assigned to persons due to the roles of ‘sender’ and
‘receiver’, they can be attained and shared. Privacy-relevant information refers to
these data.

Collecting and processing the various categories of privacy-relevant data has raised
privacy concerns of users, and finally led to considering privacy from a user-centric perspec-
tive, e.g., Skarmeta et al. [16]. User-centered privacy management should help to overcome
the recognized lack of awareness and intensify the privacy-by-design of IoT applications,
and thus increase user motivation to become involved in privacy management. The goal
of user-centric privacy management is that individuals, communities, and organizations
can determine for themselves when, how, and to what extent information about them is
communicated to others. Thereby, privacy requirements can either stem from user-specific
situations, e.g., operating a home healthcare CPS, or from regulatory bodies, e.g., healthcare
authorities, that need to be met when using CPS services.

2.2. User Engagement and Self-Determination

Kounoudes et al. [17] investigated user-centric IoT studies on privacy (based on [18]),
published in the period from 2010 to 2019, because studies near or prior to 2010 were mostly
service or provider-oriented, instead of user-centric. The studies addressed privacy con-
cerns in IoT, followed a user-centric approach, and provided a privacy protection solution.
The role of users with respect to the characteristics of the GDPR (http://gdpr.eu (accessed
on 15 December 2021)—see also introduction) and the implementation of data privacy-by-

http://gdpr.eu
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design and by default (Article 25) has been made transparent in 29 papers. Wachter [18]
identified four user privacy challenges in GDPR: (1) profiling, inference, and discrimina-
tion; (2) control and context-sensitive sharing of identity; (3) consent and uncertainty; and
(4) honesty, trust, and transparency. Privacy solutions studied by Kounoudes et al. [17]
provided interactive features for the specification of the privacy preferences, using the
privacy-by-design principle when creating IoT devices.

Kounoudes et al. [17] identified that most effort has been spent on (3) consent and
uncertainty, as informed consent is considered key in enabling users to disclose their data
in the IoT without compromising their privacy. Researchers targeted the efficiency of user
consent reducing constraints. The analyzed solutions referring to control and identity
sharing (2) showed a variety of tools to control and manage personal data, allowing
for the implementation of constraints and policies. Features to specify personal privacy
preferences, leading to a user profile (1), proved effective in enhancing user privacy. In case
the selection of privacy preferences is unclear to users, e.g., due to the pervasive features
of IoT and data collection without user perception, users are supported to regulate how
their data can be used. Interactive components, such as Personal Data Managers, enable for
specifying who can access data and why, or when carrying out specific actions on the data.

Typical privacy management options are data deletion or rectification. They may
be triggered when a user receives a notification on some privacy preferences or risk.
Dedicated assistance or coaching components can provide context information, including
whether surrounding IoT resources have user-configurable settings. An active privacy
management component enables users to determine how IoT devices can take actions for
them, enforcing privacy preferences before any user interaction occurs with IoT services or
components. Risk estimation typically considers the user profile, the context, and the user’s
trust in the third party, because privacy risks are closely related to inferences on collected
data. Because the privacy risks of data collection have a potential impact of a privacy breach
incident, a solution is to notify the users about them, and provide recommendations to the
user regarding which personal data should not be shared after estimating the risks of data
collection. These mechanisms should help to build trust due to transparent processing (4).

The development of digital identities to handle user privacy has been considered key
in the context of interconnected devices. The developed service-oriented frameworks and
tools which ‘distill privacy-related digital identity requirements (business interoperability)
into a set of services, which in turn can be implemented on the basis of open standards
(technical interoperability)’ [19] still require highly informed users. Research and develop-
ment should recognize heterogeneously subjective perceptions of privacy by users, and
their right to informational self-determination [20].

Active user involvement is required from an awareness and tool perspective involving
risk communication. It concerns granular and usable information, as well as informed
privacy protection decision support [20]. The active involvement of the user targets the
user capability of building an individual mental model of the control mechanism and the
preservation of privacy [21,22]. This model decides whether a user trusts or mistrusts a
system. It requires transparency and intelligibility of user control mechanisms—see also
Figure 1.

Figure 1 shows the various contextual factors that need to be recognized when a
user is operating in an environment where privacy issues are managed, and should lead
to trusted interaction with a system. The factors include the domain or work scenario
a user is part of, goal setting with respect to privacy, the relation to other domains such
as security and risk management, and finally, the mindset and set of skills for informed
decision-making on privacy-relevant topis. According to Feth et al. [21], the most essential
part of user involvement is the creation of personas addressing all user groups in order to
better understand the users and their privacy goals. In cooperation with the user, several
privacy goals need to be achieved:

1. Unlinkability, in order to ensure that personal data cannot be elicited nor processed,
nor used for purposes other than those explicitly specified.
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2. Intervenability, in order to enable all concerned people have control through system
access, and thus, to enforce their legal rights accordingly.

3. System transparency, concerning the processing of personally identifiable information,
in a verifiable and assessable way.
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Based on participatory design of use cases, a conceptual system model and mecha-
nisms for continuous transparency management can be developed. Thereby, the user’s
mental model needs to be consistent with the behavior of the system. For each system
component, the user’s skills and knowledge need to be checked. The aim is to ensure user
understanding of how the system helps to achieve privacy goals and requirements.

In a collaborative process, the continuous visibility of the system’s states and user’s
actions with respect to privacy requirements are evaluated. Thereby, system transparency is
checked in terms of matching the current state of the system and the interactions with user
intentions, (required) actions, and resulting effects. The level of abstraction and granularity
of information needs to be determined in collaboration, taking into account user reactions
and feedback to designs when operating the system.

Knijnenburg et al. [23] suggest considering user-centric privacy management be-
yond transparency and control, while Janssen et al. [8] argues in the direction of self-
determination when suggesting the improvement of decision-making support. Once it
comes to solve real-world privacy problems, as IoT applications become widely used
in everyday life, such as households, privacy research should tackle decision processes.
They are assumed to have a transformatory effect on the difficulty of privacy decisions and
the usability of privacy interfaces. Decision-making support also facilitates interpreting
vast amounts of information delivered by regulatory bodies and technology providers.
Harnessing the provided control requires skills that many users need to have for informed
decision-making.

2.3. Facilitating User Engagement

Several tools have been developed to inform users in decision-making on privacy
issues. Bracamonte et al. [24] refers to detectors of privacy-sensitive information. Detecting
such information requires some ontology on privacy, e.g., as proposed by Li et al. [12], and
leads to alerts that trigger decisions on user privacy. Decision-making concerns aggregating
and managing their own data, and determining when and with whom these data are shared,
either to be consumed or processed [8]. A respective tool has been considered useful by
users, albeit their neutral level of intention of using the tool. They shifted the burden of
using it to others, while becoming concerned about its effectiveness and the privacy risks
when using it. Studying a Corona tracing app, Pape et al. [25] relates privacy to education.
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Their evaluations revealed that the more knowledge users have on privacy concerns, the
less hindrances they experience in adopting such apps. Hence, education seems to be key
for informed decision-making, in particular in special situations such as a pandemic [26].

However, individuals’ self-representations may serve well as context for informational
self-determination, when privacy indicators are utilized for privacy management [27], as
the following citation reveals. “Privacy indicators aim to help users to understand the privacy
implications of a service by showing values of parameters such as what kinds of data are collected, for
what purposes and whether the data are shared with third parties. However, such decision support
tools rely entirely on the attributes of the app itself while ignoring exogenous aspects of context that
may also have an effect. Such factors include the individual’s prior perceptions, interactions and
relationships with the organisations associated with the service in question” ([27]. p. 168).

Michael et al. [28] studied user-relevant context factors and developed a context
meta-model that has been applied on IoT manufacturing processes, and “is defined by four
contexts. The Personal and Social Context describes all relevant Persons (e.g., in the use case of
IoT manufacturing working tasks: workers, managers, administration staff, suppliers) referring
to their abilities, mental and physical information about persons, tasks or duties. The Behavior
Context addresses the tasks persons do: steps and goals. The Behavior Context consists of an
Activity and related Events. Activities are part of a Process with a certain Goal including sub-goals.
Goals in our use case are e.g., to produce a certain product, to control a production step or to
deliver a component. The Spatial Context represents all concepts related to venues like Departments
(i.e., Factory Buildings) that might differ in Locations, within Areas and certain Equipment, which
can be placed in these areas. The Environmental Context is highly relevant for our use case, as
either the usage of certain Resources (device, application, item, fixture) by persons is stored as well
as the behaviour of these resources by using its sensor data. Thing and Modeling Element are the
meta-concepts.” ([28], p. 199).

These types of contexts could frame dedicated tools for privacy management, as was
suggested by the developers of Privacy Assistant. Stöver et al. [29] show that such an
assistant system should support all contexts where a user wants to implement their privacy
preferences. User preferences lead to privacy settings that are valid as defined by the user
or as discovered in the privacy preferences of a user. The generated outputs are settings
the Assistant can enforce for all components that a user can address when implementing
privacy requirements, which typically concern IoT devices.

Besides the user as a concerned privacy stakeholder, the provider or developer of a
system or component is also key when being connected to the Assistant. A provider can in-
form about constraints or regulations stemming from the legal organizations. The provider
could also be the designer, thus determining whether software, hardware, or social inter-
action has some privacy-relevant relation to an authority influencing development [27].
More particularly, developers can influence what users actually learn about the purpose
and the internal structure of a system, including loopholes to infiltrate systems on demand.
Having stated the different roles and their relations, this brings us back to transparency and
control, for which developers take responsibility when distributing it between participants.

Control and transparency influence the design of user interfaces that are primarily
required to specify privacy settings and communicate with the IoT system through feedback
and actions. Hence, the user interface becomes the ‘perceptible part of the IoT’ [17].
It should allow the user to have a clear understanding of the associated privacy risks
through proper encodings, e.g., using annotations when creating inferences about that
user. Once a risk alert appears, users can perform corresponding actions, such as data
anonymization before sharing, which need to be integrated to ensure user control over
personal data. Such a course of action lays ground for informed consent in IoT, as users
are kept apprehensive about the fact that their data can be collected and shared. Even in
cloud-based IoT applications and dynamically changing contexts, the ability to model
the user’s privacy preferences is considered a prerequisite to enable the user to make an
informed decision (cf. [8]).

In summary, designers and providers need to ensure:
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1. Transparency on data level and inferences for users to achieve their informed consent;
2. Preference specification on privacy as inherent utility function of IoT applications;
3. Availability of context information to support decision-making on (i) and (ii);
4. Control in terms of privacy options setting and monitoring throughout runtime.

Hence, indirectly all dimensions of self-determination have been addressed in the
context of user roles and their activities. User should be able to autonomously decide
based on transparent options with what or to whom to share data. Informed decision-
making, and, finally, consent, is based on education and competence; thus, addressing users’
perceptions of their competence, and of their relatedness to other users, either directly or
via the provider, is necessary.

3. Self-Determination Theory

Self-determination Theory (SDT) is “a macro-theory for human motivation, emotion
and personality” based on research by Edward Deci and Richard Ryan [30]. In contrast to
behavioristic approaches, SDT focuses on “people’s inherent motivational propensities for
learning and growing, and how they can be supported” instead of controlling motivation
exclusively from the outside [11]. However, the pursuit of individual development and the
willingness to learn does not arise automatically [11]. The social environment influences
how far people engage in activities and what people learn [10].

In this section, we give an overview of the central findings of the SDT to identify
potential fields of application in the context of user-centric privacy management in the
subsequent section. Because SDT differs between intrinsic and extrinsic motivation, the
following subsection describes each type of motivation in the context of self-determination.
It is followed by a subsection about three basic needs that must be satisfied to allow for
engagement and self-determined motivation.

3.1. Intrinsic Versus Extrinsic Motivation and the Question of Self-Determination

When people act out of interest or fun, their actions are intrinsically motivated [31].
The behavior of children especially is often triggered by interest, fun, or curiosity. However,
intrinsic motivation is also evident in adults if activities are carried out for one’s own
sake. For example, sporting or artistic activities are often based on intrinsic motivation [32].
Thereby, “Intrinsic motivation is defined as the doing of an activity for its inherent satisfactions
rather than for some separable consequence. When intrinsically motivated a person is moved to act
for the fun or challenge entailed rather than because of external prods, pressures, or rewards.” [31].

Intrinsically motivated behavior is self-determined because “people understand the
activity to be something they want to do for its own sake” [32]. It is usually associated with
well-being and high-quality performance [33,34].

Although intrinsic motivation is an important type of motivation, people perform
many actions without experiencing inherent satisfaction [31]. Such actions are defined as
extrinsically motivated because they are performed to achieve a separable outcome [35], as
the following quote shows.

“The term extrinsic motivation refers to the performance of an activity in order to attain
some separable outcome, and thus, contrasts with intrinsic motivation” [10].

However, acting to achieve a separable outcome does not necessarily lead to a feeling
of being externally controlled [10]. According to SDT, there are different subtypes of
extrinsic motivation. They vary in terms of perceived self-determination [32,35].

The perceived self-determination depends on the degree of the internalization of
values underlying the behavior [11], as described in the following:

• External Regulation is the least autonomous form of extrinsic motivation and therefore
is placed just right after amotivation. This subtype represents the behavior people
perform to receive a reward or to avoid negative consequences as punishments [11].
Hence, external regulation corresponds to “the type of motivation focused on by
operant theorists” [10].
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• Introjection represents the second non-autonomous subtype of extrinsic motivation,
although the underlying values have been “partially internalized” [11]. The “behavior
is regulated by the internal reward of self-esteem for success and by avoidance of
anxiety, shame or guilty for failure” [11]. Thus, people experience an internal pressure
to act without identifying with the underlying value, nor do they “accept it as his or
her own” [36].

• Identification is a more self-regulated or autonomous form of extrinsic motivation [11].
“Here, the person has identified with the personal importance of a behavior and has
thus accepted its regulation as his or her own” [31]. Hence, people have internalized
the underlying values and perceive the behavior as somewhat self-determined [11].

• Integration describes the most autonomous or self-regulated subtype of extrinsic moti-
vation [11]. In contrast to identification, a “person not only recognizes or identifies
with the value of the activity, but also finds it to be congruent with other core inter-
ests and values” [11]. Such autonomous extrinsic motivation shares with intrinsic
motivation perceived self-determination [11] and high-quality performance [31].

Hence, high-quality performance, engagement, and persistence is not just a question
of intrinsic or extrinsic motivation. “What distinguishes the two is merely a teleological
aspect, whether the behavior is done for its inherent satisfaction (intrinsic) or is done in
order to obtain a separable goal” [35]. Hence, engagement or performance is a question
of perceived self-determination. The internalization of values determines whether people
experience extrinsically motivated behavior as controlled or as self-determined [31].

How far people internalize the values of a behavior depends on the satisfaction
of their psychological needs [11], which can be fostered or inhibited through the social
environment [37]. SDT describes three basic psychological needs that are essential for all
humans “across individual and cultural differences” [38]. The following section describes
the three basic needs to understand the influencing factors of the internalization process.

3.2. Basic Needs

Numerous studies have shown that all humans have three basic psychological needs:
They need to feel competent, autonomous, and a relatedness, for individual growth, en-
gagement, and well-being [11].

The need for competence describes that people want to perform activities that opti-
mally meet their abilities. However, it is “not an attained skill or capability, but rather is a
felt sense of confidence and effectance in action” [39]. In general, people seek to maintain
and improve their skills for personal growth [39]. To achieve this, people need to feel
that they can successfully accomplish their tasks [11]. The social environment can facili-
tate the feeling of competence through “well-structured environments that afford optimal
challenges, positive feedback, and opportunities for growth” [11].

The need for autonomy describes that people want to perceive the causation of action
in themselves [11]. The term “autonomy” refers to “self-governance” [40]; the following
quote specifies with respect to these terms,

“[ . . . ] in no way does the idea of self- governance imply, either logically or practically,
that people’s behavior is determined independently of influences from the social envi-
ronment [ . . . ]. We know of no real-world circumstances in which people’s behavior is
totally independent of external influences, but, even if there were, that is not the critical
issue in whether the people’s behavior is autonomous. Autonomy concerns the extent to
which people authentically or genuinely concur with the forces that do influence their
behavior” [40].

Opportunities of choices can facilitate the feeling of autonomy. However, choices can
only have positive effects when they are attributed a personal significance. If people do not
perceive the tasks or activities to be chosen as personally relevant, they will not experience
any autonomy support [37].
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Relatedness is the third basic need and describes how people want to feel connected
to others. It also represents the desire to be supported and accepted. People seek to be part
of a community with shared interests and values [39]. The social environment can facilitate
this psychological need “by conveyance of respect and caring” [11].

These basic needs are essential for both intrinsic and extrinsic motivation. “Thwarting
of any of these three basic needs is seen as damaging to motivation and wellness” [11].
In general, intrinsically motivated behavior is based on feeling autonomous and competent
because people perform such activities out of joy and interest [32]. Nevertheless, the
social environment can reduce intrinsic motivation when basic needs are not considered.
For example, controlled environments, rewards, punishments, and negative feedback
have negative effects on people’s intrinsic motivation [32,41]. For extrinsically motivated
behavior, basic needs satisfaction influences the internalization process. Studies have shown
that feeling competent, autonomous, and relatedness supports people to transform values
into their own. Internalized and integrated values allow for feelings of self-determination
that promote engagement, high-quality performance, and well-being [31].

These recent studies on value embodiment demonstrate the positive impact of in-
ternalization on individual engagement and serve as a trigger to apply SDT for motivat-
ing users to actively manage their privacy management in cyber-physical environments.
As Liu et al. [42] could demonstrate, such a drawing upon SDT enables the investigation of
the effects of perceived autonomy, perceived competence, and perceived social relatedness
on the relation between information assurance and perceived information control. As ‘the
three psychological needs fully mediate the impact of information assurance on perceived
information control’ ([42], p. 113), with the latter driving the adoption of technological
services, privacy management feature development could be grounded by SDT.

4. Towards Self-Determined Privacy Management

In this section we put the findings detailed in the previous sections into mutual context.
According to our objective, we structure the development process for engaging users in
privacy management in line with SDT. We build upon user context to ensure privacy, as
Steinfeld [43] noted that there is still potential for encouraging users to become more aware
and informed concerning personal online data and their processing. His study advices on
accessible and comprehensible information, which makes users understand the principles
of their engagement with IoT applications and what they can achieve to affect the way
information about them is handled.

A solution-oriented and adaptable approach to CPS development, as proposed in the
following, could help to guide developers and users to engage in privacy management.
Design Science-based approaches meet both requirements. Consequently, we frame the
methodological integration of SDT and its instruments by Design Science. In the following,
we introduce the Design Science concept and its operationalization, meeting the require-
ment of enabling situation-sensitive solutions, and exemplifying each step for a smart
healthcare use case. Finally, we put the requirements for user-centric development derived
in Section 2 in the context of valid SDT instruments for each of its dimensions.

4.1. Framing SDT-Based Development

Design Science has attracted development attention for the last decade [13,44]. Its dual
while iterative nature with respect to design artifacts and design theory equally supports
practical development and theory advancement. The Relevance Cycle (Figure 2) connects
the environment of the maker (project) with the core development activities. The Rigor
Cycle relates these activities to a knowledge base, informing the project. The Design Cycle
iterates between the core development activities (building and evaluating artifacts).

In the field of home healthcare [44], taking into account privacy management, the ‘peo-
ple’ dimension concerns all stakeholders engaged in domain-specific privacy management,
such as clients of IoT systems, providers of CPS services, and producers of smart healthcare
appliances. They operate in certain roles and are organized in a network for configuring
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and operating such a CPS. The technical systems range from simple sensors and actuators
to digital twins adapting and synchronizing IoT devices at runtime to meet client demands.
The opportunity for smart home healthcare is predictive analysis of behavior according
to the functional needs and capabilities, taking into account privacy requirements. De-
sign Cycles allow to focus on particular features of privacy management to meet specific
requirements, e.g., anonymizing personal data when IoT device usage data are transmitted
to the service provider for maintenance. The knowledge base captures all privacy require-
ments and their operational implementation, and thus, represents a coherent compilation
of results in privacy management of developed solutions in the field of home healthcare.
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Figure 2. Design cycles embodied in pragmatic and methodological context (according to [13]).

The original framework has been operationalized by Peffers et al. [45], allowing us to
frame privacy management development as shown in Figure 3. The depicted five steps
correspond to those before the development process is communicated. The development
process being communicated has not been included in the figure, in order to focus on the
relevant part of embodying SDT into the design-driven development process.
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The findings of Section 2 on privacy management not only motivate the need for
engaging users in privacy management, but also defines and recognizes the requirements
when designing the artefact. They correspond to the user’s needs on transparency with
respect to privacy data and inferences to provide informed privacy consent, and corre-
sponding features to identify and specify privacy needs. They enable to embody contexts
on privacy issues for informed decision-making when setting privacy options, and features
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to monitor system behavior with respect to preserving privacy. We detail each step in the
subsequent section.

4.2. SDT-Informed Development Steps

In the following, we describe the operational development steps as proposed by
Peffers et al. [45]. We give a general description and exemplify each step for a use case
scenario, namely smart healthcare. Smart home healthcare deals with the use of IoT
systems or CPS in home environments for real-time monitoring of users’ health status
and high connectivity of devices and experts. These systems aim for dynamically creating
relations between social, professional, and health-care networks and their members while
maintaining personal privacy [46]. Studies on the need for individuals’ control over
personal health information emphasize that health information should be kept confidential
for various stakeholders, e.g., device operators. However, development effort for users of
smart home healthcare requires skills to make users understand the capabilities of privacy
management, thus establishing privacy management as an essential development task.

It is likely that users share their individual medical records with doctors and therapists,
while they are reluctant to transmit those data to mediocre institutions. It seems ‘that
people’s willingness to share information is not only motivated by social intimacy to the
recipient but also by the competence of the recipient’ [46]. Hence, the recipient’s identity is
a strong mediator of privacy preferences and represents essential contextual information.
In addition, ‘disclosure settings of health information in smart home healthcare must
make room for adapting to the changes in the user’s situation’ [46]. Princi et al. [9] found
‘that, prior to their decision, individuals weigh perceived risks and anticipated benefits
of information disclosure’ in the context of IoT healthcare technology. In summary, the
development process of a smart healthcare lacks user engagement due to the user perceived
risks outweighing the benefits of sharing data.

According to Peffers et al. [45], a development process in the context of privacy
management needs to comprise the following steps: problem identification, definition of
objectives of a solution, design and development, and demonstration evaluation.

Problem identification: the authors of [45] describe the definition of “the specific
research problem” and the justification of “the value of a solution” as the first step in a
design science research process. Researchers need to know “the state of the problem” to
find appropriate solutions [45].

When users experience an increased loss of control on privacy issues and thus lack of
digital sovereignty, the techno-centric approaches to privacy management are perceived
as difficult to grasp by human users due to lack of system transparency. Hence, consent
to privacy management activities is not given on techno-centric information or guidance,
in particular, in the context of IoT and CPSs. Studies identified a lack of engagement in
privacy management of private users [7,8]. This lack of engagement justifies potential
SDT contributions along design cycles and embodies SDT as kernel theory into the Design
Science-based development process.

Both misconceptions and self-education that is perceived by users as unhelpful in
making informed decisions on privacy concerns are likely to lead to a lack of engagement
and autonomy. In the studies analyzed in Section 2, all dimensions of self-determination
have indirectly been addressed in the context of user roles and their activities in overcoming
perceived misconceptions and technic-centricity. In order to overcome these hindrances
in user engagement, and as a justification of a solution, users should be able to decide in
an autonomous way based on transparent options with what or to whom they share data.
Informed decision-making, and, finally, consent, is based on education and competence;
thus, addressing their perception of their own competence, and relatedness to other users,
either directly or via the CPS provider, is necessary

In the context of the smart healthcare case, the problem can be manifested through the
lack of familiarity with IoT devices and their connectivity, resulting in a corresponding CPS.
When they perceive a low level of individual competence, they do not engage in healthcare
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technology adoption, as they rely on others to configure and adapt CPS technologies to
their needs. Such behavior influences privacy management, which in turn influences their
autonomy, e.g., when devices share personal data. Social relatedness for sharing their
perception could reduce the reluctance of adoption, in case the peer group is educated
and relies on informed decision-making, or offers privacy management services in a
supportive way.

Definition of Objectives of a Solution. After analyzing the problem in detail, feasible
requirements or “objectives of a solution” must be defined. “Resources required for this
include knowledge of the state of problems and current salutation, in any, and their
efficacy” [45].

As mentioned in Section 3, the activation of users to participate in privacy management
activities needs to be based on human-centric articulation and specification of individual
requirements and preferences with respect to privacy. Any decision-making activity should
be supported by situation context. It can lead to informed consent based on contextualized
options. It allows users to (re)gain control and finally, monitor system behavior.

The authors of [12] examined “how information control can be enhanced.” In the
context of cloud storage services, they identified that psychological needs defined in SDT
influence “the intention to adopt” such services. The study shows that “when individuals
feel self-expressive, competent, supported, and secure, it builds the belief that they are able
to control their personal information” [12]. Hence, the findings indicate the importance of
SDT when aiming to foster user engagement with new systems [12].

Furthermore, the development process of a privacy management system should
include the SDT perspective (see Section 3). In terms of SDT, a central objective of a
private management system should be the satisfaction of the basic needs of the users
when aiming to foster engagement and self-determined use. They lay ground to overcome
recently addressed deficiencies in online privacy literacy. Mazur [47] suggests ‘to facilitate
a privacy deliberation process in which individuals become agents of social change that
could lead to conditions of positive privacy and informational self-determination’ (p. 258).
The concerned knowledge and skills in his multi-dimensional model of online privacy
literacy challenge developers and users. Developers need to provide factual privacy
knowledge-sharing features, enabling users to reflect on privacy protection to finally
‘protect themselves against some horizontal and vertical privacy intrusions’ [47]. In case of
home healthcare, the permission to access user data could be made transparent, in order
to show the functional relations of services and their providers, and offer points of user
intervention and control.

We took these competence-related inputs into account when formulating the entries of
the table. In Table 1, we relate each SDT-addressed user need to the user-centric privacy
management requirements derived from existing research in Section 2. On the basis of the
summarized issues in Section 2, we have condensed the requirements for artefact design.
The table reveals how they can be related to the basic needs addressed by the kernel theory
in terms of design options or system features.

Design and Development means to “create the artifact. [ . . . ] This activity includes
determining the artifact’s desired functionality and its architecture and then creating the
actual artifact” [45]. Any artifact in user-centric privacy management should be able to
capture the articulated privacy requirements and guide design and technology adaptation.
The context of the application should be easily recognized to support informed decision-
making on the privacy management options.

The artefact itself is considered a socio-technical instrument for privacy management
in terms of designing and controlling CPS technologies. It comprises physical and digital
components as well as material to enable user autonomy and social relatedness. For smart
healthcare, the physical components are sensors and other IoT systems that are at least
connected by digital elements, in order to enable integrated CPS user access, privacy
monitoring, and control.
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Table 1. Design proposals for SDT dimensions, referring to the design of technology features
relatedness.

SDT-Addressed User Needs
Privacy Management

Requirement
Competence Autonomy Relatedness

Transparency on data level
and inferences to provide

informed consent

Users are able due to
intelligible access options to

recognize which
privacy-relevant data are

collected and processed to
acknowledge sharing

those data.
Users are able to articulate

need for (additional) capacity
building to provide
informed consent.

It is transparent to each user
which entity generates and
processes privacy-relevant

data and how generation and
processing can be influenced,
and therefore each user has
the choice to intervene in

providing consent.

Users perceive respect when
having access to this

information for providing
informed consent.

Preference specification
features on privacy

Users feel qualified to express
their privacy preferences to
influence system behavior.

Users have the access rights to
edit their preferences on
sharing privacy-relevant

information.

Users perceive recognition of
their needs when having the
opportunity to provide their

privacy preferences for
system adaptation.

Context information for
informed decision-making

The provided context
information brings users into
the position to make informed

decisions.

Users can decide whether to
utilize context information for

informed decision-making.

Users can share context
information with others for
informed decision-making.

Privacy options setting and
monitoring features
throughout runtime

Users have the ability to
control system behavior by

setting privacy parameters at
runtime and monitoring the

system behavior.

Users decide when and how
to monitor the

implementation of their
individual privacy

requirements, and when and
how to modify it.

Users perceive their privacy
demands are taken seriously,
because they can set privacy

options dynamically, and
monitor their implementation.

For each of the SDT dimensions, smart healthcare design proposals could include
specific features. User competences could be addressed from a capacity development
perspective and include educational material [48]. They could also be addressed by default
options for connecting IoT components that need to be acknowledged by users such as
calling the ambulance in case of a medical emergency indicated by sensor data. Relatedness
could target social contacts when sharing sensitive private health conditions with persons
from a peer network.

Demonstration. This step aims to demonstrate “the use of the artifact to solve one or
more instances of the problem” through appropriate activities such as simulations, case
studies, or experimentations [45]. In case of CPS development, demonstration should be
enabled via Digital Twins as they allow interactive validation at runtime, once they are
based on an executable IoT system and CPS model [49]. The entire functionality should be
mapped to run realistic application cases and control CPS behavior at runtime. Such types
of demonstrations address competencies of users, as model-based execution allows to
simulate CPS behavior before physical components are activated with minimal prior
knowledge on CSP. Because individual designs can be developed, user autonomy plays a
crucial role. Finally, as the demonstrator can be shared with others, social relatedness can
play a motivational role at that stage of development.

Evaluation. This step aims to find out “how well the artifact supports a solution
of the problem.” Depending on the problem and the artifact, researchers need to choose
appropriate evaluation methods or analysis techniques (e.g., surveys, client feedback, or
simulations). Depending on the results of the evaluation, “the researchers can decide
whether to iterate back to activity 3 [Design and Development] to improve the effectiveness
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of the artifact or to continue on to communication and leave further improvement to
subsequent projects” [45].

Because we defined the satisfaction of users’ basic needs as an objective for supporting
the engagement in the designed privacy management system, we need to use SDT-specific
instruments for the evaluation. The authors of [12] developed an SDT-informed question-
naire in the context of cloud storage with measurement items concerning Technology-based
Assurance, Institution-based Assurance, Perceived Autonomy, Perceived Competence,
Perceived Relatedness, Perceived Information Control, Perceived Benefits, and Intention to
use. We suggest developing an artifact-specific questionnaire guided through the items by
Li et al. [12]. Following the Design Science approach, the artifact needs to be adapted based
on the evaluation results by iterating back to step III (Design and Development).

Evaluation refers to the perceived competence and autonomy given by the trans-
parency on the data level and inferences for users to achieve their informed consent.
It contradicts preference specification on privacy as an inherent utility function of IoT
applications, and the availability of context information to support decision-making. The
collective control of privacy option settings and monitoring throughout runtime brings into
play social relatedness, because users can share their strategies and adopt novel ones. User
experience and usability evaluation methods provide means to check user-perceived values.

The evaluation should reveal whether Li et al.’s results can be confirmed for further
developments. “Of the three psychological need satisfaction variables, perceived autonomy
had the strongest impact in the model, followed by perceived relatedness. Perceived
competence had impact on perceived information control, but not on perceived benefit” [12].
For healthcare, these findings could mean that effective IoT playground training enables
more active user participation in configuring IoT settings. Increased user involvement
could lead to higher perception of individual autonomy that could be shared with others,
or could serve as a model for service providers. These relations could trigger a spiral
development, intensifying user engagement.

4.3. Appropriation of SDT-Instruments in Development Context

As mentioned above, overcoming misconceptions and technic-centricity by means
of SDT can be addressed by the identified requirements from the shift from technic- to
user-centricity. This shift can help to adjust user misconceptions, and increase user en-
gagement. The appropriation of Li’s methodological developments can be supported, as
shown in Figure 4. Similar to the adoption of cloud storage services, the three psycho-
logical needs have to be fulfilled for adopting privacy management features or services.
The requirements on privacy management (identified and summarized in Section 2) on
human-centric technology development serve as a baseline, when users should become
intrinsically motivated and engage in privacy protection. Similar to cloud storage service
adoption, it can be assumed that when motivating users to engage in privacy management
activities, information assurance matters, as it fulfills the basic psychological needs of
individuals. This induces support of choice, initiation, and understanding (being character-
istic for perceived autonomy), rather than prescriptive and normative procedures to meet
privacy objectives.

We can further follow Li et al.’s [12] detailing of information assurance: (i) Technology-
based assurance ‘refers to the technological safeguards such as encryption, authentication,
firewall, third-party certification, and feedback mechanisms so that the IT application is
deemed trustworthy’ ([12], p. 115), and (ii) Institution-based assurance which ‘refers to the
interventions that an organization initiates to assure users that efforts have been devoted to
protecting their personal information’ ([12], p. 115)—see Figure 4. Both types of information
assurance play a crucial role in privacy management per se, recognizing the socio-technical
nature of CPS.
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user-centric privacy management (right side).

Because privacy concerns have been addressed by Li et al. [12] in the context of cloud
service provision and utilization, it can be assumed in the context of CPS privacy concerns
that SDT needs satisfaction influences the perceived benefit of privacy management services.
Depending on their perceived competence, users are able to utilize privacy options to meet
their respective requirements and monitor system behavior. According to SDT, users should
perceive individual autonomy in terms of having the choice to select the use of privacy
management features. The perceived relatedness refers to the users’ impression that their
privacy concerns are taken seriously by the developers or providers of the services, and
individual privacy requirements can be met and shared with others by using those features.

SDT needs satisfaction could influence the perceived information control on pri-
vacy management due to the provision of relevant context information, also in line with
Li et al. [12]. When privacy management services are used for informed decision-making,
users likely perceive themselves competent—they make the right decision for them on
relevant privacy concerns. If they have the choice to utilize provided context information
for informed individual decision-making, autonomy can be addressed in a positive way.
Finally, when users experience transparency on privacy handling by a system and feel to
be in control when utilizing privacy management services, they will perceive a high degree
of relatedness.

In addition to the suggested appropriation of the constructs elaborated by Li et al. [12],
from the list of SDT instruments available at the SDT website (https://selfdeterminationtheory.
org/questionnaires/ (accessed on 2 December 2021)), we consider the Basic Psychological
Need Satisfaction and Frustration Scales (BPNSFS) relevant to evaluating privacy manage-
ment features along Design Science cycles (see also Figure 3). For instance, addressing the
three user needs ‘suggests that these must be ongoingly satisfied for people to maintain op-
timal performance and well-being’. Satisfying privacy requirements is considered relevant
for work and life balance. Because the BPNSFS’ General Scale also refers to frustration, it
completes the perception of privacy management features in user-centric domains such as
CPS applications providing home healthcare services. Thereby, users can be asked whether
they feel a sense of choice and freedom in the course of CPS configuration and dynamic
adaptation with respect to protect their privacy. They can also be asked whether most of
the actions they set they need to be achieved to meet their privacy objectives. The feeling
of care by other people may either refer to respected privacy settings by providers or to
sharing experience with other users when implementing their individual privacy require-
ments. With respect to their perceived competence, their judgment on their capability can

https://selfdeterminationtheory.org/questionnaires/
https://selfdeterminationtheory.org/questionnaires/
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be made transparent, as well as their confidence to accomplish more challenging privacy
protection tasks.

5. Conclusions

Recognizing the propagation of Cyber-Physical Systems (CPS) and Internet-of-Things
(IoT) applications into everyday life and societal systems changes user behavior and
capabilities. The more that users come into the position to decide in which way ad-
vanced technologies are adopted to their individual needs, the more active is the role they
play along adoption. Privacy concerns occur once personal data are shared, and digital
sovereignty needs to be perceived as an active asset. When addressing the user’s perception
of competent engagement in privacy management and monitoring of privacy-relevant
CPS connectivity, Self-Determination Theory (SDT) and its established instruments can
significantly facilitate user-centric design and user control.

We could demonstrate the conceptual and practical relevance of SDT when aiming to
put user-centric privacy management into practice. In the context of CPS, the autonomy
of users in terms of information assurance is a design issue, while privacy concerns also
strongly focus on competence due to the complexity of CPS and related development
and adaption issues. Privacy needs require specification and implementation support
based on transparent data exchanges. Active monitoring enhances user autonomy from
an operational perspective. Both the specification of individual privacy requirements and
their controlled implementation influence the perceived social relatedness of users.

Hence, informing privacy management research and development by SDT through De-
sign Science has a direct impact on (i) the identification of requirements for design input for
artefacts that address the motivation of persons to engage in privacy management; this thus
includes social elements that (ii) can be evaluated by established means stemming from the
rich SDT knowledge base. Moreover, (iii) the focus of development can be determined by
elaborating step-by-step the implementation of design options or requirements, depending
on available demonstrator capabilities. The overall result is a fine-grained development
procedure, explicitly taking into account social concerns in socio-technical developments.

Our future research will focus on implementing the proposed methodological ap-
proach. We expect to be confronted with addressing a trade-off between utility and privacy,
as, e.g., indicated by Asiskis et al. [50]. Although the primary interest of CPS or IoT
providers is to ensure some utility function for users in their application context and
task-specific requirements, any generation of user-specific information might lead to pri-
vacy management activities. Although there are several techniques that scan and process
user-generated data to ensure privacy, parameterizations of privacy settings need to be
investigated to regulate a possible trade-off between maximizing privacy and minimizing
utility and vice versa. To that respect, we expect design cycles to facilitate respective adjust-
ments. They include evaluation of data generation and sharing approaches with respect
to informational self-determination. Thereby, the artefact could be enriched by features of
a meta-assistant to implement security and privacy concerns by regulating CPS elements
in connection with user context [51]. Such an enrichment would not only help individual
users but also organizations to take care of collected privacy data and their management.
Context detection and device regulation could be supported by AI-algorithms taking into
account adjusted ethical guidelines.
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