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Abstract: Recently, online e-commerce has developed a major method for customers to buy various
merchandise. Deep learning analysis of online customer reviews can detect consumer behavior
towards sustainability. Artificial intelligence can obtain insights from product reviews to design
sustainable products. A key challenge is that many sustainable products do not seem to fulfill
consumers’ expectations due to the gap between consumers’ expectations and their knowledge of
sustainable products. This article proposes a new deep learning model using dataset analysis and
a neural computing dual attention model (DL-DA). The DL-DA model employs lexical analysis
and deep learning methodology. The lexical analysis can detect lexical features in the customer
reviews that emphasize sustainability. Then, the deep learning model extracts the main lexical
and context features from the customer reviews. The deep learning model can predict customers’
repurchase habits concerning products that favor sustainability. This research collected data by
crawling Arabic e-commerce websites for training and testing. The size of the collected dataset
is about 323,150 customer reviews. The experimental results depict that the proposed model can
efficiently enhance the accuracy of text lexical analysis. The proposed model achieves accuracy of
96.5% with an F1-score of 96.1%. We also compared the proposed model with state of the art models,
where our model enhances both accuracy and sensitivity metrics by more than 5%.

Keywords: deep learning; lexical analysis; reviews; Arabic e-commerce; sustainability

1. Introduction

With the increase in the number of e-commerce websites, more customers intend to
use e-commerce platforms. Related to physical shopping in real stores, customers have
the ability to shop at any time period with less time and effort and the merchandise on
e-commerce sites are diverse. Customers can purchase the desired merchandise without
leaving home [1]. Nowadays, green practices are impacting consumer decisions for select-
ing merchandise even though there are a lot of challenges in the merchandise retailed on
online forums, such as the discrepancy between the sustainability and the real merchandise,
poor features, and deficient customer service [2]. Consequently, it is important to utilize
lexical analysis of the merchandise evaluation from e-commerce forums.

Lexical analysis of customer assessment provides a beneficial reference for new cus-
tomers who favor the sustainability features of the products, and it can help e-commerce
forums to develop quality and customer satisfaction. Lexical analysis employs text analysis
and views mining techniques. Lexical analysis automatically investigates individual com-
ments with customers’ expressive usage of color and generates the customers’ emotional
trends [3].

The main models of data mining are rule-based or deep learning, or involve a joint
method of both. Rule-based models include lexical analysis models. Deep learning models
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comprise conventional deep learning techniques, such as random fields and neural net-
works. Deep learning models are used in many fields, such as image classification [3–6], ob-
ject recognition [6], object and vehicle tracking [7–9], optimization [9], fire detection [8–12],
and medical fields [13]. Recently, many articles have utilized deep learning models with
lexical analysis by building lexical datasets, which attained better performance [14–16].

The central phase of lexical analysis methodology is the construction of lexical datasets.
The lexical dataset is built by choosing suitable lexical words, degree nouns, and negative
verses. Word intensity and polarity are used to build the lexical dataset. The datasets are
linked with the lexical words in the lexical dataset. The linked lexical words are scored
and added to compute the lexical score of the input, thus deciding the lexical polarity of
the input.

The rest of the article is divided as follows: Section 2 describes the background.
Section 3 designates our proposed DL-DA model. Section 4 displays the experimental
settings and the results of our testing of the DL-DA model. Section 5 presents the discussion
of the experimental results. Section 6 concludes the paper.

2. Background

There are several models that utilize a feature map vector. Models such as WrdVec,
FstTxt are examples of such models. Customary deep learning models manually extract
the emotional attributes of the data from the input to build the text feature map and then
employ the conventional deep learning techniques to classify the lexical features [15–17].
This models usually needs manual involvement to attain the lexical class of the input text.
Conventional deep learning models utilize naïve Bayes modeling, support-vector machines
(SVM), and random forest models [17–19].

Lexical analysis is usually used in natural language processing systems [20]. World-
wide, people use e-commerce and usually add reviews to express their satisfaction for
their transactions [21]. The remarkable development of lexical analysis techniques in the
previous years has allowed lexical analysis models to help customers to select suitable e-
commerce sites. An enhanced website usually employs rate prediction. However, customer
review perception in busy surroundings face many problems [22–25].

Many studies have tackled the improvement of recommender systems that preprocess
customer review speech and utilize this data to feed to the lexical analysis models and
overpower customer dissatisfaction [26,27]. Akoglu et al. [26] proposed false information
removal techniques utilizing solo and multi-deep learning platforms. The advantage of
the method proposed in [27] is that they used a multiple deep learning false information
removal to filter the true rating from false or gibberish ratings. The authors of [28] con-
firmed the advantages of the multi-deep learning models in restaurant settings ratings in
five-star rating analyses with moderate accuracy but faster learning curve. The authors
of [29] validated a simulated deep learning beam model with 5600 users for 9 weeks. Qual-
itative reports from the lexical analysis cases designated that the beam model created a
higher recommendation quality and was favored to other e-commerce handling models in
commercial environments. The authors of [30] evaluated a mixture of false information
removal models (i.e., a noise removal model combined with directional attention algo-
rithms implemented on the CP810 processor) on 16 experimental recommenders. The
outcomes validated that the proposed model improved lexical analysis prediction accuracy
in commercial environments. The model proposed in [31] used a post-beam dual attention
model and presented an enhancement in rating prediction performances over previous
beam models on lexical analysis. A summary of the state of the art models in the literature
using intelligent models is depicted in Table 1.
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Table 1. Summary of different machine and deep learning models that detect consumer behavior in
different datasets.

Reference Domain Dataset Model

[28]
Restaurant ratings in five stars

rating analyses towards organic
products

Otlab rating data Multi-model deep
learning models

[29]

Qualitative reports from the
lexical analysis to create higher

recommendation for green
energy in Hotels

Dataset from
5600 users for

9 weeks

Simulated deep
learning beam model

[30]

Evaluation of a mixture of false
information removal models

towards more sustainability (i.e.,
a noise removal model)

16 experimental
recommenders

Combined directional
attention algorithms

[31]

An enhancement in rating
prediction performances over

previous beam models on lexical
analysis to extract lexicons
related to green products

Social media posts Post-beam dual
attention model a

[32] Consumer behavior anomaly
detection in green energy usage Dashboard Statistical model

[33]

Consumer behavior and their
willingness to spend more to

attain green products detection
using support-vector machines

Consumer rating
data from real social

media posts

Ant colony on
support-vector machine

[34]
Detecting consumer behavior
towards organic foods using

machine learning

Social media posts
and comments from
different distances

Neural network trained
with histogram of

features occurrence

[35]

Detection of consumer behavior
towards hotels with

non-disposable products
using IOT

Consumer rating
data (star scores)

Deep learning and
long-term/short-term

memory

[36]
A deep learning model for

consumer behavior towards
sustainable products prediction

Real consumer
rating data

Deep learning
recurrent CNN

[37]

Consumer behavior towards the
anomaly of spending more on
green energy detection using

3D CNNs

Real-time
consumer rating

videos
3D CNN

[38] Consumer behavior towards
sustainability detection model

CAD-CVIS
dataset

Deep learning model
YOLO

[39]
Sentiment analysis model

utilizing
semantic segmentation

Arabic posts from
book-

ing.comcrawled
dataset

Autoencoder

Based on the published research, challenges and gaps can be defined that have to be
faced in future research in the Arabic language context in consumer reviews and product
sustainability [40–42]. It was depicted that most studies are exploratory, suggesting de-
scriptive outputs without intelligent analysis. Therefore, the proposed research adopted
a deep learning methodology to extract parameters that can influence consumers’ ac-
ceptance of sustainable products. The proposed model primarily reports an intelligent
methodological gap.

With these goals in mind, the proposed methodology is directed by the following
research questions:
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(1) How can deep learning models be established to detect sustainability favoring in
consumer reviews?

(2) How can an objective comparison of the deep learning models be identified?
(3) How can negative reviews be analyzed to help companies understand the sense of

balance between sustainability and other factors?
The contributions of this research are as follows:

• The proposed research investigates the artificial intelligence techniques to advance
the sustainable design of products by extracting positive lexical words related to
green products.

• A novel lexical analysis methodology using a lexical technique, lexicon vectors, and a
deep learning and attention model is proposed.

• Extensive experiments using 323,150 customer reviews from real Arabic e-commerce
sites were performed. The experiments extracted positivity reviews from customers
about green products.

• The impact of correlated parameters, such as the size of the built dictionary, the size of
the input review, and the number of the epochs of the model, was investigated.

3. Methods and the Proposed DL-DA Model

The proposed research goal developed an intelligent model, incorporating automated
lexical analysis techniques of online customer reviews. Lexical analysis, the deep learning
(DL) model, and the attention model are employed to enhance the performance of predic-
tion. The DL-DA model extracts lexical features from consumer reviews (concerning the
satisfaction and the willingness to repurchase green and sustainable products). Then, DL is
utilized to learn the main lexical and context attributes from the reviews and employ the
attention model as a scoring scheme. The last stage classifies the scored lexical attributes.
The proposed model has five layers: an embedded input layer, a convolutional deep layer, a
Maxpooling layer, a dual attention layer, and fully connected layer followed by the Softmax
classifier. The model is depicted in Figure 1.

Figure 1. The stages of the DL-DA model.

Description of the DL-DA Model

The input review phrase is defined as R = {L1, L2, . . . Li, . . . .Ln}, where Li denotes
a lexicon in R. The objective of our proposed model is to classify the lexical polarity PL, of
the review R.
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A. Constructing a Lexical score
The function of the lexical scoring system is to attach each word Li, in R with a lexical

score ScoreL.
The most used Arabic open source lexica are: ArabNet [26], the lexica ontology [27]

and the streamlined Arabic polarity lexica of Alexandria University [28]. The most utilized
Arabic-English dictionary is WordNet [29]. Our lexical scoring is founded on the emotional
terminology library of Alexandria University. We eliminate the lexical words that denote
impartiality and neutral sexes and keep the lexical words that denote derogatory values,
that is, keep words with small value polarities. Lexical words are separated into five classes
based on their lexical odd intensity, explicitly 1 to 9, with their intensity defining the lexical
score. Lexica with negative polarity have their value multiplied by −1.

The definition of the lexical score of any word Li, is depicted as follows:

Score(Li) =

{
SLi if Li ∈ SD
1 if Li¬ ∈ SD

(1)

where Li denotes a lexicon, SLi denotes the score of the word Li in the lexical dataset, and
SD denotes the lexical dataset.

B. Embedded Input Layer
The input layer symbolizes the review phrase R as a scored vector. In natural language

processing, words are denoted by digital values, such as the one-time encoding scheme.
The one-time encoding scheme syndicates the words in the dataset to generate one vector.
The size of the vector is computed as the count of words in the dataset. The dimension of a
word is equal to 1, and the other dimensions are equal to 0. The one-time vector represents
a word as independent and does not define the association between words. In addition,
when the count of words in the dataset is large, the size of such a vector is enormous. The
one-time encoding scheme is depicted in Table 2 for 3 words.

Table 2. Example of the one-time encoding.

The words in the review phrase
Id Word
1 One
2 Two
3 Three
4 Two
5 One
6 Three
7 One

One-Time coding
Id One Two Three
1 1 0 0
2 0 1 0
3 0 0 1
4 0 1 0
5 1 0 0
6 0 0 1
7 1 0 0

Many papers presented a word vector encoding scheme to tackle the problematic size
of the one-time code [5]. The main indication is to denote words as a short-dimensional
nonlinear condensed vector. Moreover, similar words are mapped to same points in
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the vector. Systems that employed word vector representations are WrdVec [30] and
W-BRT [31].

The W-BRT representation is a pre-trained model introduced by Google that defines
bidirectional mapping and outperforms other word representations. W-BRT is depicted in
Figure 2, where it makes an analogy between man and woman.

Figure 2. W-BRT model with an analogy between man and woman.

The proposed model employs the W-BRT model for deep learning of word vectors.
Each word {Li} in a review phrase R is transformed into to a vector {Vi} using a W-

BRT representation. Vi is an m-dimensional vector, where m = 700. The rate of the word
vector V′i , utilizing the lexical score, is defined as follows:{

V′i = Vi x Score(Li)
}

(2)

The word vector score is used in the embedded layer’s final output.
C. Neural Convolution Layer
The key objective of the convolution layer is to select the main local attributes of the

input vector [32]. The vector representation of a word is always complete. Consequently,
the convolution layer dimension takes the size of the word vector.

For the input vector {V′ = [V′1, V′2, . . . ., V′ i, V′n]}, the convolution function V ′′ i is
defined as follows:

V ′′ i = ReLU( S . V[i + k + 1]+a] (3)

where S denotes the score vector, a is the offset, and ReLU is the activation function.
When the convolution function is computed, the eigenvector E′ is defined as follows:

E′ =
[

V ′′1, V ′′2, . . . ., V ′′i, V ′′n−k+1
]

(4)

D. Maxpooling
The Maxpooling layer reduces the feature set attained from the convolution layer by

selecting the main attributes. For lexical analysis, the pooling function selects a smaller
number of words in the phrase.

The Maxpooling function Pi is:

P = [P1, P2, . . . ., Pi, V ′′m−k+1] (5)

Pi = max [V ′′ 1, V ′′ 2, . . . ., V ′′m, V ′′m+k−1] (6)

where m denotes the size of the vector V ′′ i and max is the Maxpooling operation.
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E. Dual Attention Module
In each review phrase, each word has a unique effect on the lexical polarity of the

entire phrase. Important words have a conclusive impact on the lexical polarity of the entire
phrase. Less important words do not impact the phrase score. So, the attention model gives
dissimilar scores to various words in a phrase.

For the hidden layer value hi (hi = bh Sh), the previous layer produces the score bh,
which is calculated as follows:

bh = So f tmax(Sh , tan h(Sh) (7)

while the polarity of the phrase Oj is defined as follows:

Oj = hT
j Sr tan h

(
Phrasej

)
(8)

where tan h is the hyperbolic tangent function with attained parameters.
F. Fully Connected (FC) Layer
The key operation of the FC layer is the classification of the input.
Its output is defined as the rank of the jth word (Rj) in the phrase, calculated as follows:

Rj = Shj
(9)

The following formula computes the polarity of the phrase (Polrj):

Polrj = hT
j Shbh (10)

where Polr defines the sigmoid function, S is the score matrix, and b is the score.
The FC layer associates the input feature with a score in the range [0, 1]. The smaller

the score, the closer the lexical polarity of R to the negative trend. On the contrary, if the
score is closer to 1, then the input phrase polarity is positive.

The pseudo code for the proposed algorithm is depicted as Algorithm 1:

Algorithm 1: the pseudo code for the proposed algorithm

DL-DA Model (input R: R = {L1, L2, . . . Li, . . . .Ln}, SD : the lexical dataset), (output:
Score : value range from 0 to 1)
Start
For each consumer review R
Do
{
1: Construct the Lexical score:
1.1: Attach to each word Li a lexical score ScoreL.

Score(Li) =

{
SLi i f Li ∈ SD
1 i f Li¬ ∈ SD

2: Transform each word {Li} in a review phrase R into to a vector {Vi} using a W-BRT
representation.{

V′i = Vi X Score(Li)
}

3: Compute the convolution function V ′′ i for the input vector {V′ = [V′1, V′2, . . . ., V′ i, V′n] } ,
V ′′ i = ReLU( S . V[i + k + 1] +a].
4: Define the eigenvector E′.
E′ = [V ′′ 1, V ′′ 2, . . . ., V ′′ i, V ′′ n−k+1]
5: Perform Max pooling using the function Pi.
Pi = max [V ′′ 1, V ′′ 2, . . . ., V ′′ m, V ′′ m+k−1]
6: Compute the score bh using the dual attention model.
7: Compute the polarity Polrj of the phrase Oj.
8: The FC layer associates the input feature with a score in the range [0, 1]. The smaller the score,
the closer the lexical polarity of R to the negative trend. On the contrary, if the score is closer to 1,
then the input phrase polarity is positive.
}
End
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4. Experiments Results

We performed extensive experiments to test our model and evaluate its performance
for the lexical analysis process. Table 3 depicts the lexicons extracted from online surveys
answered by buyers of green products. The topics in Table 3 are green product, environmen-
tal aspects, durability, clean energy, and material recycling. Many lexicons are extracted
from consumer surveys. Lexicons include green, plastic use, durable, recycling, and clean
energy, among other lexicons. From these surveys, we selected important lexicons that
matter to sustainability to extract from consumer reviews about products.

Table 3. The lexicons extracted from online surveys answered by buyers of green products.

Investigated Topics Related Parameters From Experiments Examples of Lexicon-Vector Score

Green product

Liking green product.
Positive lexicon with score higher than 3.

Willing to repurchase.
Recommend to others.

Willing to pay for sustainable product.

Satisfied + green
Score

1 = Totally disagree
5 = Totally agree

Environmental aspects
The knowledge the consumer has about the

impact of the green products and their
impacts.

not + use plastic
Score

1 = No knowledge
5 = Totally know

Durability Customer’s feeling towards durable products
impacting the tendency to repurchase. well-made + durable

Score
1 = Totally disagree

5 = Totally agree

Clean energy Customer’s feeling towards using clean
energy and the tendency to repurchase.

Important + produced + clean
+ energy?

Score
1 = Not important
5 = Very important

Material recycle Facilities that inspire recycling behaviors. Awareness + recycling +
dangers + not recycling.

Score
1 = Not important
5 = Very important

A. Dataset
A list of sustainability-related lexicons to look for in customer reviews includes the

following topics:

1. Green product;
2. Environmental aspects;
3. Durability;
4. Clean energy;
5. Material recycling.

The review dataset was collected from Egyptian e-commerce through the web crawler
technique. The proposed model identifies the products by one of the five listed sustainable
topics. The customer reviews in the dataset are partitioned into five ranks using a five-
star metric. The algorithm partitions the ranks into two classes, with less than two stars
denoted as negative and the class from three to five stars denoted as positive. The collected
dataset has 323,150 reviews, half of the data is positive, and the other half is negative. The
description of the dataset is defined in Table 3. The distribution of the number of stars is
depicted in Table 4 and Figure 3.
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Table 4. The features of the collected dataset.

Feature Number Feature Number
Number of reviews 323,150 Median reviews per website 170
Number of websites 2858 The least number of reviews per websites 51

Avg. reviews per product 334 Number of users 40,189
The highest number
reviews per website 6493 Average number of reviews per user 13.7

Average discarded
reviews per website 12 Number of tokens 1,320,186

Figure 3. The distribution of the number of stars.

Table 5 describes the variables representing consumers answering surveys about
buying sustainable products. The variables emphasize social impacts of the consumers’
choice as well as the inability of the consumers to choose a sustainable product (maybe
because it is more expensive). Additionally, variables representing the willingness of the
consumer to favor environmental features are included. CIP represents the willingness to
experience novel products and the acceptance of green products.

Table 5. Description of the variables of the crawled data from consumer reviews.

Variable Code Definition
Social impact SI The social pressure to carry out a behavior.

Observed behavioral control OBC Consumer’s perception on the difficulty to
perform the behavior of interest.

Sustainability concern SC Insights of environmental issues when
making buying decisions.

Consumer innovation pursuing CIP The openness of consumers to novel
products

Green consumption acceptance GA Consumption choice of an products with
green impact motivation.
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B. Experimental Metrics
The experiment performance metrics are accuracy, sensitivity, specificity, and F1-score,

which are the most used metrics in performance studies.

Accuracy =
TP + TN

TP + FP + FN + TN
(11)

Senstivity =
TP

TP + FN
(12)

Speci f icity =
TN

FP + TN
(13)

F1− Score =
2 ∗ TP

2 ∗ TP + FP + FN
(14)

where

• TP is defined as the number of comments predicted as positive and they really
are positive.

• FP is defined as the number of comments that are predicted as negative but they really
are positive.

• TN is defined as the number of comments that are predicted as negative but they really
are negative.

• FN is defined as the number of comments that are predicted as negative but they really
are positive.

C. Preprocessing
Python phrase tokenization tool P-Tok is used to implement phrase segmentation of

the comments.
The software eliminates stop words and non-Arabic characters (including Latin char-

acters) from the phrase segmentation results.
The computed parameters are: the word count, word frequency, number of characters

in the largest word, and number of words in each customer review. The mean customer
review length is utilized as the length of the review.

D. Evaluation Results
The computed parameters captured from the dataset are depicted in Table 6.

Table 6. The computed parameters captured from the dataset.

Parameters of the Training Model Value
The average length of the input customer review 120

The word vector dimension 112
Built dictionary size 14,000

First Convolution Layer 64 × 5 × 5
Hidden Layers 256

Second Convolution Layer 32 × 3 × 3
Hidden Layers 256
Max pooling 9 × 2 × 2

Dropout 0.37

The 12-fold cross-validation process partitions the dataset to 70% training, 15% valida-
tion, and 15% testing [30]. In the 12-fold validation technique, we partitioned the data into
12 portions, using 8 partitions for training, one at a time, and 4 partitions for testing and
validation. The experiments compute the average of these 12 results as the performance
result of the proposed model. The 8-2-2cross-validation model randomly partitions the data
into three partitions. The model utilizes one of them as the training set, and the remaining
partitions as the testing subsets. The mean value of the eight results is employed in the
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performance results. Table 7 depicts the performance results of the DL-DA model using the
12-fold validation and 8-2-2cross-validation.

Table 7. The 12-K cross-validation results.

Method Accuracy% Sensitivity% Specificity% F1-Score%
12-fold 93.4 92.8 93.8 93.2
8-2-2 93.8 93.1 94.2 93.9

As the size of the review phrase in the dataset is variant, the size of the phrase is
defined as the value for the model. We chose the extreme review size and the average
review size in the dataset to perform our experiments. The results are depicted in Table 8.
The utilization of the average review size as the fixed size of the input review causes loss in
the context properties for long sentences. This loss can impact the accuracy of the model.

Table 8. The impact of the fixed size of the input review on the performance of the model.

Phrase Length Accuracy% Sensitivity% Specificity% F1-Score%
30 91.4 92.6 91.6 91.2
42 92.8 92.1 91.2 92.9

130 93.4 92.9 93.9 93.2
205 95.8 95.1 94.9 95.9

In the experimental results, it is noted that the count of words in the dictionary has an
influence on the accuracy of the model. The experiments begin with the count of words
in the dictionary starting from 20,000 words with word frequency abridged from those
with the least occurrences. Experiments are repeated for every 10,000 lexicons. The results
are depicted in Table 9 and Figure 4. The accuracy of the model is best when the count of
words is approximately 60,000 words. As the count of words in the dictionary grows or
shrinks, the accuracy of the model drops.

Table 9. The impact of the built dictionary size.

Dictionary Size Accuracy% Sensitivity% Specificity% F1-Score%
80,000 92.2 91.6 91.6 91.2
70,000 91.8 91.1 91.2 92.9
60,000 95.4 94.6 94.6 94.2
50,000 93.8 93.1 93.2 92.9
40,000 92.8 92.9 92.9 93.1
30,000 91.8 91.1 91.9 91.9
20,000 90.4 90.6 90.6 90.2

In the experiment setting, various epochs of the proposed model impact the accuracy
of the model. As the count of the epochs of the model grows, the accuracy of the model
increases in the beginning and then decreases. Table 10 and Figure 5 depict that the accuracy
of the model grows with the count of epochs up to 40 epochs. When the count of the epochs
of the model exceeds 40 times, the model progressively over-fits, causing the model’s
performance to decrease.
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Figure 4. The impact of the constructed dictionary size on the model.

Table 10. The impact of the count of the epochs on the model.

Epoch Accuracy% Sensitivity% Specificity% F1-Score%
10 90.5 90.9 90.9 90.2
20 91.7 91.1 91.9 91.9
30 92.7 92.9 92.9 93.1
40 95.5 93.9 93.9 93.2
50 90.5 90.9 90.9 90.2
60 88.5 88.8 88.8 88.2
70 88.7 88.8 88.8 88.8
80 88.5 88.8 88.8 88.2
90 88.7 88.8 88.8 88.8

The generalization of the proposed model is impacted by the dropout value. Different
dropout thresholds were selected for the experiments. The proposed model reaches the
highest generalization aspect when the dropout is between 0.4 and 0.5. The dropout results
are depicted in Table 11 and Figure 6.

Table 11. The impact of the dropout on the performance of the proposed model.

Dropout Value Accuracy% Sensitivity% Specificity% F1-Score%
0.25 93.3 93.8 93.8 93.2
0.35 92.7 92.1 92.2 92.9
0.45 95.1 95.5 95.5 95.1
0.55 91.7 91.1 91.9 91.9
0.75 90.3 90.8 90.8 90.2
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Figure 5. The impact of the count of epochs on the performance of the model.

Figure 6. The impact of the dropout on the performance of the proposed model.

The impact of the word vector score depends on the lexical dictionary. The scored
and unscored vectors were utilized as independent parameters in the experiment. The
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experimental results are depicted in Table 12. The vector score of the lexical data can
improve the lexical properties of the review. The proposed model attains higher accuracy
from the scored word vector than the unscored word vector.

Table 12. The impact of the word vector score on the performance of the proposed model.

Accuracy% Sensitivity% Specificity% F0-Score%
Scored Word Vector 95.2 95.1 94.5 94.2

Unscored vector 90.7 90.2 90.9 90.9

A comparison of the proposed DL-DA model with the state of the art models is
depicted in Table 13. The results display that the prediction accuracy of the deep models
CNN and BiCNN is considerably higher than the deep models naïve Bayes and support
vector machine (SVM). Additionally, incorporation of the attention feature model enhances
the prediction performance of those models. The prediction accuracy of the DL-DA model
is higher than other models.

Table 13. Comparison of state of the art models versus our model.

Model NaïveBayes
[11]

Support-Vector
Machine SVM)

[14]
CNN [10]

CNN and
Attention

Model

BiCNN
[11]

BiCNN and
Attention

Model

Our
DL-DA
Model

Accuracy% 60.5 71.7 91.7 91.5 91.5 91.5 96.7
Sensitivity% 61.1 71.1 89.1 91.1 91.1 91.1 95.1
Specificity% 60.5 70.4 90.4 91.1 91.4 91.7 95.9
F1-Score% 61.1 71.1 89.1 91.1 91.1 91.4 96.1

5. Discussion

We propose a novel lexical analysis deep learning model (DL-DA). A constructed
lexical dictionary is utilized to score the lexical vector in the review phrase depicted in
Appendix A Table A1. The deep learning neural network selects the significant features
in the input vector. The BiCNN reflects the order data of the input and the text context
properties. The attention model allocates different rates of various input properties and
selects the lexical properties of the review. The fully connected layers are utilized to classify
the properties. The proposed model improves the selection of the lexical properties of
the customer review phrases and incorporates the significant properties to improve the
predication accuracy.

The experiments studied the impact of the input size on the accuracy. The training
dataset size impacts the accuracy of the classification. The experimental results prove that
the accuracy of the model is the highest with a medium-sized input.

The proposed model classified more than 98% of the instances accurately and mapped
them to the correct lexicon. To validate our results and verify the proposed model, the
specific classification accuracy rates of the different output classes, including green products,
environmental aspects, durability, clean energy, and material cycles, are shown in Figure 7.

To prove that the proposed model is robust, the experimental results are compared
with state of the art models. Figure 8 depicts the comparison of the proposed model
with deep learning models for the consumer behavior classifier. The proposed model
has a higher performance than state of the art models by more than 8% in accuracy with
moderate recall.
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Figure 7. Classification accuracy rate for the specific lexical classes.

Figure 8. Comparison of state of the art models versus our model.

The incorporation of the proposed model with sustainable input reviews can enhance
their efficiency to induce more sustainable efforts in the products.
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6. Conclusions

The speedy progress of e-commerce sites attenuates the lexical investigation of cus-
tomer reviews. The proposed DL-DA model utilizes lexical training models of customer
reviews to build a lexical dictionary. The word dataset is utilized to improve the lexical
properties in the customer reviews. The employed deep learning extracts the key features
of the customer reviews. The attention model scores the consumer reviews. Finally, the
scored lexical properties undergo classification. By studying the experimental results, it can
be proven that the classification model has higher accuracy than other lexical techniques.
By utilizing our model to predict input reviews, the model can help customers gain instant
and timely feedback to enhance amenity quality.

The constant augmentation of the lexical dictionary and the data size enhance the
prediction performance. We propose a deep learning model for lexical classification. The
proposed model augmentation was based on a deep learning technique with parameter
tuning. On the crawled Arabic dataset, the precision of this model was assessed using
various performance metrics, including accuracy, precision, recall, and F1-score. The
experimental results were compared to similar state of the art models. The experimental
results were more accurate than comparable approaches. In the future, this work can
involve other deep learning architectures, such as transfer learning and auto encoders.

Our model is limited to binary classification of reviews into positive and negative
classes. This can be extended to multi-classification in the future. Thus, the future work
will concentrate on lexical and context input fineness.
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Appendix A

Table A1. An example of collected data from Arabic reviews from online shopping forums with English translation.
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1 = Strongly disagree
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Table A1. Cont.

Rate
1 = Strongly disagree

2 = Disagree
3 = Neither agree or
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4 = Agree
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Table A1. Cont.

Rate
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Table A1. Cont.

Rate
1 = Strongly disagree
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3 = Neither agree or
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