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Abstract: Knowledge bases built in the knowledge processing field have a problem in that experts
have to add rules or update them through modifications. To solve this problem, research has been
conducted on knowledge graph expansion methods using deep learning technology, and in recent
years, many studies have been conducted on methods of generating knowledge bases by embedding
the knowledge graph’s triple information in a continuous vector space. In this paper, using a research
literature summary, we propose a domain-specific knowledge graph expansion method based on
graph embedding. To this end, we perform pre-processing and process and text summarization with
the collected research literature data. Furthermore, we propose a method of generating a knowledge
graph by extracting the entity and relation information and a method of expanding the knowledge
graph using web data. To this end, we summarize research literature using the Bidirectional Encoder
Representations from Transformers for Summarization (BERTSUM) model based on domain-specific
research literature data and design a Research-BERT (RE-BERT) model that extracts entities and
relation information, which are components of the knowledge graph, from the summarized research
literature. Moreover, we proposed a method of expanding related entities based on Google news after
extracting related entities through the web for the entities in the generated knowledge graph. In the
experiment, we measured the performance of summarizing research literature using the BERTSUM
model and the accuracy of the knowledge graph relation extraction model. In the experiment of
removing unnecessary sentences from the research literature text and summarizing them in key
sentences, the result shows that the BERTSUM Classifier model’s ROUGE-1 precision is 57.86%. The
knowledge graph extraction performance was measured using the mean reciprocal rank (MRR), mean
rank (MR), and HIT@N rank-based evaluation metric. The knowledge graph extraction method using
summarized text showed superior performance in terms of speed and knowledge graph quality.

Keywords: knowledge graph expansion; knowledge graph embeddings; relationship extraction

1. Introduction

Recently, research has been conducted on how to build a knowledge base automatically
using natural language processing technology and artificial neural network technology [1].
The process of building a knowledge base can be divided into the entity linking process
and the relation extraction process. The first is concerned with finding an entity’s needs
in the knowledge base from texts expressed in natural language, and the latter identifies
the relationships between entities [2]. The knowledge base has to be updated continuously
with new knowledge, which results in the problem that experts have to add or modify
rules. To solve this problem, there is an increasing number of studies on deep learning-
based knowledge graph expansion methods [3]. A knowledge graph shows a graph of
relationships between concepts based on a method of representing the entities and relations
extracted from various texts. Figure 1 shows an example of how to represent an entity-
relationship of a knowledge graph as a graph. Knowledge graphs are used as an important
resource in the knowledge processing field and the deep learning field [4]. Specifically, they
are applied to various systems, such as question answering (QA) systems, recommendation
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systems, and knowledge inference systems. Knowledge graphs can be used to combine
and manage knowledge data from various sources [5].
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Figure 1. An example of an entity-relationship of a knowledge graph.

Furthermore, knowledge graphs provide a method for reconstructing new knowl-
edge through link predictions using inference for entity-relation. Previous studies on
the generation of knowledge graphs used rule-based or neural network model-based
methods [6]. Studies on named entity recognition (NER) have usually used a text string-
matching method with a pre-built entity name dictionary or used word class patterns,
such as noun + noun and a pronoun, through morphological analysis based on natural lan-
guage processing techniques. Furthermore, for relation extraction, people have primarily
used rule-based methods, which identify relationships of entities extracted through the
NER process based on sentence structure analysis, such as dependency parsing, or extract
the relationship by comparison with a specific pattern through semantic role labeling [7].
However, these traditional methods have disadvantages. They require a huge amount of
time and manpower, and the pre-processing process has a significant impact on the per-
formance or the quality of the results [8]. To overcome these disadvantages, many studies
have been conducted recently on methods of generating a knowledge base by embedding
the knowledge graph’s triple information into a continuous vector space [9]. Knowledge
graph embedding refers to training performed by representing the relations between the
entities of a knowledge graph as vectors to satisfy a specific function. In knowledge graph
embedding, the knowledge base’s triple (EntityHead, Relation, EntityTail) is embedded into
a K-dimensional vector space.

In this paper, we propose a domain-specific knowledge graph expansion method
based on graph embedding using a research literature summary. To this end, we perform
the pre-processing process and text summarization for the collected research literature data.
Furthermore, we propose a method for generating a knowledge base by extracting the
entity and relation information from the summarized text and a method for expanding
the knowledge graph using web data. The structure of this paper is as follows. Section 2
describes methods and deep learning-based trained language models used in previous
studies for automatic knowledge graph generation and relation extraction. Section 3
explains the domain-specific knowledge graph expansion method proposed in this study.
In Section 4, we measure the proposed method’s performance to validate the methodology
proposed in this paper, and Section 5 presents the conclusion.
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2. Related Work
2.1. Automatic Knowledge Graph Generation and Expansion

A knowledge graph consists of a relation triple in the form of <subject-relation-object>
to represent the relationship between two entities. Each entity in the knowledge graph
is represented as a node, and the relation is represented as an edge linking two nodes.
Recently, various large-scale knowledge graphs, such as DBpedia, Wikidata, and Freebase,
have been constructed. Large-scale knowledge graphs are constructed using information
that can be accessed through the web, such as news, blogs, social media, and Wikipedia.
These knowledge graphs are used as key resources for services in a variety of application
fields, such as recommendation systems, QA, and conversation systems [10,11]. Automatic
knowledge graph generation and expansion methods are essential techniques for extracting
new knowledge from various and vastly added data and continuously updating existing
knowledge graphs. Methods of automatically generating and expanding knowledge graphs
can be classified into link prediction and relation prediction [12,13]. Link prediction is a
method of finding an object by learning the vector representation of the subject and its
relation in a relation triple of <Subject-Relation-?>. In contrast, relation prediction is a
method of finding the relationship by learning the vector representation of the subject and
object in a relation triple of <Subject-?- Object>. Link prediction is a method of generating
a new triple. In this method, a new relation between entities included in the knowledge
graph is found, and it is then used to generate a new triple. Although link prediction
cannot find new entities, it can find missing relations in an existing knowledge graph,
thereby supplementing insufficient knowledge in the knowledge graph. Relation prediction
generates a new triple by predicting a missing relation from among the relations between
entities in a given knowledge graph. It is used as an essential technique for automatic
knowledge graph generation and expansion because it can find missing relations with only
a given knowledge graph without relying on any external corpus [14,15]. Furthermore,
various studies are underway on knowledge completion for the generation and expansion
of knowledge graphs. In particular, knowledge graph embedding is a typically used model
in link prediction problems.

The knowledge graph embedding model expresses entities and relations as vectors
in a low-dimensional space and a matrix, respectively. The vector values are learned to
optimize the score function defined in the knowledge graph embedding model [16]. A
new triple is generated through the learned vectors and the score function. Among the
knowledge graph embedding methods, translation-based embedding models have shown
excellent performance. Typical models of translation-based embedding include TransE,
TransH, ComplEx, and Distmult [17]. Translation-based embedding models represent
all entities and relations as vectors in the embedding space, and a relation is a vector
that has the role of an operator for the transition of a subject entity into an object entity.
When <Subject-Relation-Object>, the components of a triple, are given, a translation-based
graph embedding model finds vectors for which the vector value of the object entity in
the embedding space is the same value as the sum vector of the subject entity and relation
vectors [18]. The example shown in Figure 2 illustrates the TransE learning method, which
is a basic knowledge graph embedding method [19].
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2.2. Deep Learning-Based Pre-Trained Language Model

Typical techniques required for knowledge graph generation are NER and relation
extraction between entities [20]. Named entity recognition refers to the task of recognizing
an entity that has a unique name in a text [21]. It recognizes the category that the entity
belongs to from among pre-defined categories, such as Person, Organization, Location, and
Event. Relation extraction is the process of identifying the relationship between two entities
after performing NER. Before deep learning technology was applied, a large entity name
dictionary constructed in advance was used for NER, or a named entity was recognized
using a combination of words formed with a specific pattern, such as noun + noun. For
relation extraction, a rule-based task was usually performed, which identifies the relation
by identifying the sentence structure through dependency parsing of the sentence for the
extracted entities or comparing it with a specific pattern through semantic role labeling [22].
These traditional methods require a long time and a huge amount of manpower because
a large dictionary has to be constructed, or all patterns of the sentence structures have
to be defined. Furthermore, they have the disadvantage that the manual pre-processing
method has a significant impact on the knowledge graph generation result [23]. Deep
learning-based language models have the advantage that human intervention can be
minimized because the neural network models learn the language patterns on their own
during the training process, and they outperform traditional methods that analyze patterns
or use dictionaries [24]. Among the deep learning-based pre-trained language models, the
Bidirectional Encoder Representations from the Transformers (BERT) model is a model that
is pre-trained using a large corpus with a volume of about 16 GB, such as Wikipedia, web
documents, and books [25]. Further, it is a bidirectional language model that uses multiple
encoder structures of the transformers model [26]. The pre-training process of the BERT
model refers to the method of learning similar data in a large volume for solving problems
that need to be solved in the future [27]. In this paper, the BERTSUM language model is
used for the research literature text summarization [28]. BERTSUM is a structure proposed
for summarizing documents using the BERT model and is a pre-trained model. The output
result is processed at the token level, not the sentence level, and the (CLS) token (Special
Classification token), which is input before all tokens, is used. In document summarization,
semantic summarization can be performed at the sentence level as sentences that contain
key content are selected by identifying the semantic relationships between texts [29]. In the
BERTSUM model, the (CLS) token is attached to the input text to learn the representative
sentences, and segment embedding is entered as an input to distinguish each text.
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3. Graph Embedding-Based Domain-Specific Knowledge Graph Expansion
3.1. Overall Framework

This section describes the graph embedding-based domain-specific knowledge ex-
pansion framework. This framework consists of the following: a data preparation layer,
in which texts are extracted and pre-processed from research literature for a specific do-
main; a text summarization layer, which is a BERTSUM-based text summarization layer,
which removes sentences that are not needed in the knowledge graph generation, while
preserving the topics of the collected text in the specialization field; a knowledge graph
construction layer, a Research-BERT (RE-BERT) model-based knowledge graph generation
layer, which extracts entities and relation information—the components of the knowledge
graph—from the summarized research literature text data; a knowledge graph expansion
layer, which extracts related entities from Wikipedia pages for the entities of the gener-
ated knowledge graph and then adds the knowledge graphs for those entities through
Google News. Figure 3 illustrates the overall framework of this graph embedding-based
domain-specific knowledge graph expansion method.
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3.2. Pre-Processing and Summarization of Research Literature

In this paper, we need a document summarization method that considers semantic
relations between texts while maintaining the characteristics of the research topics in a
large volume of research literature for efficient knowledge graph generation from research
literature texts. To achieve this, we use a document summarization method that can
effectively include the topics of research literature using BERTSUM. In general, as most
of the research literature is stored online in pdf format, the process of extracting and
pre-processing text from pdf format documents is a very important stage for data quality.
The content from the introduction to the conclusion of the paper is extracted so as to
extract only the core content of the research literature. The order of the words in the text
is also important for the content summarization of research literature. Therefore, clauses
in parentheses, reference labels in square brackets, equations, and special characters are
removed. Moreover, information unnecessary for paper summarization, such as tables,
figures, and relevant text in a pdf document, is deleted. The content summary of the
research literature should maintain the important topics and content characteristics of
the entire document. Content summarization of research literature for knowledge graph
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extraction is performed through the extraction of important sentences. A BERTSUM-
based abstractive summarization model is used for this. BERTSUM accepts text divided
at the sentence level as input and produces an importance score for each sentence as
output. BERTSUM is a pre-trained BERT-based summarization model. Figure 4 shows
the architecture of BERTSUM, in which six layers of transformer encoder are added to
the traditional BERT for research literature summarization [30]. BERTSUM inserts a (CLS)
token at the beginning of the input data sentence. The output (CLS) token vector is selected
through BERT and sent to the transformer encoder. The (CLS) token vector of each sentence
is output with a value between 0 and 1. The larger the output value is, the better the
summarization performance and the more important the sentence [31]. In the segment
embedding layer, sequences in the text are classified using interval segment embeddings.
Depending on whether a sentence is an even or odd number, it is assigned to EA or EB.
BERTSUM assigns a score to the sentence set according to the value added to the whole text
and then rearranges the sentence with the highest score to generate the text’s summary [31].
Because the encoder is pre-trained, and the decoder is trained from the beginning, data
may be overfitted in one of them and underfitted in the other one.
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For fine-tuning, we use Adam optimizers and use β1 = 0.9 in the encoder and β2 = 0.999
in the decoder. The following Equations (1) and (2) are used for the learning rates of the
encoder and the decoder.

lrE = l̃rE ·min
(

step−0.5, step.warmup−1.5
E

)
(1)

lrD = l̃rD ·min
(

step−0.5, step.warmup−1.5
D

)
(2)
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The pre-trained encoder is fine-tuned with a low learning rate. In the case of the encoder,
warmupE = 20,000 and l̃rE = 2 × 10−3, and in the case of the decoder, warmupD = 10,000 and
lrD = 0.1. Figure 5 shows the result of summarizing a text of the research literature data
using the BERTSUM model. The original text containing a total of 250 words is summarized
in 98 words, showing a summarization rate of 61%. The goal of text summarization in
this paper is to generate an efficient knowledge graph using research literature texts that
contain substantial amounts of technical terms and numerical information. To this end,
the text summarization process is performed to extract keywords and sentences from the
large amount of jargon used in the research literature and delete sentences and numerical
information that are not required for the knowledge graph generation.
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3.3. Knowledge Graph Generation and Expansion Using Research Literature

Two entities and the relation information between these two entities—the essential
elements of a knowledge graph—are extracted from the summary dataset of the research
literature text. There is a high possibility that the entities in the research literature text are
jargon in the pertinent field. Therefore, we need a NER model trained with jargon for the
pertinent field. The entity extraction model consists mainly of a NER model, which extracts
words from sentences, and a model that combines the extracted words to generate entity
pairs. The NER model extracts all identifiable entities from the collected sentences, and
the pair generation model combines all pairs of the entities to create an entity pair set. A
pre-trained BERT model, which has been trained with a large amount of data, is created for
NER in the summary text set.

To create the pre-trained BERT model, pre-processing data are generated after creating
a vocabulary using the research literature text. Then, BERT is pre-trained using the pre-
processing data to create a pre-trained RE-BERT model for research literature. The research
literature text summary data set is divided into sentences for input to the pre-trained
BERT model. Through the tokenization process, (CLS) and (SEP)—the special tokens that
represent the beginning and end of a sentence—are added to the beginning and end of each
sentence, which are then used as input values [32]. The vectors of the tokens, which are
matched with the vocabulary constructed using the research literature summary text, are



Sustainability 2022, 14, 12299 8 of 15

converted into a token embedding. For a token corresponding to a special token (“(CLS)”,
“(SEP)”) contained in the input data, the index is returned, and for a token that does not
exist in the vocabulary, the index corresponding to “(UNK)” is returned, based on which
token embedding is generated. As for the model’s output value, after applying average
pooling and max-pooling, which use the average value and the largest value, respectively,
the result is produced by tagging the entity name through the fully connected layer and the
SoftMax layer. Figure 6 shows the architecture of the named entity recognition module.
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As a knowledge graph is connected based on relations, the relation information be-
tween two entities contained in the sentence must be extracted [33]. To this end, the entity
extraction results are used as input values in the relation extraction model. EntityHead,
EntityTail, EntityHeadType, and EntityTailType are extracted from a sentence. The sentence,
EntityHead, and EntityTail from the extracted results are input into the pre-trained lan-
guage model, while an embedding process is performed separately for EntityHeadType and
EntityTailType. The research literature summary and the entity extraction model’s results
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are saved as data, and if EntityHead, an entity that becomes the subject word, appears more
than a certain number of times, it is sent to the model that extracts relation information.
The sentence, EntityHead and EntityTail are tokenized for application in the BERT model.
To distinguish the tokenized results, a special token, (SEP), is used. For a tokenized input
value, an output hidden state is obtained for each token through the BERT model. Based
on this output value, average pooling and max-pooling are used to calculate the results.
As the relation extraction is closely related to the entity type, an embedding process is
performed for converting the EntityHead type and the EntityTail type into 64-dimensional
vectors, respectively, and for improving the performance of relation extraction. The vector
values and the type-embedding values obtained by applying the average pooling and
the max-pooling, respectively, to the BERT model’s output values, are all connected. The
connected results go through the fully-connected layer, and then the SoftMax operation
is finally performed to classify the relation. Figure 7 shows the architecture of the named
entity recognition module.
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Figure 8 shows an example of extracting entity-entity pairs using the BERT model
from the original text and summary text presented in Figure 5. In Figure 8, the relation
associated with the “Benford’s law” entity was extracted from the original text of the
research literature, but the entity was not extracted from the summary text. As the content
of the original text is related to “network security”, the “Benford’s law” entity cannot be
seen as a representative word of the whole text. Therefore, the summarization process of
the knowledge graph generation for a specific domain using research literature text can
have a significant impact on the quality of the entity-relation extraction. The knowledge
graph expansion is performed based on the entities and relations extracted and using
Wikipedia to expand the knowledge graph extracted from the research literature summary
text. To this end, the Wikipedia page for the extracted entity is searched to check whether
the entity is a registered entity in Wikipedia, and if it is a registered entity, the Wikipedia
document for the entity is summarized and saved.
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text and summary text presented in Figure 5.

After extracting entities from the Wikipedia document summary text for the pertinent
entity, there is an attempt to search for the extracted entities in Google News in order to
extract candidate entities and candidate relations for the specific entity from a news article.
Figure 9 is an example showing a knowledge graph expanded using five pages of linked
news sites after extracting information from 20 links from Google News to expand the
knowledge graph for the “Computer Security” entity.
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4. Experiment and Evaluation
4.1. Research Literature Summarization Experiment

For the experiment in this study, we constructed a research literature training dataset
to expand domain-specific knowledge graphs. As for the research literature data, we
collected 3542 documents with a text size of five pages or more for each year based on
documents collected from the web. To assess the summarization performance, we used the
Recall-Oriented Understudy for Gisting Evaluation (ROUGE-N) method. ROUGE-N is a
method of counting the number of repeated tokens in a tokenized ground-truth summary
text and the generated summary text based on N-gram. ROUGE-1 is the percentage of each
word (unigram) repeated in the generated summary text and the ground-truth summary
text, and ROUGE-2 is the percentage that two consecutive words (bigram) are repeated.
ROUGE-N refers to an evaluation of whether the summarized text contains important
information from the original text sufficiently. ROUGE-L measures the longest common
subsequence in the summarized text and the original text. The summarization model is
evaluated by the recall, precision, and F1-score values. The equation for each measurement
value is as follows:

Recall =
number o f overlapping words

Total number o f words in Re f erence summary
× 100% (3)

recision =
number o f overlapping words

Total number o f words in System summary
× 100% (4)

F1− Score =
recall × precision
recall + precision

× 100% (5)

Table 1 shows the ROUGE recall, precision, and F1-score results for three fine-tuned
models. The RNN model has limitations in that the longer the sentence, the slower the
calculation speed, and the farther the distance, the more difficult it is to accurately represent
the relationship. In addition, Transformer is a model that utilizes attention techniques to
correct the poor accuracy of long sentences to solve the problems of the RNN model [34].
The BERTSUM classifier model’s ROUGE-1 precision shows that 57.86% of the words are in
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the generated summary data. Furthermore, it is shown that the BERTSUM classifier model
outperforms the RNN-based BERTSUM.

Table 1. The ROUGE recall, precision, and F1-score results for three fine-tuned models.

Model Metrics Recall Precision F1-Score

BERTSUM
Classifier

ROUGE-1 9.34% 57.86% 16.08%

ROUGE-2 4.25% 16.53% 6.76%

ROUGE-L 6.67% 39.12% 11.40%

Transformer

ROUGE-1 9.56% 58.34% 16.43%

ROUGE-2 4.87% 14.91% 7.34%

ROUGE-L 5.89% 39.87% 10.26%

RNN

ROUGE-1 8.65% 53.26% 14.88%

ROUGE-2 4.35% 14.61% 6.70%

ROUGE-L 5.79% 35.18% 9.94%

4.2. Accuracy of Knowledge Graph Relation Extraction Model

We used the proposed RE-BERT embedding model for the entity-relation extraction
experiment using the research literature data. The gelu transformer encoder was used,
and the LAMB optimizer was used as an optimizer. The values of the parameters used
for training were 128 for embedding_size, 1024 for hidden_size, 12 for layer, and 12 for
attention_heads. A total of 12,641 entities and 873 relations were extracted from 3542 col-
lected research documents, and a total of 213,311 triples (EntityHead, Relation, EntityTail)
were created. From the summary data of the same research documents, we extracted a
total of 7278 entities and 459 relations and created a total of 173,098 triples (EntityHead,
Relation, EntityTail). For the evaluation in this experiment, we used the MRR, MR, and
HIT@N rank-based evaluation metrics, which are commonly used. MRR is the harmonic
mean of the rank values. MR is the mean rank value of all triples. The HIT@N metric shows
the ratio of the top N rank triples to all text triples. Q is the test triple set. A list of predicted
triples is generated for each triple by the learning model. The rank of a triple refers to the
correct indexing in the list.

MRR =
1
|Q|∑

|Q|
i=1

1
rank(s, p, o)i

(6)

MR =
1
|Q|∑

|Q|
i=1 rank(s, p, o)i (7)

Hits@N =
1
|Q|∑

|Q|
i=1

{
1 i f (rank(s, p, o)i ≤ N)

0 otherwise
(8)

For the N value in the HIT@N metric, 1, 3, and 10 were used: the larger the value, the
better the result. In experiment 1, the model’s performance was measured by constructing
the training data and the test data with the triples (EntityHead, Relation, EntityTail) extracted
from the original texts and summary data of the research literature. In experiment 2, the
model’s performance was measured by constructing the expanded triples (EntityHead,
Relation, EntityTail) through Google News.

Table 2 shows the prediction results of the relationship between TransE, HolE, and
ConvE and the RE-BERT model proposed in this paper. The TransE model is based on
distance measuring. In the scoring function of TransE, the similarity between embeddings
is calculated using the distances of the embedding vectors. The HolE model uses a circular
correlation between entity embeddings as a scoring function. Additionally, the ConvE
model has a convolution layer, a projection layer for embeddings, and another layer to
multiply embedding vectors and obtain scores. In Experiment 1, RE-BERT’s mean rank
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recorded 218.91, and Hits@10 recorded 0.53, which was the best value. Experiment 2
showed similar performance when comparing RE-BERT and TransE models. Through
experiments, it has been proven that the method of extracting concepts and relationships
using a summary of the research literature can exhibit sufficiently good performance.

Table 2. The prediction results of the relationship using RE-BERT model.

Model MRR MR HITS@10 HITS@3 HITS@1

RE-BERT
Experiment-1 0.38 218.91 0.53 0.42 0.37

Experiment-2 0.47 131.67 0.61 0.57 0.42

TransE
Experiment-1 0.29 531.87 0.46 0.36 0.31

Experiment-2 0.44 152.31 0.68 0.42 0.45

HolE
Experiment-1 0.26 198.46 0.48 0.31 0.28

Experiment-2 0.37 156.14 0.42 0.39 0.26

ConvE
Experiment-1 0.24 763.56 0.39 0.28 0.21

Experiment-2 0.28 356.10 0.43 0.34 0.21

5. Conclusions

In this paper, we proposed a graph embedding-based domain-specific knowledge
graph expansion method using a research literature summary. To this end, we performed a
pre-processing process and text summarization for the collected research literature data and
proposed a method for generating a knowledge graph by extracting entities and related
information from the summarized text and a method for expanding the knowledge graph
through web data. In the experiment, we measured the performance of summarizing
research literature using the BERTSUM model and the accuracy of the relation extraction
model. According to the results of the experiment, from which unnecessary sentences in the
research literature text had been removed and the text was summarized with key sentences,
the BERTSUM classifier model’s ROUGE-1 precision was 57.86%. The knowledge graph
extraction performance was measured using MRR, MR, and HIT@N rank-based evaluation
metrics, and the knowledge graph extraction method using summarized text demonstrated
a better performance in terms of knowledge graph quality.
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