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Abstract: Hydrological climate-impact projections in the future are limited by large uncertainties
from various sources. Therefore, this study aimed to explore and estimate the sources of uncertainties
involved in climate change-impacted assessment, in a representative watershed of Northeastern
China. Moreover, recent studies have indicated that the climate internal variability (CIV) plays an im-
portant role in various hydrological climate-impact projections. Six downscaled global climate models
(GCMs) under two emission scenarios, and a calibrated Soil and Water Assessment Tool (SWAT)
model were used to obtain hydrological projections in future periods. The CIV and signal-to-noise
ratio (SNR) are investigated to analyze the role of internal variability in hydrological projections. The
results shows that the internal variability shows a considerable influence on hydrological projections,
which need to be particularly partitioned and quantified. Moreover, it is worth noting the CIV
can propagate from precipitation and ET to runoff projections through the hydrological simulation
process. In order to partition the CIV and the sources of uncertainties, the uncertainty decomposed
frameworks based on analysis of variance (ANOVA) are established. The results demonstrate that
the CIV and GCMs are the dominant contributors of runoff in the rainy season. In contrast, the
CIV and SWAT model parameter sets provided obvious uncertainty to the runoff in January to May,
and October to December. The findings of this study advised that the uncertainty is complex in the
hydrological simulation process; hence, it is meaningful and necessary to estimate the uncertainty
in the climate simulation process. The uncertainty analysis results can effectively provide efforts
for reducing uncertainty, and then give some positive suggestions to stakeholders for adaption
countermeasures under climate change.

Keywords: climate change; GCMs; hydrological climate-impact projections; uncertainties quantified;
CIV; ANOVA

1. Introduction

Climate change is expected to impact on precipitation and temperature by the end
of the 21st century; the changes in precipitation and temperature may substantially affect
the regional and global hydrological cycle. Quantifying the response of runoff from cli-
mate change is directly associated with water resources management [1–5]. Global climate
models (GCMs) are primary tools for providing future climate variables in a changing envi-
ronment, which can be used to simulate the general circulation of the earth’s atmosphere,
and which can provide credible information from past to future meteorological data [1].
Multi-model ensembles consisting of GCMs were used to drive the hydrological models
(HMs) to obtain streamflow and other hydrological projections. It has become a useful
method for estimating the hydrological process response to climate change in various
regions of the world [6]. However, many uncertainties exist in the simulation process for
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future hydrological climate-impact projections. The different aspects of uncertainty in the
model chain can be categorized as: (I) the internal variability of the hydrological climate-
impact projections simulation; (II) scenarios uncertainty; and (III) model uncertainty [7–13].

Scenarios uncertainty is caused by the highly uncertain trajectory of the future socioeco-
nomic development of human societies, and the lack of knowledge of future anthropogenic
emissions of greenhouse gases (GHG) [14]. The scenario uncertainty is always shown,
such as the different representative concentration pathway (RCP) emission scenarios for
future periods.

Model uncertainty is due to a lack of ability to describe the real geophysical process,
and is embodied in GCM and HM uncertainties. The GCM uncertainty mainly comes
from the choice of the GCMs. Different GCMs are always simulated from different climate
projections under the same emission scenarios. HM uncertainty is due to the model struc-
ture and model parameters. The mathematical formulas of the hydrological model can
portray the rainfall and physical runoff process of the basin. Because of the lack of ability
to describe the real world process, hydrological models are established using incomplete
representations of reality [15], since this may result in model structure uncertainty. The
contribution of parameter uncertainties significantly impacts on the model output; the
different parameters may be due to the runoff changing in opposite directions [16]. In
addition, parameter uncertainty is relatively easy to control via some conceptual or em-
pirical parameters, and using an appropriate calibration method [17]. The inappropriate
estimation of the main parameters may result in non-negligible uncertainty; for this reason,
parameters uncertainty has received the most attention from previous studies [18].

Climate internal variability (CIV) is the natural variability of the climate system, and
it includes the processes intrinsic to the atmosphere, the ocean, and the coupled ocean–
atmosphere system, which are expected to present the natural viability of the regional
climate on a multi-decadal time scale in the simulation chains [19,20]. Due to the chaotic
variability of the climate system, the precipitation and temperature simulated using GCMs
are influenced by the CIV [21]. The precipitation and temperature are important inputs of
the hydrological simulation process; hence, the CIV in the climate system cascades to the
hydrological processes [14]. Uncertainties due to the CIV are important uncertainty sources
in hydrological projections [22]. Partitioning and quantifying CIV in a multi-replicate
multi-model ensemble of hydro-meteorological projections, and estimating CIV under
different emission scenarios are necessary for provide reliable forecasts and useful decision-
making [23]. The internal variability of climate projections has been analyzed through
many studies to estimate the uncertainty range of a chosen forced response, and to obtain a
robust detection of climate change effects [24–26].

Generally, the attribute of hydrological climate-impact projections to CIV is a compar-
ative concept of climate external variability effect via anthropogenic or natural changes
in external forcing [27]. However, most of the studies focused on estimating the role of
climate internal uncertainty in climate system projections, such as temperature and per-
cipitation projections [28–30]. Upon consideration that internal variability may propagate
in the hydrological simulation process and then affect the runoff uncertainty, quantifying
the internal variabilities of precipitation, temperature, and ET can provide some useful
information for runoff uncertainty analysis. Hence, the role of climate internal variability,
GCM models, emission scenarios, hydrological model parameters and interaction effects in
runoff projections is estimated and quantified in this study.

Clearly, partitioning CIV and external forcing are necessary for hydrological climate-
impact projection uncertainties. Although some sources of uncertainty in hydrological
climate-impact projections have been estimated in many studies, the CIV, scenarios, and
model uncertainties need be equally investigated in the future literature. The role of the
CIV in hydrological climate-impact projections is also rarely investigated.

To segregate the sources of uncertainties in hydrological climate-impact projections,
Bosshard et al. [31] quantified the uncertainty contributions of an ensemble of hydrological
climate impact projections by using the analysis of variance (ANOVA) method. In recently
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hydrological applications, the assessment framework based on ANOVA has been used
to investigate the individual and interaction uncertainties from different sources [32–36].
However, the different kinds of uncertainty sources have not been estimated equally in
previous research. They mainly aim for GCM decomposition, emission scenarios, the
downscaling method, hydrological model structure, and parameters for the simulation pro-
cess [34,35,37]. Moreover, investigating the role of internal variability in the overall climate
change uncertainty can provide more useful information for the uncertainty estimation
of the simulation process, and establish a more comprehensive framework of uncertainty
analysis [24–26,38–40]. Therefore, comprehensive and systematic investigations for hy-
drological climate change impact, and an estimation of different sources of uncertainty is
worthy and necessary.

The purpose of this manuscript is to estimate the contribution of sources of uncertainty,
and to investigate the role of internal variability in hydrological climate-impact projections
in a representative watershed of Northeastern China. This study has four purposes as
follows: (1) to analyze the seasonal change in precipitation, temperature, ET, and runoff
projections under climate change; (2) to partition and to quantify the source of uncertainty
in hydrological climate-impact projections; (3) to investigate the role of internal variability
in the hydrological climate-impact projections; and (4) to confirm the main impact sources
of uncertainty in the hydrological simulation process. The findings of this research work
may provide some meaningful suggestions regarding hydrological climate change impacts,
and they present a methodology for partitioning uncertainty sources of runoff projections
in a representative watershed in Northeast China.

2. Study Area and Data
2.1. Study Area

The Biliu River basin is located in Northeast China, spanning 39.54◦ to 40.35◦ N in lati-
tude and 122.29◦ to 122.93◦ E in longitude, with an approximate area of 2085 km2 (Figure 1).
The Biliu River Reservoir was built in 1975, and its storage capacity is 9.34 × 108 m3. The
mainly utility of this reservoir is water supply for nearby big cities and cropland irrigation.
Another reservoir, called Yushi Reservoir, which was built in 2001 and is located upstream
of Biliu River, with a storage capacity of 0.89 × 108 m3 and a drainage area of 313 km2. Be-
cause the reservoir supplies water to the outside of the basin, the impact of Yushi Reservoir
should thus be considered in the hydrological model. This study area has characterized
the temperate monsoon marine climate, and the rainy season from June to September. The
mean annual precipitation is 746 mm, the average annual temperature is 8.40 ◦C to 10.3 ◦C,
and the maximum and minimum temperatures are 35.8 ◦C and −23.5 ◦C, respectively.

2.2. Data and Climate Change Scenarios

The historical observed daily meteorological datasets were available over the period
of 1978–2004, and the monthly runoff datasets were available over the period of 1958–2011.
These were obtained from the Biliu River Reservoir administration and Hydrology Bureau
of Liaoning Province. The DEM (90 × 90 m), land-use map (1:100,000), and soil type map
(1:1,000,000) are obtained from the Data Center for Resources and Environmental Science,
Chinese Academy of Sciences.

The climate data were output from six GCMs in CMIP5 under the RCP4.5 and RCP8.5
emission scenarios: ACCESS1-0, BCC-CSM1.1(m), CESM1-BGC, CESM1-CAM5, CMCC-
CM, and MPI-ESM-MR (Table 1). The climate data were extracted for the 1980–2004 period,
2041–2065 period, and 2066–2090 period, which were defined as a reference period, and
two future periods, the 2050s and 2080s.
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Figure 1. The location of precipitation gauges, runoff gauges, rivers, and boundaries in the Biliu
River basin.

Table 1. Description of CMIP5 climate models and scenarios.

Climate Models Country Resolution Scenarios

ACCESS1.0 Australia 1.88◦ × 2.48◦ RCP4.5, RCP8.5
BCC-CSM1.1(m) China 1.13◦ × 1.13◦ RCP4.5, RCP8.5
CESM1(BGC) USA 1.3◦ × 0.9◦ RCP4.5, RCP8.5
CESM1(CAM5) USA 1.3◦ × 0.9◦ RCP4.5, RCP8.5
CMCC-CM Italy 0.75◦ × 0.75◦ RCP4.5, RCP8.5
MPI-ESM-MR Germany 1.88◦ × 1.88◦ RCP4.5, RCP8.5

3. Methodology

This manuscript combined six GCMs models under two representative concentration
pathways (RCPs), which were based on the fifth phase of the Coupled Model Intercompari-
son Project (CMIP5). These climate change scenarios were downscaled using the morphing
method, which uses an operation of shift or stretch to downscale the hydrological variabil-
ity [41]. A widely used hydrological model, SWAT, was used for runoff simulation, and the
SUFI-2 uncertainty approach for capturing the relatively uncertainty of the SWAT model
parameters [42,43]. In order to obtain a robust detection of climate change effects, and
to give some useful suggestions for practical decision making, the hydrological climate-
impact projections in this manuscript contained precipitation, temperature, ET and runoff
projections under climate change. The uncertainty decomposition framework of this study
is shown in Figure 2.
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3.1. Hydrological Modeling and Parameter Uncertainty Assessment

The SWAT 2012 was used to simulate runoff in this study. The SWAT is a physi-
cally based water-scale model that is widely used in investigating hydrological processes
around the world [36]. The model divides the watershed into hydrologic response units
(HRUs); each of these HRUs are based on a unique combination of soil, land use, and slope
characteristics [44]. Recently, the model was developed to estimate the climate change
impact on hydrological regimes under the prediction conditions over long periods of future.
The SWAT-CUP software was utilized for calibration and the uncertainty assessment of
parameters [42], the uncertainties in the output variables are exhibited in a 95% probability
distribution (95PPU). The SUFI2 algorithm was chosen to calibrate and validate the pa-
rameters in the SWAT-CUP [43]. In order to account for the parameter uncertainty of the
model, this manuscript used Latin hypercube sampling (LHS) to generate hydrological
model parameter sets. The Nash–Sutcliffe efficiency (ENS), the average relative error (Re),
and the coefficient of determination (R2) were used as the objective functions, measuring
the distance between the observations and the simulations. Through sensitivity analysis of
the calibration process, 11 hydrological parameters were generated. The initial iteration
of LHS derived 1000 simulations for all initial parameter sets; the best 100 parameter sets
were selected using the condition of ENS above 0.9, R2 above 0.9, and |Re| below 10.

The SWAT model was constructed based on the historical daily meteorological data
and spatial geographic data of the study basin. The historical daily scale meteorological
datasets were used to drive the SWAT model for both warm up, calibration and validation
periods. Because the historical observed runoff datasets were all on a monthly scale, the
model’s output monthly scale runoff data were compared with historical observed runoff
data to evaluate the model performance. The SWAT model performance periods were
divided into a warm up period (1978–1981), calibration period (1982–1996) and validation
period (1997–2011). The simulated data from the SWAT were compared with the historical
observed data to ensure their reliability.

3.2. Climate Change Scenario and Downscaling Method

CMIP5 has provided a future climate database and is widely available around the
world [45]. Six GCMs from CMIP5 were selected to represent the future climate scenar-
ios under the RCP4.5 and RCP8.5 emission scenarios. The SWAT model was driven by
six GCMs and two emission scenarios, for a total of 12 ensemble scenario members under
the 2050s and 2080s.
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Because of the simple and easily used merits, this manuscript adopts the Morphing
approach to remove biases from the original GCMs climate projections [45,46]. This method
involves a shift, a linear stretch (scaling factor), and a combination of shift and a stretch [41].
The downscaled precipitation and temperature are calculated via Morphing, and show an
acceptable performance in the study watersheds. More details of the downscaling process
are shown in Zhu et al. [45].

3.3. Method of the CIV Estimation

In order to investigate the role of the CIV in hydrological climate-impact projections,
the externally forced and internal variabilities need to be partitioned and quantified particu-
larly. Generally, the internal variability is quantified using the “detrend” and “differenced”
methods; the external forcing is subtracted from the hydrological variable series, and then
the fluctuations of the variables are regarded as internal variability [47]. The average of a
large number of ensemble members can average out the internal variability, and then the
signal remaining is the response of the external forcing [48]. Hence, the internal variability
can be obtained by subtracting the model-mean from each ensemble member [48]. The stan-
dard deviation of the ensemble variable or the residual to quantify the internal variability
is the robust method, which has been applied in many previous publications [49,50].

CIV =
1
N

N

∑
i=1

√√√√ 1
T − 1

T

∑
j=1

(
Hci,j − Hci,j

)2

 (1)

where i and j are the ensemble number and the individual year; N and T are the total
numbers of ensemble numbers and years, respectively; and Hc is the month time series of
the hydrological climate-impact variables.

The key to estimating CIV is in partitioning the external forcing from the hydrological
series, and the standard deviation of the given hydrological climate-impact projections is
calculated as the internal variability [49]. The signal-to-noise ratio (SNR) is always used
to quantify the relative contributions of internal variability and external forcing [21]. The
SNR can provide useful information for investigating the magnitude of external forcing
and the internal variability of hydrological climate-impact projections under future climate
change. The model-mean of each ensemble is used as the signal, and the ensemble average
of the sum of the squared difference between each member and ensemble mean is defined
as noise [49]. The SNR is defined as the signal divided by noise.

nosie =

√√√√ 1
T(N − 1)

T

∑
j=1

N

∑
i=1

(
Hcij − Hcj

)2 (2)

Hcj =
1
N

N

∑
i=1

Hcij (3)

3.4. Source of Uncertainties Decomposition
3.4.1. The Hydrological Response to Climate Change

For any hydrological projections obtained from a hydrological simulation process
for the ith member and jth time, the raw hydrological projections can be decomposed
using the hydrological response to climate change and internal variability [49,50]. The raw
hydrological projections Yi,j under climate change can be expressed as Equation (4).

Yi,j = ϕi,j + ηi,j (4)

where ϕi,j is the hydrological response to climate change, and ηi,j is the deviation from
the hydrological response obtained with the ith member and jth time, which can also be
expressed as the internal variability.
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3.4.2. Decomposition of the Hydrological Response to Climate Change

The hydrological response to climate change ϕi,j of any GCM/emission scenarios can
be defined as Equation (5):

ϕi,j = µ + αh + βk + γl + ξh,k,l (5)

where µ is the overall mean of the hydrological response to climate change, αh is the effect
contributed by the hydrological model parameters, βk is the effect contributed by GCMs,
γl is the effect contributed by the emission scenarios, and ξh,k,l is the interaction terms of
the model.

3.4.3. The Different Components of the Total Uncertainty

On the basis of the above expression of the raw hydrological response from the
GCM/emission scenarios, the overall variance of the hydrological projections Var[Yh,k,l ] is
as follows:

Var[Yh,k,l ] = Var[ϕh,k,l ] + Var
[
ηh,j,k

]
(6)

where Var[ϕh,k,l ] is the total uncertainty in the hydrological response and Var
[
ηh,j,k

]
is the

uncertainty of internal variability of the hydrological projections.

Var
[

ϕh,j,k

]
= Var[αh] + Var

[
β j
]
+ Var[γk] + Var

[
ξh,j,k

]
(7)

where Var[αh] is the variance of the SWAT model parameters effects, Var
[
β j
]

is the variance

of the GCMs model effect, Var[γκ] is the variance of the emission scenarios, and Var
[
ξh,j,k

]
is the variance of the interaction effects.

3.4.4. Source of Quantifying Uncertainties

This manuscript constructs a three-way ANOVA framework to decompose the differ-
ent uncertainty contributions; this technology has the ability to partition the total observed
variance into different sources, and then quantify the contribution of the different sources
to the total variance [51,52].

It is based on a biased variance estimator that underestimates the variance when the
sample size is small. In order to diminish the bias effects caused by the different number
of levels of the uncertainty factors, Bosshard et al. [31] proposed a subsampling method
that was applied in this manuscript. This subsampling technology selected two samples
from the large sample sets, and then a new sample could be generated for ANOVA. This
manuscript selects two SWAT parameters sets out of the 100 sets; superscript j is replaced
by g(h, i), which is a 2 × 4950 matrix, as in the following:

g =

(
1
2

1
3
· · ·
· · ·

1
100

2
3
2
4
· · ·
· · ·

98
99

98
100

99
100

)
(8)

Based on the ANOVA theory and the form of Equations (6) and (7), the ANOVA model
can be expressed as Equation (9). It is composed of the mean effects of the SWAT model
parameters (αh), the GCMs model (βk), the emission scenarios (γl), internal variability
(ηh,j,l), and interaction effects (ξh,j,l). The mean effects can be computed as the deviation of
each factors’ mean value, and the global mean Mg(−,j),−,−.

Mg(h,j),k,l −Mg(−,j),−,− = αh + β j + γl + ηh,j,l + ξh,j,l (9)
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In the ANOVA model, the total variance of the hydrological variable Mg(h,j),k,l is
expressed as the total sum of squares (SST), and it can decompose into the individual
variance of each effect:

SST = SSA + SSB + SSC + SSIV + SSI (10)

where SSA, SSB, and SSC are the uncertainty contribution of the SWAT model parameters,
GCMs, and emission scenarios, respectively. SSIV is the internal variability, and SSI is the
contribution of the interaction effects between the SWAT model parameters, GCMs, and
emission scenarios.

Using this approach, the intercomparisons among the uncertainty contributions of the
SWAT model parameter, GCMs, emission scenarios, internal variability, and the interaction
effects are not affected by the different sampling numbers.

4. Results
4.1. Hydrological Model Parameters Calibrated and Uncertainty

The SWAT model is constructed based on the historical daily meteorological data and
spatial geographic data of the study basin. Before being used to predict the future runoff,
the hydrological model parameters need to be calibrated and validated. The SUFI2 method
is used to calibrate the parameters for the runoff in the study area for the 1982–2011 period.
The parameters’ settings are shown in Table 2. The behavior parameter sets and the
simulations are used to calculate the 95PPU as the uncertainty interval (Figures 3 and 4).
Moreover, the P-factor and R-factor were selected to estimate the performance of the
uncertainty analysis method. Theoretically, a P-factor close to 1 and an R-factor is close to
0 indicate that the simulation exactly corresponds to the observed data [53]. In this study,
the P-factor and R-factor are 0.97 and 0.81, respectively. This illustrates that more than
97% of the observed data are within the 95PPU band, and this demonstrates that the SWAT
model was well applied in the study area.

Table 2. The selected SWAT model parameters.

Parameter Definition Min Max

CN2 Initial SCS runoff curve number for
moisture condition 0.75 1.25

SURLAG Surface runoff lag coefficient 1.00 23.98
LAT_TTIME Lateral flow converge coefficient 0.01 179.92
ESCO Soil evaporation compensation factor 0.01 1.00
GW_DELAY The delay time 0.37 500.00
ALPHA_BF Baseflow alpha factors (days) 0.00 1.00

GWQMN Threshold depth of water in the shallow
aquifer required for return flow to occur 0.41 499.72

SFTMP Snowfall temperature −5.00 5.00
SMFMX Melt factor for snow 1.50 8.00
TIMP Snowmelt temperature lag factor 0.01 1.00

The simulated data from the SWAT were compared with the historically observed
data to ensure their reliability (Figures 3 and 4). The metric ENS exceeds 0.94, while R2

exceeds 0.98. Re values are −0.91% in the calibration period, and ENS exceeds 0.95, while
R2 exceeds 0.98. Re values are −5.38% in the validation period. More details about the
calibration and validation were introduced in Zhu et al. [54].

The SUFI2 algorithm is used as a parameter uncertainty estimate method for the
reference period in the study basin. For a final ensemble of the 100 parameter sets generated
by the LHS, these parameter sets are input into the SWAT model to generate 100 behavioral
simulations, which are presented in Figure 5 with the help of box plots. Each box represents
100 behavioral simulations with outputs by the calibrated SWAT model. The length of the
box plots denotes the runoff change range from 100 simulations, corresponding to one
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specific month. The differences between two boxes shows that the parameters effects are
quite different for one given month. It can be seen in Figure 5 that the month runoff change
range due to the SWAT model parameter sets are relatively larger in June to September.
As June to September is the flooding season of the watershed, the uncertainty of runoff
may play an important role in flood control and management. Hence, the uncertainty
contribution of the SWAT model parameter sets needs be quantified.
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4.2. Estimating the Uncertainties of Hydrological Climate-Impact Projections under
Climate Change
4.2.1. Changes in Precipitation Projections

The precipitation projections for the 2050s and 2080s are compared with the reference
period and are demonstrated in Figure 6. It can be seen that the performance of many
scenario members showed a trend of marked increase in the 2050s and 2080s; however,
several members showed a decreasing trend.
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Taking the 2050s summer for example, all of the precipitation projections show an
increased trend except for the performances of CMCC-CM and MPI-ESM-MR, which
show a decreased trend under the RCP8.5 scenario; the precipitation changing interval
ranges from a 54.13% increase to a −21.2% decrease. The uncertainty of the precipitation
projections is significant in the 2080s winter, which changes from −19.79% to 95.95%.
In contrast, the changing range of spring and autumn are relatively small. Among the
two future periods, the uncertainty range of spring is from 31.2% to −21.27% in the 2050s,
and the range of autumn is from 1.71% to 41.18% in the 2080s. Compared to the other
seasons, the change range of spring is smallest in the 2080s.

The precipitation projections of different GCMs in the same emission scenarios and
periods display a obvious changing range. It can be noted that the precipitation projections
have non-negligible uncertainty in the future. This uncertainty of precipitation propa-
gates through the hydrological model and is amplified in the runoff outputs. Hence, the
precipitation uncertainty under climate change needs to be investigated beforehand.

4.2.2. Change in Temperature Projections

The box charts in Figure 7a,b show the maximum and minimum temperature projec-
tions (Tmax and Tmin) compared to the reference period. The temperature projections show
a univocal increased trend for each scenario’s member. Specifically, in the 2050s period,
the mean temperature increases are 1.95 ◦C under RCP4.5, and 2.73 ◦C under RCP8.5,
while increases of 2.73 ◦C under RCP4.5, and 4.20 ◦C under RCP8.5 in the 2080s period are
predicted. Moreover, the increase ranges of the Tmax are larger in summer and autumn
than in the other seasons. The summer mean of Tmax increases by 1.84 ◦C and 2.52 ◦C in
the two future periods under RCP4.5. Again, the increase range of Tmax is also significant
under RCP8.5, where the increase in the mean Tmax is 2.61 ◦C in the 2050s summer and
4.17 ◦C in the 2080s autumn. The changing trend of Tmin shows a similar increasing trend
in the two future periods, and the ranges of increase in the mean Tmin are all above 4.0 ◦C
in summer, autumn, and winter under RCP8.5.
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the 25th and 75th percentiles, respectively. The black lines and dots inside the box represent the
median and mean value, respectively. The lower and upper whiskers indicate the 10th and 90th per-
centiles, respectively. (b) The T-min for the 2050s and 2080s under the RCP4.5 and RCP8.5 scenarios
based on 6 GCMs compared with the reference period (1980–2004). Lower and upper box boundaries
indicate the 25th and 75th percentiles, respectively. The black lines and dots inside the box represent
the median and mean value, respectively. The lower and upper whiskers indicate the 10th and 90th
percentiles, respectively.

From the Tmax and Tmin changing results in the 2050s and 2080s under two emis-
sion scenarios, it can be found that the increase in temperature becomes larger as the
time increases into the future period, and increased range is larger under RCP8.5 than
RCP4.5. It can be also obtained that the uncertainty of temperature is marked in the future
among different scenario members; the main uncertainty sources need to be quantified
and estimated.

4.2.3. Change in ET Projections

The calibrated hydrological model outputs 100 behavioral simulations for each sce-
nario’s member in each month. There are 1200 sets of ET projections that can be obtained
from the hydrological simulation for two future periods, and the future season of ET pro-
jections compared with the baseline period is shown in Figure 8a,b. For the RCP4.5 and
RCP8.5 emission scenarios, the seasonal mean ET projections show an obvious increased
trend in spring, summer, and winter. However, the mean ET of autumn demonstrates a
relatively smaller increase, and some of the models show a decreased trend. In contrast
with the precipitation and temperature projections, the various ET projections among each
scenario’s members are relatively smaller.

4.2.4. Change in Runoff Projections

The predicted runoff projections of the four seasons in the two future periods are
compared with the reference period in Figure 9a,b; each box and whisker plot for the
runoff projections are generated from 1200 simulation chains. For the 2050s, the runoff
projections increase more significantly in autumn than in the other seasons. In terms of
the autumn runoff changing, many scenario members show an increased trend in the
future, ranging over 1.37~66.01% under RCP4.5 and −11.99~97.08% under RCP8.5. In
comparison with the autumn runoff, the runoff projections in summer trend a relatively
small decrease in the future. The range of runoff change is−18.41% to 47.78% under RCP4.5
in the 2050s; there are four scenario members that demonstrate a decreased trend, such as
BCC-CSM1.1(m) (−13.70), CESM1-BGC (−18.41), CMCC-CM (−11.81), and MPI-ESM-MR
(−13.97). The range of runoff change is from −52.78% to 70.41% under RCP8.5 in the
2050s; it can be found that the diversity of the runoff is larger in this scenario, and that
most of the scenario members shows a decreased trend in the future. For the 2080s, the
obvious change in runoff is in summer and autumn. Most of the scenario members show
an increased trend in autumn runoff; the mean changing ratio is 33.89% under RCP4.5. In
contrast with the autumn runoff, the runoff change in summer shows a decreased trend,
and the mean changing ratio is −8.56% under RCP4.5. Similarly, the runoff projections
still display obvious differences among the scenario members. The changing trend of the
runoff projections demonstrated a consistently increased trend under RCP8.5; the mean
changing ratios of spring, summer, autumn, and winter are 2.91%, 11.95%, 85.22%, and
25.68%, respectively. Furthermore, the diversity of runoff projection is still significant in
the 2080s under the RCP8.5 scenarios.

Furthermore, from the box-and-whisker plots shown in Figure 9a,b, the upper and
lower ends represent the highest and lowest runoffs, and the change range indicates
the uncertainty bound. Compared with the runoff in the reference period, the autumn
runoff projections reveal a consistent increase in the mean and median values under both
two emission scenarios and the future periods. Most of the summer runoff projections
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show a decreased trend in the future. From the runoff projections change results, each
scenarios’ member demonstrated a wide uncertainty inner member range, and an obvious
diversity among the different members. Accordingly, the uncertainty ranges of the runoff
projections under the RCP8.5 projections are larger than the RCP4.5 scenarios. Compared
with the other seasons, the summer runoff projections showed the largest uncertainty
trends under the two emission scenarios in the future. Observing the median values, the
summer and autumn projections in the 2050s and 2080s show non-negligible differences;
for example, the median values for summer under the RCP4.5 scenario feature a decrease in
projections as BCC-CSM1.1(m), CESM1-BGC, CMCC-CM, and MPI-ESM-MR, which range
from −22.82% to −15.04%. In contrast, the median values show an increase from 45.55%
to 13.79% in the projections of ACCESS1 and CESM1-CAM5. In addition, the median
values for the spring runoff projections in the 2050s under RCP4.5 portray a consistent
slight increase from 3.23% to 12.51%, and only the CMCC-CM projection shows a decrease
as −12%. Overall, the runoff projected by all GCMs showed a large uncertainty in the
two future periods. Comparing the 2050s and 2080s, it can be found that the lower ends
become smaller and the upper ends become larger, which indicate that the uncertainty
bounds increase from the 2050s to the 2080s. In addition, comparing the RCP4.5 and RCP8.5
scenarios, the uncertainty bounds of the RCP8.5 scenarios are always larger than RCP4.5.
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4.2.5. Impacts of Climate Factors on Runoff Change

After analyzing the changes of the climate factors (precipitation, Tmax, Tmin, and ET)
in the future, it can be found that the different climate factors perform different changing
trends and uncertainties under climate change. The different climate factors may affect
and produce different uncertainty contributions to runoff change; hence, it is important
to analyze the relationship between climate factors and runoff projections. In order to
determine the relationships between them, multiple linear regression was performed for
each model chain using the changes of precipitation, Tmax, Tmin, and ET as the independent
variables, and the runoff as the dependent variables [37].

The regression coefficients for runoff are shown in Table 3. In general, the increase
in precipitation may cause a positive effect on runoff increase; this trend can be found in
all of the models, scenarios, and coefficients at the 0.001 significance level. In contrast,
the increase in the ET projections was negatively related to runoff, and there are seven
projections at the 0.001 significance level. In addition, the increase in Tmax and Tmin may
contribute to an increased trend of runoff; however, the coefficients did not pass the
significance test, even at the 0.05 level. In most scenario members, the precipitation and ET
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had a significant influence on runoff projection, and temperature had a slight influence;
hence, the internal variability of the climate factor needs to be investigated specifically.

Table 3. The multiple liner regression coefficients for runoff (R mm year−1) with maximum tempera-
ture (Tmax

◦C), minimum temperature (Tmin
◦C), precipitation (P mm year−1) and ET (mm year−1)

in a multiple linear regression model (R = a1 Tmax + b1 Tmin + c1 P+ d1 ET + e1). p is the significance
level: *** p < 0.001, ** p < 0.01, * p < 0.05.

Models a1 b1 c1 d1 e1 R2

ACCESS1-0_RCP45 22.75 −21.40 0.92 *** −0.97 *** −197.62 ** 0.96
ACCESS1-0_RCP85 61.05 23.89 0.97 *** −0.86 −1284.58 0.75
BCC-CSM1.1(m)_RCP45 20.96 −15.30 0.85 *** −0.81 *** −237.05 0.92
BCC-CSM1.1(m)_RCP85 17.26 −13.92 0.84 *** −0.76 ** −205.54 0.93
CESM1(BGC)_RCP45 28.98 −25.77 0.86 *** 0.21 *** −209.88 0.93
CESM1(BGC)_RCP85 81.42 −38.46 0.99 *** −0.5 −1370.22 *** 0.86
CESM1(CAM5)_RCP45 18.15 −17.34 0.90 *** −0.93 −153.06 0.96
CESM1(CAM5)_RCP85 22.13 −20.34 0.87 *** −0.77 *** −265.73 0.96
CMCC-CM_RCP45 5.92 18.26 0.62 *** −0.53 −248.50 0.75
CMCC-CM_RCP85 15.40 −14.67 0.68 *** −0.45 * −235.24 0.87
MPI-ESM-MR_RCP45 29.52 −24.95 0.88 *** −1.02 *** −224.86 0.94
MPI-ESM-MR_RCP85 24.93 −15.04 0.77 *** −0.65 ** −348.45 0.90
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decreased trend in the future. From the runoff projections change results, each scenarios’ 
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among the different members. Accordingly, the uncertainty ranges of the runoff projec-
tions under the RCP8.5 projections are larger than the RCP4.5 scenarios. Compared with 
the other seasons, the summer runoff projections showed the largest uncertainty trends 
under the two emission scenarios in the future. Observing the median values, the summer 
and autumn projections in the 2050s and 2080s show non-negligible differences; for exam-
ple, the median values for summer under the RCP4.5 scenario feature a decrease in 

Figure 9. (a) The runoff in the 2050s and 2080s under the RCP4.5 scenario based on 6 GCMs compared
with the reference period (1980–2004). Lower and upper box boundaries indicate the 25th and
75th percentiles, respectively. The black lines and dots inside the box represent the median and mean
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(b) The runoff in the 2050s and 2080s under the RCP8.5 scenario based on 6 GCMs compared
with the reference period (1980~2004). Lower and upper box boundaries indicate the 25th and
75th percentiles, respectively. The black lines and dots inside the box represent the median and mean
value, respectively. The lower and upper whiskers indicate the 10th and 90th percentiles, respectively.

4.3. Evaluation and Investigation of the Source of Uncertainty
4.3.1. Estimating the Role of Internal Variability

The role of internal variability in the hydrological climate-impact projections is parti-
tioned and quantified in this section. In order to investigate the internal variability of the
precipitation trends, six GCMs are forced by the same emission scenarios, and then the CIV
values of the hydrological climate-impact projections under two emission scenarios are
shown in Figure 10.
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The CIV values of precipitation are higher in the rainy season (June to September),
and the lowest values appear in winter. It is demonstrated that internal variability plays an
important role on the uncertainty of flood season precipitation. Similarly, the CIV values of
ET are larger in May to September than in the other months. In contrast, the CIV values of
Tmax and Tmin are relatively smaller in the rainy season. Moreover, the CIV values of runoff
demonstrate that the internal variability is higher in the rainy season than in the other
seasons; this trend is similar to the CIV of the precipitation and ET projections. According
to the multiple linear regression of the climate factors, precipitation and ET have significant
influences on runoff, and this can imply that the internal variabilities of precipitation and
ET may influence the internal variability of runoff.

From the CIV values of the runoff projections under the RCP4.5 and RCP8.5 emission
scenarios, it can be found that the CIV values of the rainy season are larger than the other
seasons, and that the maximum CIV value of the runoff projections appeared in August.
Comparing the CIV values of precipitation, temperature, ET, and runoff projections, the
internal variability of precipitation and runoff showed obvious increases in the rainy season.
Upon consideration that the internal variability may combine with the model and scenario
uncertainties and then influence the runoff, the contribution of internal variability needs to
be specifically investigated.

The SNR can give some useful information for investigating the role of internal
variability. The SNR values of precipitation, temperature, ET, and runoff are shown in
Figure 11. These metrics convey information about the magnitudes of the forced and
internally generated components of hydrological climate-impact projections under future
climate change. The SNRs of ET and temperature show an obvious change in spring,
summer, and autumn. The SNR values of Tmax and Tmin demonstrated relatively higher
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values in June to October, and it was worth noting that external forcing is the main impact
factor during these months. Similarly, the SNR of ET is higher in June to October than in
the other months; hence, the internal variability of temperature and ET is weaker in this
season. In contrast, the SNRs of precipitation and runoff are relatively stable among the
four seasons. An important result is that the internal variability contributed a considerably
higher component to precipitation and runoff than temperature and ET. On the basis of the
estimation of internal variability, it can be observed that the SNR values of precipitation
and runoff are mostly around 1 for each month. This means that the significance of internal
variability is approximate with external forcing. However, the SNR values cannot quantify
the internal variability. It is important to partition and to confirm the specific internal
variability and other uncertainty source contributions that occur within a year.
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4.3.2. Contribution Analysis of Uncertainty Sources

As mentioned previously, the uncertainty sources of hydrological climate-impact
projections involve model uncertainty, scenarios uncertainty, and internal variability. The
ANOVA method is used to quantify the uncertainty contribution of different sources of
uncertainty in the 2050s and 2080s.

The contribution of uncertainty sources is shown in Figure 12. It is noteworthy that
the effect of internal variability is significant for the entire month over the 2050s and 2080s
period. The contribution of internal variability is almost equal to the sum of the uncertainty
of GCMs and emission scenarios. It contributes 29~48% and 31.4~47.4% of the total variance
in the 2050s and 2080s, respectively. Moreover, the biggest contribution is embodied in
September in the two future periods. The other two main uncertainty contributors are the
GCMs and SWAT model parameter sets. The uncertainty of GCMs account for 21~41% and
15~33% in the 2050s and 2080s, and the biggest value is in September (2050s) and August
(2080s), respectively. For the SWAT model parameter sets, the contribution accounts for



Sustainability 2022, 14, 12201 19 of 25

4~39% and 4.8~32.4% in the 2050s and 2080s, respectively. Compared with the previous two
uncertainty sources, the SWAT model parameters main affect the spring (March to May)
and winter (December to February) runoff projections. The interaction term contribution to
the runoff projection explains approximately 8~11% and 7~12% throughout the 2050s and
2080s periods, respectively. The contribution of the emission scenarios is relatively small,
below 5% and 10.5% in the 2050s and 2080s, respectively.
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Overall, the results of uncertainty decomposition in Figure 12 indicate that internal
variability and GCMs are the dominant uncertainty contributors of runoff in June to October.
In addition, the SWAT model parameters are the main uncertainty contributors in spring
and winter. In summary, the internal variability and GCMs mainly provide the uncertainty
contribution in summer and early autumn, and the main uncertainty contributors of runoff
in spring and winter are the internal variability and SWAT model parameters.

5. Discussion
5.1. Hydrological Climate-Impact Projections Changes

This study estimated hydrological climate-impact projections changes under climate
change impacts in a respective watershed in Northeastern China. Compared with the
reference period, the temperature and precipitation projections demonstrated an increased
trend in the two future periods, and this increased trend was more significant under the
RCP8.5 emission scenarios and the later future period (2080s). This finding is consistent
with some previous publications. Wang et al. [36] found that the response of hydrological
extreme events to climate changing was much higher in 2070–2099 under the RCP8.5
scenarios. In addition, the ET projections showed an obvious increase trend in summer
and winter, and a relatively small increase trend in autumn. It can be found that the
runoff projections show an increased trend in autumn and a slightly decreased trend in
summer. With the combined influence of increasing the precipitation, temperature, and ET
in summer, there is a high possibility that runoff would decrease in summer. In contrast,
a relatively slight increase in ET in autumn may be due to the runoff increase. Since
precipitation, temperature, and ET are important inputs to the hydrological model, the
uncertainties of these projections may thus also influence the runoff projections. Moreover,
through multiple linear regression analysis, the precipitation and Tmax had a significant
positive effect on runoff, and ET and Tmin show a relatively small negative effect on runoff.
Hence, the increase in precipitation and the relatively small increase in ET may be due to a
relatively obvious increase in autumn.

This manuscript also found that the prediction of both hydrological climate-impact
projections showed a wider range under RCP8.5 than RCP4.5, especially in the 2080s.
Moreover, the projected runoff in the future also demonstrated an obvious diversity in the
future, especially in summer and autumn. To deal with the uncertainty in future runoff, the
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details of sources of uncertainties need to be investigated and quantified, so that relatively
reliable hydrological projections are produced.

5.2. The Role of Internal Variability

Since the internal variability plays an important role in the uncertainties of the hydro-
logical climate-impact projections, the CIV of future projections has thus been investigated
under RCP4.5 and RCP8.5. The findings have indicated that the internal variability of
precipitation, ET, and runoff are larger in June and September than in the other months. In
order to investigate the magnitudes of external forcing and internal variability, the SNRs of
future projections have been investigated under RCP4.5 and RCP8.5. The SNR values of
precipitation and runoff are stable; the values are all around 1 among the 12 months, which
means that the internal variability and external forcing performances have an equality effect.
However, using the SNR values alone, it is difficult to determine what is the important
influential factor for the hydrological climate-impact projections. Considering that June to
September contains the entire flood season in the research watershed, the annual internal
variability and external forcing uncertainty contribution of the runoff projections need to
be particularly investigated.

5.3. Estimating the Source of Uncertainties

The ANOVA framework was constructed to quantify that the uncertainty sources
contribute to the overall uncertainty; furthermore, in considering the substantial effects
of internal variability on the uncertainty of the runoff projections, the uncertainty contri-
bution of internal variability has been considered to ensure the comprehensiveness of the
uncertainty assessment.

Quantifying the source of the uncertainties contribution to future runoff projections
can provide insights into finding the main effecting factors of runoff variety under climate
change. On the basis of the SNR values of different projections, the internal variability and
external forcing of precipitation and runoff show equal significance, which can be embodied
in uncertainty estimations. In the rainy season (June to September), the internal variability
and GCMs are the mainly uncertainty contributors in the runoff projections. In contrast,
the internal variability and SWAT model parameter sets provide obvious uncertainties to
the runoff in January to May, and October to December.

These findings indicate that climate internal variability is the most important uncer-
tainty source among the different sources chosen by this study, agreeing with the findings
of some previous publications [50]; however, most of these studies focused on estimating
the role of climate internal uncertainty in climate system projections, such as temperature
and percipitation projections [28–30]. Meanwhile, the runoff projections are significantly
impacted by the choices of GCMs; this point has also been found in many studies [34].
For instance, Zhang, et al. [55] found that the disparity between different GCMs may
mainly impact on climate change research, and that the increased sample size of GCMs may
conduct a complete uncertainty assessment. As an important tool for runoff simulation and
prediction, the hydrological model is a non-negligible uncertainty contributor of overall
uncertainty; among the uncertainty derived from the hydrological model, the model param-
eters obtained more attention [26,35] Moreover, the contribution and interaction effects are
relatively small compared with the other uncertainty sources; these findings are consistent
with some previous studies [31,33].

The quantification of climate internal viability has been demonstrated in several previ-
ous studies [49,50]; however, most of the studies focused on estimating the role of climate
internal uncertainty in climate system projections, such as temperature and percipitation
projections [28–30]. Upon consideration that internal variability may propagate in the
hydrological simulation process and then affect the runoff uncertainty, quantifying the
internal variabilities of precipitation, temperature, and ET can provide some useful in-
formation for runoff uncertainty analysis. Hence, the role of climate internal variability,
GCM models, emission scenarios, hydrological model parameters and interaction effects
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in runoff projections is estimated and quantified in this study. For the rainy season, the
internal variability and GCMs are the dominant uncertainties for runoff. On the basis of
multiple linear regression, precipitation and ET have a significant influence on runoff, and
their uncertainties can also influence runoff uncertainty. From the CIV and SNR values
of the climate projections, it can be found that the internal variabilities of precipitation
and ET are large in the rainy season. Hence, the internal variabilities of precipitation and
ET may affect runoff to some extent. Above all, the internal variability plays an obvious
role in shaping the overall uncertainty, and some of the uncertainty sources of the runoff
projections can be traced back to precipitation and ET, etc.

5.4. Uncertainty and Limitation

There are lots of uncertainties inherent in the analysis of hydrological impacts, and the
primarily contribution may come from hydrological model structures, hydrological model
parameters, input data, GCMs, and downscaling methods.

Note that the hydrological model structure as well as model parameters sets represent
the major sources of uncertainty in hydrological simulation. Aryal et al. [52] used two hy-
drological models to estimate the model uncertainties. In this study, the performance of the
SWAT model is good in hydrological simulation, and the P-factor and R-factor are 0.97 and
0.81 in the calibration period, respectively. Moreover, the model parameters’ uncertainty
was considered in the uncertainty analysis framework. The results indicate that the param-
eters play an important role in uncertainty analysis. However, the input land use and land
cover data during the calibration and validation period can only express the land use and
land cover pattern for a certain year. In order to avoid underestimation of the land use and
land cover variance, different land-use conditions need be used to drive the hydrological
model [36]. The remotely sensed data can provide precise demonstrate for land use and
land cover, which can be used to analyze the hydrological variables changing [56]. Hence,
more accurate land use and land cover data need be used in hydrological uncertainty
estimation in future study.

It needs be noted that the downscaled future climate scenarios will also attribute a
considerable uncertainty [57]. Generally, multi-model ensemble climate models are always
using to reducing the uncertainty [26,34,37]. In this study, 6 GCMs were used to generate
12 climate scenarios; however, more GCMs need be chosen when evaluating hydrological
responses to climate change.

6. Conclusions

The details of sources of uncertainty in hydrological climate-impact projections have
been investigated and quantified in this manuscript. The uncertainties in quantification
and estimation are essential for the runoff prediction. In addition, identifying fundamental
uncertainty sources is meaningful for reducing existing uncertainties in the future. The
main conclusions of this study can be summarized as the following:

(1) Based on this study, which is an analysis of the future climate conditions for the Biliu
River basin, it can be found that precipitation and temperature show an increasing
trend in the future, especially in RCP8.5 and in the later future period. In addition,
the climate factors may produce different influences and uncertainty contributions to
runoff change. For instance, the precipitation has a significant positive effect on runoff,
and ET shows a relatively small negative effect. Hence, the change in precipitation and
ET may be due to a corresponding change in runoff. Furthermore, wide uncertainty
ranges can be found in each projection, and sources of uncertainty may have obviously
influenced the reliability of the future hydrological process simulation.

(2) By elucidating the impact of climate internal variability on runoff projections, this
study analyzes the role of internal variability of hydrological climate-impact pro-
jections and determines the important influencing factors of uncertainty for runoff
projections. In terms of precipitation and ET, the internal variability is larger in June
to September, and the SNR values also show that internal variability and external
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forcing are both important influencing factors for runoff. Combining with the internal
variability and GCMs are the dominant uncertainty contributors in June to September.
It is worth noting that the internal variability can propagate in the hydrological sim-
ulation process, and that the internal variability of runoff projections is remarkable
in the flood season of the study watershed in the future. For the rainy season in the
study basin, some water resources adaptation measures need be planned to alleviate
the influence of climate change, especially in high emission scenarios (RCP8.5) and in
the far future (2080s).

(3) The uncertainty contribution of internal variability with the GCMs and SWAT model
parameters is temporal variability. The internal variability and GCMs are the main
uncertainty contributors for runoff projections in the rainy season (June to September).
In contrast, the internal variability and SWAT model parameter sets provided obvious
uncertainty to the runoff in January to May, and October to December. There are
many studies focused on estimating the role of climate internal uncertainty in climate
system projections, such as temperature and precipitation projections. This study
investigated the role of climate internal variability, GCM models, emission scenarios,
hydrological model parameters and interaction effects in runoff projections. The
findings of this study indicate that the role of internal variability for hydrological
climate-impact projections is noticeable in the future; these kinds of effects may greatly
influence stakeholders and local water resource governments to provide appropriate
hydrological regulations and flood control measures.
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