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Abstract: Vrana Lake on the karst island of Cres (Croatia) is the largest freshwater lake in the
Mediterranean islands. The lake cryptodepression, filled with 220 million m3 of fresh drinking water,
represents a specific karst phenomenon. To better understand the impact of water level change
drivers, the occurrence of meteorological and hydrological droughts was analysed. Basic machine
learning methods (ML) such as the multiple linear regression (MLR), multiple nonlinear regression
(MNLR), and artificial neural network (ANN) were used to simulate water levels. Modelling was
carried out considering annual inputs of precipitation, air temperature, and abstraction rate as well
as their influential lags which were determined by auto-correlation and cross-correlation techniques.
Hydrological droughts have been recorded since 1986, and after 2006 a series of mostly mild hot
to moderate hot years was recorded. All three ML models have been trained to recognize extreme
conditions in the form of less precipitation, high abstraction rate, and, consequently, low water levels
in the testing (predicting) period. The best statistical indicators were achieved with the MNLR model.
The methodologies applied in the study were found to be useful tools for the analysis of changes in
water levels. Extended monitoring of water balance elements should precede any future increase in
the abstraction rate.

Keywords: standardised drought indices; Mann–Kendall trend test; multiple regression; artificial
neural networks; karst; Vrana lake level

1. Introduction

In recent decades, changes in water levels in rivers, lakes, aquifers, and in other
reservoirs have been recorded worldwide. These changes are mainly associated with over-
exploitation of water caused by water consumption for agricultural irrigation, industry,
tourism, or climate change, resulting in droughts and other water-related problems. All
types of droughts originate from the deficiency of precipitation [1]. The extension of this
deficiency over a long period of time is called a meteorological drought [2]. In contrast,
hydrological, agricultural, and socioeconomic droughts highlight the interaction of the
natural characteristics of a drought event and the human activities that depend on precipi-
tation for adequate water supply to meet the societal and environmental demands [2]. In
recent times, the research into hydrological droughts is increasingly linked to the study of
trends that could be related to climate change [3–5].

The standardised precipitation index (SPI) developed by McKee et al. [6] is almost
globally accepted as an indicator of the incidence and intensity of meteorological droughts.
Hydrological droughts are defined using parameters similar to those used to define me-
teorological droughts [7], through various indices such as the Palmer drought severity
index (PDSI) [8], surface water supply index (SWSI) [9], streamflow drought index (SDI) [7],
standardised water level index (SWI) [10], and standardised groundwater level index
(SGI) [11].
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Water systems are complex, and simulations of runoff and water levels are challeng-
ing due to the large datasets required for model development and calibration. To date,
analyses of water level changes have been performed using classical statistical methods.
However, machine learning methods based on the interdependence of variables that allow
the prediction of changes in water levels are being increasingly used. These methods
offer the possibility to study the relationships between input variable (e.g., precipitation)
and output variables, such as runoff or water level, without the need to build classical
models and explicitly define physical relationships [12]. However, the implementation
of machine learning models for the lake water level prediction is still at a development
phase when compared with the physically based models [13]. Zhu et al. [13] point out that
there are many questions about the application of the models, such as how to determine
the input combinations to improve model reliability, how to split the available datasets to
better capture water-level dynamics, or which model is more reliable. Most of the studies
on lake water level forecasting have focused on daily or monthly water level dynamics,
and have predicted water level fluctuations using only the past water level data as model
input [13]. Akyuz and Cigizoglu [14] stated that the water level forecasts of various water
bodies that are described in previous studies were analysed in the forecast range of 1 h
to 30 months based on a time step of hourly to monthly values. As far as the authors
are aware, only Noury et al. [15] have analysed annual variations of meteorological and
hydrological variables (precipitation, temperature and river flow for several stations, and
water levels in a period of delay of one year) as model inputs, and water level data of
Urmia Lake (Iran) were considered as model outputs. To date, no accessible published
studies exist that have considered the annual value of analysed variables and have used
water pumping one of the inputs to the model.

There are many machine learning models that have been used to predict water levels.
Artificial neural networks (ANNs) are one of the most commonly used methods in water
resources research; see, e.g., [16–24]. They have been widely applied for lake water levels
prediction [13,15,25–30]. Altunkaynak [25] used ANNs to analyse the level fluctuation
of Van lake in Turkey and concluded that they are suitable because of their information
processing characteristics, such as nonlinearity, parallelism, and noise tolerance, as well
as their learning and generalization capabilities. Ondimu and Murase [26] applied ANNs
to analyse Naivasha lake level in Kenya. Using the ANN and adaptive-neuro-fuzzy
inference system (ANFIS) models, Yarar [27] analysed fluctuations of Beysehir lake level
in southwestern Turkey. Water level variations of the Iznik lake in Turkey using ANNs,
ANFIS, and gene expression programming (GEP) were analysed by Kisi et al. [28]. In recent
times, as climate changes are becoming more pronounced, changes in water levels are
linked to meteorological droughts. ML models have proven to be a useful tool in their
prediction [31–35].

For Vrana lake level on the island of Cres, which is the subject of this study, a simulation
of water levels based on monthly measurements of the water level in the lake over 38 years
has been done using ANN, with results indicating an ability to predict water levels between
6–12 months in advance [36]. In contrast to the most commonly used daily and monthly
input data for water level forecasting, we investigated the possibility of using annual
available historical data of several variables that affect the lake level. The frequently
applied ANN was also used, as well as less demanding methods such as the multiple
linear regression (MLR) and multiple nonlinear regression (MNLR), which are less time-
consuming and require minimal skill compared to the ANN technique [37–39].

The application of machine learning methods is often very complex due to the lack of
input data, which is absent because monitoring has not been established, and due to the
impossibility of measuring the indicators that are needed to create the model. This latter
often refers to karst terrains, which on Earth occupy approximately 15.2% of the global
land surface [40].

Vrana Lake on Cres Island, Croatia, is the largest freshwater karst lake in the Mediter-
ranean islands and is only 3–4 km away from the sea. It is located in the northeastern part
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of the narrow Cres Island, which has an area of 405.7 km2, making it the largest island in
the Adriatic Sea. The lake is 5 km long with a maximum width of 1.45 km. The lake area is
approximately 5.7 km2, and it is at an average altitude of 12.78 m above sea level (a.s.l.) [41].
It contains 220 million m3 of fresh water. Because of its good water quality, the lake is used
to supply water to the islands of Cres and Lošinj, and is the only source of drinking water
for these islands with highly developed tourism. The water consumption rate is approx-
imately 45–55 L/s during winter months, while over summer, it reaches approximately
150 L/s. The total abstraction rate from Lake Vrana in 2019 reached 2365.07 × 103 m3,
which is approximately 75 L/s. In many countries it is not always possible to satisfy
increased water demands; pressure on karst aquifers will rise, and regulatory measures
will be need to prevent or mitigate over-exploitation [42]. Fortunately, this still does not
apply to the island of Cres, but it points the need for further research into this natural
phenomenon with the application of new scientific methods, which is one of the main goals
of this paper. The results of the work should contribute to the development of a better and
more comprehensive monitoring system and the future sustainable management of this
extremely valuable water supply resource in changed climatic conditions.

An extremely low water level of 9.11 m a.s.l. was recorded in 1990, which was a cause
of great concern for experts and consumers of lake water regarding the future of the lake.
Ožanić [43] determined that the recorded drop in water level was a consequence of an
increased abstraction rate for water supply and the occurrence of unfavourable drought
conditions over several consecutive years. Climate change has more recently been identified
as a major problem affecting water resource sustainability, and the reduced water levels in
Vrana Lake have primarily been attributed to rising air temperatures (and thus evaporation
and evapotranspiration), then water abstraction, and only then annual precipitation [44].
These surveys were largely conducted using classic statistical methods.

A visual inspection of the available data showed a relatively stable water level from
1995, although the trend of increasing abstraction rates and air temperature is pronounced,
and only a slight trend of increasing precipitation is indicated. The research goal was
to investigate the possibility of evaluation and prediction of the lake water levels using
available multi-year measured meteorological, hydrological, and anthropogenic data that
represent water level drivers, and to apply the basic machine learning methods. The
available data are related to precipitation, air temperature, abstraction rate, and lake water
level. Evaporation from the surface of the lake and evapotranspiration from the land part
of the basin were not considered due to the lack of continuous multi-year measurements.
For this reason, additional attention was paid to the analysis of droughts. Another goal
was to consider the possible reasons for the stabilization of the average lake’s water level
after 1995.

There are several aspects in which our methodological approach differs from that
of previous studies: (1) we used the standardised precipitation, water level, and air tem-
perature indices (SPI, SWI, and STI, respectively) in the analysis of the changes in water
levels; (2) we analysed the time series of the dependent and independent variables using
the Mann–Kendall (MK) trend test, and auto- and cross-correlations; (3) we applied MLR,
MNLR, and ANN methods to simulate the change in water level in the lake from the
beginning of water abstraction; (4) we used annual data of precipitation, air temperature,
and abstraction rate as well as the past lake level information as model inputs; and (5) we
examined which input parameter contributed most to the water level change.

2. Geological and Hydrogeological Settings

Cres is a typical karst island mostly built of Cretaceous limestone and dolomite
(Figure 1) which were deposited as part of a several thousand meter thick succession of
carbonate sediments. The main geological structures formed during the orogeny of the
Dinarides from the Late Cretaceous to the Miocene and were finally shaped by neotectonic
movements. The genesis of Vrana Lake is related to the position of less permeable dolomite
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series (K1,2), the influence of strike-slip tectonics (pull-apart structure), and the last sea
level rise.
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Vrana Lake is an oligotrophic lake, which was developed in a sensitive equilibrium
with seawater, and represents a specific karst phenomenon. Vrana Lake is a submerged
karst polje. The recent genetic phase followed the Würm glacial stage, when a global sea
level rise of over 100 m resulted in a rise in groundwater levels in the remaining land areas.
The lowering of the hydraulic gradient between the lake and the newly formed, elevated
erosion base resulted in the slowing down of underground runoff and the significant closing
of the previously developed drainage systems. This enabled the filling of the depression
with fresh water and the forming of the recent Vrana Lake [46].

With the deepest point of 61.3 m below sea level, the lake is a cryptodepression without
directly measurable surface or underground inflow and runoff. There is no permanent
surface flow on the island, and even torrents active during heavy rains are rare, with only
one occurring in the gully on the southern side of Lake Vrana. This torrent disappears
shortly after the rain ceases.

The inhabitants of Cres Island and the surrounding islands previously consumed
water from rare springs, dug wells, ponds, and cisterns, which is still the case on the
smaller islands. Approximately 15 springs and 10 wells are present on the island of Cres,
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a majority of which are permanent, but have a low discharge rate that rarely surpasses
0.5 L/s. The wider coastal area of Cres Island has several submarine (called vruljas) and
coastal springs (Figure 1). Some of these can be associated with Vrana Lake as possible
privileged directions of lake discharge [47], which primarily refers to Vrutak vrulja, where,
according to rough estimates, 50–250 L/s water flows out. However, tracing performed
on the western side of the lake shore did not confirm this assumption [48]. On the eastern
side of the lake, at a distance of up to 485 m from the lake, there are three observation wells
in which groundwater levels are measured. Groundwater flows towards the lake and the
hydraulic gradient ranges from 0.0048 in low water conditions to 0.1345 immediately after
heavy rainfall [46].

3. Data and Methods
3.1. Data Source

The water level of Vrana Lake, precipitation, and air temperature have been officially
measured since 1978 and 1981, respectively, by the Croatian Meteorological and Hydrologi-
cal Institute (DHMZ). However, water levels between 1928 and 1978, as well as precipitation
data before 1981, have been monitored by various researchers [43].

In this study, we used annual precipitation data for a period of 90 years from 1929
to 2019, and monthly precipitation data from 1981 to 2019. Annual and monthly air
temperatures, which were measured for the period 1981–2019 at the Cres meteorological
station, were also used. To model the water level of the lake, a series of mean annual air
temperatures of Cres were extrapolated for the period 1954–1980 from data measured at the
Rijeka meteorological station. This was possible because of the strong correlation coefficient
(r = 0.975) between the mean annual air temperatures at both stations (Rijeka and Cres)
during the period 1981–2013 [44]. In addition to the mean annual water levels from 1929 to
2019, the mean monthly water levels for the period 1978–2019 were analysed. Continuous
monitoring of the abstraction rates has been done since the beginning of exploitation in
1954, and the data are recorded by the company Vodovod i odvodnja Cres-Lošinj d.o.o.

3.2. Calculation of the Standardised Drought Indices

The SPI was developed by McKee et al. [6] and provides a normalised measure
as follows:

SPI =
Pi − Pmean

SP
(1)

where Pi , Pmean , and SP are the monthly precipitation, mean, and standard devia-
tion, respectively.

The main advantage of SPI over other indices is that it allows not only the determi-
nation of the state of drought at different time scales but also the monitoring of different
drought types [49]. According to SPI, droughts are classified into four classes: mild, mod-
erate, severe, and extreme. A drought is described by SPI < 0, and excess precipitation
over a period of time is described by SPI > 0. McKee et al. [6] determined that the SPI
indicates mild, moderate, severe, and extreme drought 16–50%, 6.8–15.9%, 2.3–6.7%, and
<72.3% of the time, respectively. The remaining values were allocated to the wet and normal
classes. SPI is a standardised index; therefore, these percentages are expected from a normal
SPI distribution.

McKee et al. [6] suggested that the equation used for calculating SPI could be applied
to other variables relevant to drought, such as stream flow or groundwater. In this study,
the SWI was used to represent hydrological drought and based on its value drought was
categorised split into four classes that were the same as those for SPI [10]. Therefore, time
series data on precipitation, air temperature, and water level were used to derive SPI, STI,
and SWI, respectively. The STI and SWI build on the SPI of McKee et al. [6] to account
for differences in the form and characteristics of air temperature and water level time
series [50]. Extremely hot periods were marked with STI > 2 and extremely cold periods
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with STI < −2. High temperatures lead to increased evaporation from the water surface,
contributing to the development of hydrological drought.

In this study, standardised indices were calculated using the cumulative precipitation
and water level over different durations, for which the drought indices calculator (DrinC)
software package [51] was used. Before the standardised index was assessed, monthly
input data were used for gamma distribution calculation, and a log-normal distribution was
used for the annual input data. In both cases, the obtained standardised indices followed
a normal distribution. The percentages of droughts using the SPI and SWI indices were
calculated for the period 1929–2019, as well as for three separate 30-year periods 1929–1958,
1959–1988, and 1989–2019.

From a hydrological point of view, the SPI, STI, and SWI were derived from the time
series of monthly accumulated precipitation amount, mean monthly air temperature, and
mean monthly water levels during the period 1981–2019, respectively. The recharge and
discharge processes of the system are reflected in the SPI and SWI for 6-month periods
within the hydrological year, from October to March, and April to September. The first
period describes the recharge time and the second the discharge time of the system. SPI
and SWI for these periods were also considered in this study.

3.3. Trend Analysis Method

The Mann–Kendall (MK) trend test [52,53] is a non-parametric test used to assess the
significance of a trend and has been widely used in hydrological and meteorological trend
detection studies [54]. The test was applied to the data as follows:

S =
n−1

∑
i=0

n

∑
j=i+1

sgn
(
xj − xi

)
(2)

where n is the length of the data set, xi is from i = 1, 2, . . . , n − 1, and xj is from j = i + 1,
. . . , n. If n is greater than 8, then S approximates to normal distribution.

The annual precipitation and water levels, annual abstraction rate, and mean annual
air temperature were analysed for several different periods. The MK trend test was used
to statistically investigate whether there was a monotonic upward or downward trend in
the variables (precipitation, air temperature, abstraction rate, and lake water level) over
time. The significance levels at p < 0.05 are discussed. Kendall’s τ is a correlation coefficient
and measure of the strength and direction of association that exists between two variables,
where a positive τ-value indicates an upward trend and a negative τ-value indicates a
downward trend. The data were analysed using XLSTAT software version 2021.4 [55].

3.4. Auto- and Cross-Correlation Method

Auto-correlation was used to analyse the effect of the previous year’s water levels on
the current year’s water levels, and cross-correlation analyses were used to study the time
lag between lake water level and precipitation, i.e., lake level and air temperature, and lake
level and water abstraction rate. Analyses were performed using the XLSTAT software
version 2021.4.

The auto-correlation coefficient r(k) was calculated for individual time lags k and is
given by

r(k) =
Ck
C0

(3)

C0 =
1
n

n

∑
i=1

(xi−x)2 (4)

Ck =
1
n

n±k

∑
i=1

(xi−x)(xi+k − x) (5)



Sustainability 2022, 14, 10447 7 of 28

where xi = (x1, . . . xn) is a time series of n data for which m auto-correlation coefficients,
i.e., r(k) = (r0, . . . rm) are calculated.

The cross-correlation coefficient rxy(k) was calculated for the individual time lag k
according to the following equations:

rx,y(k) =
Cx,y(k)

σxσy
(6)

Cx,y(k) =
1
n

n±k

∑
i=1

(xi−x)(yi+k − y) (7)

where σx and σy are the standard deviations of the input and output series, respectively.

3.5. Multiple Linear and Nonlinear Regressions

The influence of mean annual precipitation, air temperature, and abstraction rate on
the water level in the lake was analysed using MLR and MNLR. The MLR describes the
linear relationship between two or more independent variables and a dependent variable.
The generic form of an MLR model is as follows [56]:

YMLR = c + β1X1 + β2X2 + . . . + βnXn (8)

The MNLR model fits a nonlinear regression to the observed data [57], whose equa-
tions is as follows:

YMNLR = c + β1X1
β

2 + β3X2
β

4 + . . . + βmXn
β

m+1 (9)

In both equations, Y is the dependent variable, c is the intercept, X is the independent
(explanatory) variable, β is the slope or unstandardized coefficient, and n is the number of
input variables. In nonlinear models, m is the number of coefficients. The standardised
coefficient β*, which is calculated by multiplying the unstandardized coefficient with
the ratio of the standard deviations of the independent variable and dependent variable,
was used in MLR to rank independent (explanatory) variables on the outcome of the
dependent variable. A higher absolute value of the beta coefficient means a stronger effect
of the variable. Coefficient standardization is important when independent variables or
predictors are expressed in different dimensions.

In this study, analysis was carried out from the point when pumping began, for the
period 1954–2019 using the software package XLSTAT version 2021.4 [55]. The mean
annual water level (H) in the actual year was the dependent variable, and the mean annual
precipitation (P), annual abstraction rate (Q), and mean annual air temperature (T) were
independent variables. Precipitation and abstraction rates from previous years were added
as independent variables based on cross-correlation analysis. The MLR and MNLR models
were first applied for the analysis of data from 1954 to 2004 (training period), following
which a water level prediction was made for the period 2005–2019 (testing period). Both
models were also applied to the entire period 1954–2019 without splitting the data to the
training and testing process. The aim of this modelling was to determine if there were any
changes given that the distribution of water levels in the lake is very diverse over time.

3.6. Artificial Neural Networks

Changes in the lake water level were further analysed using ANN in the neuralnet
package of XLSTAT version 2021.4 software (Paris, France) [55,58]. The lake water level
prediction was driven by precipitation, air temperature, and abstraction rate, as well as
their magnitudes in previous years (as previously described). The resilient backpropa-
gation algorithm (Rprop), created by Riedmiller and Braun [59], was used to minimize
the error function and to solve the problems of water level forecasting. The absolute
partial derivatives of the error function with respect to the weight are used to find the
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minimum error. The iterative training process stops when all absolute partial derivatives
of the error function are less than the given threshold which can be between 0.001 and 0.5.
The network architecture consists of an input layer, a hidden layer, and an output layer.
Different training datasets were tested to achieve the best possible modelling results while
avoiding overfitting.

Two time series patterns were created in the input layer. The first is a recognition
pattern consisting of the time series of average annual rainfall, air temperature, abstraction
rate, and lake water level, which was used in the training process. Training covers the
process of iterative input data were entered into the network, allowing the network to learn
and adjust the trained data with the desired target data [60]. This includes determining the
optimal interconnection weights and the number of hidden neurons. Initially, a time series
from 1954 to 1999 was trained, but overfitting of the model was found. Avoiding overfitting
was achieved by increasing the size of the training dataset, so the period 1954–2004 accepted
for the training period, and the period 2004–2019 for the testing period. The same division
into training and testing periods was used for the previously described two models, MLR
and MNLR. A prediction pattern was used for the data testing process, which consisted of
the time series of average annual rainfall, air temperature, and abstraction rate from 2005
to 2019. Thus, from the total data, 77% was used in the training process and 23% was used
in the testing process. The ANN model was also applied to the period 1954–2019, without
splitting the data to the training and testing process.

The mathematical model of information processing in a neuron is such that the inputs
to the neurones (i = 1, . . . , n) receive input values xi, which are real numbers. Each input
value xi is multiplied by the weight value wji, which describes the connection between
input i and hidden neuron j, and then summed as per the following equation:

yj =
n

∑
i=0

wji × xi (10)

The obtained sum hj is processed using the activation function of the hidden layer f
(hj) and the output from the neural network is equal to yj.

yj = f hj (11)

The prediction from the ANN model (yk) can be expressed as follows:

yj = f (
m

∑
j=0

wkj × hj) (12)

where wkj is the connection weight between output neuron k and hidden neuron j, hj is the
output from neuron j in the hidden layer, m is the number of neurons in the hidden layer,
and f is the activation function of the output layer.

In this study, one hidden layer was selected. The optimal number of neurons in the
hidden layer, as well as the threshold was determined using a trial-and-error method until
the best match between the observed and predicted water levels in the training and testing
period was achieved.

The goodness of fit between the observed and simulated water levels in all the applied
models was evaluated using the coefficient of determination (R2), mean absolute error
(MAE), and root mean squared residual (RMSE), scatter index (SI), and bias:

R2 = 1− ∑n
i=1
(

Ho − Hp
)2

∑n
i=1
(

Ho − Ho
)2 (13)

MAE =
1
n

n

∑
i=1

∣∣(Ho − Hp
)∣∣

i (14)



Sustainability 2022, 14, 10447 9 of 28

RMSE =

[
1
n

n

∑
i=1

(
Ho − Hp

)2
i

]0.5

(15)

SI =
RMSE

Ho
(16)

Bias =
1
n ∑

(
Ho − Hp

)
(17)

where n is the number of observations, Ho is the observed water level, Hp is the predicted
(simulated) water level, and Ho is the mean value of the observed water levels.

4. Results
4.1. Changes in the Standardised Drought Indices

The SPI time series for the period 1929–2019 is presented in Figure 2. Though it
appears that there was neither a significant increase nor decrease in the frequency of rainfall
droughts, when comparing the three 30-year periods, a difference in the number and type
of droughts was observed (Figure 3a). Four drought categories were registered from 1929
to 1958, the most common being mild drought (37%), followed by moderate drought (7%)
and severe drought (13%). Furthermore, from 1959 to 1988, severe, moderate, and mild
drought were recorded to have occurred 3%, 10%, and 40% of the time, respectively. During
each time period, i.e., from 1929 to 1958 and from 1959 to 1988, drought was not registered
43% and 47% of the time, respectively. Similarly, the percentage of no-drought condition
recorded in the period 1989–2019 was 48%. However, during the period from 1989 to 2019,
extreme, severe, moderate, and mild drought were recorded at levels of 3%, 7%, 7%, and
35%, respectively. The resulting occurrence percentage of individual drought categories in
the period 1929–2019 was approximately within the range reported by McKee et al. [6].
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Figure 3. Percentage of class occurrences of the standardized annual precipitation index (SPI) (a) and
standardized annual water level index (SWI) (b) for the periods 1929–1958, 1959–1988, 1989–2019,
and 1929–2019.

Unlike SPI, the SWI time series shows a marked change since 1986 (Figure 2). In the
first two studied periods, 1929–1958 and 1959–1988, no hydrological drought was registered
two-thirds of the time and a mild drought was registered one-thirds of the time (Figure 3b).
However, after 1988, no-drought condition was not registered, and mild, moderate, severe,
and extreme drought were registered 58%, 19%, 16%, and 7%, of the time, respectively
(Figure 3b). The meteorological droughts recorded in the same period (Figure 3a) likely
contributed to the higher prevalence of severe and extreme droughts; however, this is
probably a consequence of the gradual increase in the abstraction rates.

Figure 4a,b show the SPI, SWI, and STI calculated on the basis of available average
monthly values of precipitation, water level, and air temperature for the hydrological
years 1981–2019 (38 years). According to the SPI, droughts that began in the early 1980s
lasted almost a decade (Figure 4a), and until 1992 were mainly categorised as mild drought,
although extreme drought was recorded in the hydrological year 82–83. Furthermore, a
continuous dry period was observed from 1988 to 1991, falling mostly in the moderate
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drought category. Although the SPI has largely corresponded to non-drought since 1992,
extremely dry years have occasionally been recorded in the hydrological years 99–00, 07–08,
11–12, and 14–15.
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water level index (SWI) and (b) standardised monthly temperature index (STI) in the hydrological
years from 1981 to 2019.

Unlike SPI, SWI was in the non-drought category at the beginning of the analysed
period 1981–1988 (Figure 4a). However, from 1988 to 1993, drought was very pronounced
in the hydrological years 89–90, 90–91, and 91–92. Since 1995, SWI has largely belonged
to the non-drought class with an occasional but very pronounced decline in the severe to
moderate drought class during the hydrological years 07–08, 08–09, and 11–12.

In the first 25 years of the observed period, from 1981 to 2006, the STI generally
corresponded to the normal temperature class, and hot years were registered six times
during that period, of which the moderate hot class was recorded twice (Figure 4b). Since
2007, the STI has generally shown a drought, which has belonged to the moderate hot class



Sustainability 2022, 14, 10447 12 of 28

since 2013. A sharp global increase in air temperature was recorded in the 1980s, which
corresponds with data presented in NOAA’s 2020 Annual Climate Report (https://www.
ncdc.noaa.gov/sotc/global/202013 (accessed on 18 January 2022)), which suggest that
the Earth’s temperature has risen since 1981. The years 2014–2020 were among the seven
warmest years in Europe, which corresponds with the period when high air temperatures
were recorded on Cres Island (Figure 4b).

No drought occurred as per any of the three indices approximately 50% of the time
(Figure 5). Furthermore, the highest percentage of drought time refers to mild drought,
and only the SPI was recorded in the extreme drought class. All three indices belonged to
the drought-free and mild drought classes approximately 80% of the time; results for the
remaining drought classes for the three indices were as follows: for the SPI, extreme, severe,
and moderate drought classes were determined 5%, 3%, and 8%, of the time respectively;
for the SWI, severe and moderate drought classes were determined 11% and 8%, of the
time, respectively; and for the STI, moderate and severe hot classes were determined 16%
and 5% of the time, respectively (Figure 5). The higher prevalence of severe drought as
per the SWI is likely due to the lack of precipitation, i.e., the higher prevalence of severe
SPI droughts.
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Figure 5. Percentage of class occurrence of the standardised monthly precipitation index (SPI),
standardised monthly water level index (SWI), and standardised monthly temperature index (STI) in
the hydrological years from 1981 to 2019.

Seasonal variations were analysed by dividing the hydrological years into winter
(October–March) and summer (April–September) periods. According to the SPI, mete-
orological droughts were expressed through a decrease in summer precipitation in the
first half of the 1980s and through a pronounced decrease in winter precipitation since
1987 (Figure 6a). Unlike the SPI, which, within the course of one hydrological year, may
see an opposite sign in the winter from that in the summer, the SWI sign is generally
identical (Figure 6b). From 1981 to 1988, the SWI for both 6-month periods belonged to the
non-drought class, and from 1989 to 1994, the SWI for both 6-month periods belonged to
the drought category, which reached the extreme drought class in the hydrological year
90–91. Pronounced meteorological droughts were recorded during the winter months in
the hydrological years 88–89, 89–90, and 90–91 (Figure 6a), which otherwise represent the
most significant time for lake water recharge. A pronounced lack of rainfall affected SWI
droughts, which lasted twice as long as SPI droughts (Figure 6b). Droughts were also later
registered in hydrological years 01–02, 07–08, 08–09, and 11–12, and were associated with
concurrent meteorological (SPI) droughts.

https://www.ncdc.noaa.gov/sotc/global/202013
https://www.ncdc.noaa.gov/sotc/global/202013
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4.2. Time Series of Investigated Variables

The time series of annual precipitation (P), air temperature (T), abstraction rate (Q),
and lake water level (H) are shown in Figure 7. The average water level of the lake during
the study period was 12.7 m a.s.l. (Figure 7). Initially, it varied from 13 to 16 m a.s.l.,
after which a gradual decrease in water levels was recorded, culminating in 1990, when
it was measured as only 9.11 m a.s.l. Thereafter, the water level in the lake was generally
maintained between 11 and 12 m a.s.l. with two stronger drawdowns in 2008 and 2012.
The average annual precipitation is 1081 mm, and air temperatures have gradually risen
from 14 ◦C in the early 1980s to 16 ◦C in 2019 (Figure 7). The amount of abstracted water
rose from approximately 1 L/s in 1954 to 71 L/s in 1990 when the Homeland War began.
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Since the end of the war in 1995, the amount of abstracted water has gradually increased to
approximately 80 L/s.
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Figure 7. Time series of the mean annual precipitation (P), mean annual air temperature (T), mean
annual abstraction rate (Q), and mean annual lake water level (H) in the period 1929–2019.

Trends in these time series for different periods were examined using the MK trend
test, and the results are presented in Table 1. The following periods were analysed:
(1) the entire period 1929–2019, (2) the period before the beginning of water abstraction
from the lake (1929–1953), (3) the period from the beginning of the water abstraction
(1954–2019), (4) the period from the beginning of water abstraction to the first large
water level decrease (1954–1990), (5) the period after the first large water level decrease
(1991–2019), (6) the period from the beginning of water abstraction to the first signifi-
cant meteorological drought (1954–1981), and (7) the period from the first significant
meteorological drought to the first large decrease in water level (1982–1990).

Table 1. Mann–Kendall test results for time series of the mean annual precipitation (P), mean annual
air temperature (T), mean annual abstraction rate (Q), and mean annual lake water level (H) in the
different periods.

Precipitation
(P)

Air Temperature
(T)

Water Level
(H)

Abstraction Rate
(Q)

Observation period 1929–2019
No. of data 91 39 * 91 66 **

p-value 0.472 <0.0001 <0.0001 <0.0001
Kendall’s τ 0.052 0.553 −0.529 0.844

Type of trend n.s.s. increasing decreasing increasing

Observation period 1929–1953
No. of data 25 25

p-value 0.455 0.726
Kendall’s τ −0.110 −0.053

Type of trend n.s.s. n.s.s.

Observation period 1954–2019
No. of data 66 39 * 66 66

p-value 0.486 <0.0001 <0.0001 <0.0001
Kendall’s τ 0.059 0.553 −0.493 0.844

Type of trend n.s.s. increasing decreasing increasing
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Table 1. Cont.

Precipitation
(P)

Air Temperature
(T)

Water Level
(H)

Abstraction Rate
(Q)

Observation period 1954–1990
No. of data 37 10 * 37 37

p-value 0.724 0.210 0.013 <0.0001
Kendall’s τ −0.042 0.333 −0.287 0.964

Type of trend n.s.s. n.s.s. decreasing increasing

Observation period 1991–2019
No. of data 29 29 29 29

p-value 0.358 0.0005 0.293 <0.0001
Kendall’s τ 0.123 0.463 0.141 0.749

Type of trend n.s.s. increasing n.s.s. increasing

Observation period 1954–1981
No. of data 28 28 28

p-value 0.038 0.607 <0.0001
Kendall’s τ 0.280 −0.072 0.974

Type of trend increasing n.s.s. increasing

Observation period 1982–1990
No. of data 9 9 9 9

p-value 0.466 0.466 0.001 0.029
Kendall’s τ −0.222 0.222 −0.889 0.611

Type of trend n.s.s. n.s.s. decreasing increasing

* data since 1981. ** data since 1954. n.s.s.—not statistically significant.

The results show positive (increasing) trends in air temperature and abstraction rate
and a negative (decreasing) trend in water levels (p < 0.05). The trend of increasing mean
annual air temperature has been monitored since 1991, and the trend of increasing mean
annual abstraction rate has been monitored since the beginning of water abstraction in
1954. Increasing mean annual air temperature and abstraction rate (p < 0.05) can signif-
icantly contribute to decreasing mean annual lake water level. Furthermore, increasing
the abstraction rate can lead to overexploitation and an increase in temperatures, which
would lead to increased evaporation from the surface of the lake, and a lowering of water
levels. No statistically significant trends were found for precipitation data during any of
the analysed periods.

4.3. Auto-Correlation and Cross-Correlation of Variables

The auto-correlation coefficients for the water level in the periods 1929–2019 (n = 91)
and 1954–2019 (n = 66) are shown in Figure 8. The annual water level fluctuation was
time-dependent. For the period 1929–2019, the auto-correlation coefficients for a time
interval of 1 to 5 years were higher than the upper bound of the 95% confidence interval.
Furthermore, for the period 1954–2019, the time interval of auto-correlation coefficients
above the upper bound of the 95% confidence interval was smaller, amounting to 4 years.
Due to its dimensions, the lake was found to show marked sluggishness in the reactions [61].
Using auto-correlation analysis of average monthly water levels for the period 1929–1996,
Ožanić et al. [61] found that a significant relationship between lake water levels lasted for
38 months.

The values of the cross-correlation coefficients between the lake water levels and
precipitation, air temperature, and abstraction rate are summarised in Table 2. Because the
correlation coefficients are higher than in 2√

n−|k|
where n is the number of observations

and k is the lag, the correlation is significant. The best match between the time series of
the annual abstraction rate and that of the annual water level in the lake was achieved
with lags of up to 4 years. For these lags, the correlation coefficient was between 0.66 and
0.74, i.e., 0.7 (±0.04) as the average value. The time series of variables Q, Q(t−1), Q(t−2),
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Q(t−3), and Q(t−4) are very similar because of the gradual increase in abstraction rates. For
precipitation and water level, the best matching was achieved with a lag of 1 year. There
was no lag between the time series for air temperature and water level.
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Table 2. Cross-correlation between lake water levels and three independent variables: precipitation
(P), air temperature (T), and abstraction rate (Q).

Period Correlation Coefficient (R) Lag (Year)

P T Q P T Q

1929–2019 0.30 - - 1 - -
1954–2019 0.37 −0.35 −0.7 (±0.04) 1 0 <4

Not analysed due lack of data.

4.4. Developed Machine Learning Models

The selection of influential (significant) input variables in the development of MLR,
MNLR, and ANN models is one of the most important steps [37]. Not all potential input
variables are equally informative because some variables may be correlated, noisy, or have
no significant relationship with the output to be modelled [62]. As previously mentioned,
cross-correlation analysis of the annual data was performed to study the influence of
precipitation, air temperature, and abstraction rate on the water level in the lake. This
analysis showed a time lag of water levels behind precipitation of 1 year, behind an
abstraction rate of up to 4 years, and no lag in the air temperature. Considering these
findings, in addition to the variables P(t), T(t), and Q(t) for the considered year (t), the P(t−1)
and Q(t−2) were used as input data for the MLR, MNLR, and ANN methods. The effect
of evaporation was partially annulled by the introduction of air temperature because a
pronounced increase in T causes water loss by evaporation from the lake surface. Owing
to the typically strong auto-correlation of the water level time series, the simulated water
level has been significantly influenced by past water levels. Therefore, the water level from
the previous year, H(t−1), was added as an explanatory variable.

4.4.1. Multiple Linear Regression Model

Based on the six variables (P, T, Q, P(t−1), Q(t−2), and H(t−1)), the best MLR model in
the training phase (1954–2004) was achieved using the four independent variables P, P(t−1),
Q(t−2), and H(t−1). The R value between observed and simulated water levels was 0.95,
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MSE was 0.17 m, MAE was 0.34, and RMSE was 0.41 m (Table 3). The equation for the MLR
model obtained to simulate the water levels in the lake is as follows:

H = 1.06 + 1.12× 10−3 × P + 3.58× 10−4 ×Q(t−2) + 1.94× 10−3 × P(t−1) + 0.68× H(t−1) (18)

Table 3. Goodness of fit between the observed and predicted water levels for the multiple linear
regression (MLR), multiple nonlinear regression (MNLR), and artificial neural networks (ANN) models.

Training Period
(1954–2004)

Testing Period
(2005–2019)

Training of Entire Period
(1954–2019)

MLR MNLR ANN MLR MNLR ANN MLR MNLR ANN

R2 0.90 0.93 0.82 0.42 0.50 0.43 0.89 0.96 0.81
R 0.95 0.96 0.90 0.65 0.71 0.66 0.94 0.98 0.90

MAE (m) 0.34 0.29 0.39 0.54 0.52 0.45 0.36 0.21 0.43
RMSE (m) 0.41 0.36 0.55 0.64 0.70 0.67 0.44 0.28 0.57

SI 0.033 0.029 0.045 0.057 0.062 0.060 0.036 0.023 0.047
Bias (m) 0.00 0.00 0.00 −0.13 −0.02 −0.28 0.00 0.00 0.00

The standardised coefficients (beta, β) of the independent variables in the MLR model
show the relative contribution of each independent variable to the prediction of water
levels (Table 4). The highest absolute value of the beta coefficient has variable H(t−1), which
means that the weight of this variable is more important. This is followed by variables
P(t−1) and Q(t−2). These variables, as well as the P variable, were statistically significant
(p < 0.05). The other two variables, T and Q, are not significant and therefore not included
in this model. The R2 value of 0.90 means that 90% of the variability of H is explained by
the four variables P, P(t−1), Q(t−2), and H(t−1).

Table 4. Standardised coefficients.

Variable Beta p-Value

P 0.187 0.0004
P(t−1) 0.323 <0.0001
Q(t−2) −0.207 0.0004
H(t−1) 0.681 <0.0001

The MLR model was tested for four assumptions that were required to be met in
order for the model to be used for prediction [56]: (1) the linearity of the relationship
between the dependent and independent variables, (2) independence of the errors (no
auto-correlation), (3) homoscedasticity (constant variance) of the errors with respect to
the predicted values, and (4) normality of the error distribution. The increasing spread
of residuals with simulated values not been determined, so the assumption of constant
variance of errors is satisfied (Supplementary Figure S1). The computed p-value of the
Shapiro–Wilk test was 0.51, which is higher than the significance level of 0.05 and indicates
that the residuals follow a normal distribution.

The auto-correlation of residuals was checked using the Durbin–Watson (DW) test [63].
In general, a DW statistic between 1.5 and 2.5 is used to conclude that there is no first-order
temporal auto-correlation [64]. The value of the DW statistic for the obtained residuals
was 2.7. Based on the read upper limit (dU) and lower limit (dL) at 5% of the significance
level from the Savin and White table [65], it was determined that the DW value of 2.7 lies
between the values of 4-dU and 4-dL (hence, (4-dU) < DW < (4-dL)), suggesting that the
DW test was inconclusive.

The degree of multicollinearity was checked using the variance inflation factor (VIF)
and tolerance. High multicollinearity corresponds to a VIF value >5 or a tolerance <0.2 [66].
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The magnitudes of VIF and tolerance for all the independent variables used in developing
the MLR model (Equation (18)) are between 1 and 2.4, and 0.4 and 0.9, respectively.

A water level prediction was made for the period 2005–2019. The R value between
observed and predicted water level in the period 2005–2019 was 0.64, and the MAE, RMSE,
and SI values were 0.54, 0.64 m, and 0.057, respectively.

In the conducted modelling the ratio of the testing data to the total length of data is 0.23.
In a study by Zhu et al. [13], one quarter of the analysed publications had a ratio of testing
data of approximately 0.23, and only 5% of them did not split the data for model evaluation.

In this study, the modelling was also conducted without splitting the data to the
training and testing process. The aim of this modelling was to determine if there were any
changes given that the distribution of water levels in the lake is very diverse over time. Six
variables were retained in the model using the best variable selection method. The highest
absolute value of the standardised beta coefficient has the variable Q(t−2) (β = −0.753),
suggesting that the weight of this variable is more important. This is followed by the
variables H(t−1) (β = 0.546) and P(t−1) (β = 0.316). These variables, as well as the P vari-
able, were statistically significant (p < 0.05). The beta coefficient of Q was 0.448, with a
significance of p = 0.05. Furthermore, air temperature has slightly higher beta coefficient
values (β = −0.063) in this period than in the period 1954–2004; however, it is still sta-
tistically insignificant (p = 0.244). It can be assumed that in the coming years, owing to
climate change, the impact of air temperature will strengthen. Figure 4b clearly highlights
the mostly mild to moderate increase in average air temperature since 2006 compared to
the previous period. Investigating monthly climatic (precipitation, air temperature and
evaporation), and management (abstraction rate) drivers of water level changes in Lake
Bracciano near Rome, Italy, Guyennon et al. [30] also found a marginal role for temperature,
an increasing role of abstraction during the past two decades, and a key role for increased
precipitation variability. Negative values of the beta coefficients for the abstraction rate and
air temperature indicate that an increase in pumping causes a decrease in the water level,
and an increasing air temperature drives higher evaporation rates, also causing a decrease
in the water level.

However, given that T and Q do not bring significant information to explain the
variability of the dependent variable H, they were removed so the equation used to simulate
the water levels in the lake is as follows:

H = 2.1 + 1.19× 10−3 × P− 4.94× 10−4 ×Q(t−2) + 1.91× 10−3 × P(t−1) + 0.6× H(t−1) (19)

Indicators of the goodness of fit between the observed and simulated water levels
for the period 1954–2019 are very similar to those for the period 1954–2004. The R value
between observed and simulated water levels was 0.94, while the MAE, RMSE and SI were
0.36, 0.44 m, and 0.036 respectively (Table 3). All the assumptions that need to be met for
the MLR model to be used for prediction are met, including the DW statistic which is on
the top limit of validation and amounts to 2.52. However, the VIF values and tolerance for
all the independent variables are between 1 and 2.2, and 0.4 and 1, respectively.

Using the MLR for the periods 1967–2013 and 1948–2015, Bonacci [44,67] found that the
most important influence on the decreasing trend of the mean annual water level in Vrana
Lake is the mean annual air temperature in relation to the abstraction rate and precipitation.
According to the poorly described methodology of applying MLR in these articles, it
follows that instead of a standardized coefficient, an unstandardized regression coefficient
was used to define the influence of the analysed independent variables P (length, L), T
(temperature, Θ) and Q (volume per time, L3T−1) on the water level of the lake. However,
the unstandardized coefficient should not be used to rank the independent variables to the
outcome of the dependent variable because it does not eliminate dimensions.

4.4.2. Multiple Nonlinear Regression Model

The MNLR model was used to simulate the water levels in the lake in two steps. In
both cases, a good match between the observed and simulated water levels was obtained
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using the polynomial equations. In the first step, the water level in the training period
(1954–2004) was simulated and then forecasted for the testing period (2005–2019). Good
results were achieved using third-order polynomials. The R value between the observed
and simulated water levels for the training period was 0.96, and as in the MLR model, the
R value was lower (0.71) for the testing period (Table 3). In the second step, a training
process for the entire period under consideration (1954–2019) was performed, and the result
was obtained using the polynomial equation of the seventh order. The R value between
the observed and simulated water levels was 0.96, and the MAE, RMSE and SI were 0.21,
0.28 m and 0.023 which is significantly better than the value of these indicators for the MLR
model (Table 3).

4.4.3. Artificial Neural Networks Model

The best ANN results were obtained using 36 hidden neurons. The training process
(1954–2004) needed 20777 steps until all the absolute partial derivatives of the error function
were smaller than 0.003. The R value decreased by approximately 0.24 between the training
and testing (2005–2019) periods. The R value for the training and testing periods was 0.9
and 0.66, respectively (Table 3). In the second step, a training process was conducted for the
entire period under consideration (1954–2019). Relatively good results were obtained using
32 neurons, and the threshold for the partial derivatives of the error function as stopping
criteria was 0.003. The matching indicators of the observed and simulated water levels are
very similar to the indicators for the entire period from 1954 to 2004 (Table 3).

5. Discussion
5.1. Comparison of Models

A relatively good matching of the observed and predicted water levels obtained using
the MLR, MNLR, and ANN methods was observed (Figure 9). For the training period in all
applied methods, the R value between the observed and simulated water levels was greater
than 0.9, demonstrating a strong correlation (Table 3). A particularly strong correlation
was determined using the MNLR model (R = 0.96), and the weakest correlation was that
obtained using the ANN model (R = 0.91). In contrast to the preferred higher values of R2

and R, a lower value of the regression model accuracy (MAE, RMSE and SI) implies a higher
accuracy of the regression model. In both training periods (1954–2004 and 1954–2019), the
MNLR model produced the lowest MAE (0.29 and 0.21), RMSE (0.36 and 0.28) and SI (0.029
and 0.023), and highest R2 (0.93 and 0.96) and R (0.96 and 0.98) indicating that this method
has a better fitting ability compared to the other two methods. Bias value for all models in
the both training period is 0.00.

The R values for the applied models in the testing period were at the lower limit of the
strong correlation, demonstrating a moderate predictive ability (Table 3). These values are
very similar, varying around 0.7, and mirror the similar values of MAE, RMSE and SI. Bias
values are varying between −0.02 for MNLR model to −0.28 to ANN model. However, in
contrast to the training results, the MNLR model in the testing period showed significantly
weaker prediction ability than expected (Table 3). The values of R2 (0.5) and R (0.71) were
significantly reduced, while the values of MAE (0.52), RMSE (0.7) and SI (0.062) were
increased. Bias value for MNLR model in the testing period is very close to 0 (−0.02). For
the MLR model, the bias is −0.13, and for the ANN model −0.28, which indicates a slight
underestimation compared to observations. For instance, Figure 9b clearly shows that the
simulated water levels in the MNLR model during the period 2013–2015 differ significantly
from the observed water levels. The other two models also clearly show deviations of
the simulated water levels from the observed values (Figure 9a,c). Based on the visual
inspection of the observed and predicted water levels (Figure 9), as well as the indicators of
the best match (Table 3), it is not possible to conclude with certainty which model gives
the best results for the water level simulation in the testing period. Nevertheless, during
the training period, all three models trained the impact of intensive water abstraction
and less rainfall, which caused very low water levels in the early 1990s. As a result, in
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the testing period they recognised small amount of precipitation and high abstraction
rate (Figures 2, 4a and 7), and correctly predicted a significant drop in water levels in
2008 and 2012 (Figure 9).
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The modelling for the entire period 1954–2019 was performed using all three applied
models, and the observed and predicted water levels match well (Figure 9). The training
accuracy in the period 1954–2019 using the MNLR model has increased compared to the
training accuracy in the period 1954–2004 to which the greater number of analyzed inputs
probably contributed. However, this is not true for the MLR and ANN models. Their training
accuracy in the period 1954–2019 is slightly reduced compared to the period 1954–2004
(Table 3). The R2 values in the training period 1954–2004 of 0.9 for the MLR model, of
0.93 for the MNLR model and of 0.82 for the ANN model mean that 90% of the variability
of H is explained by the four variables P, P(t−1), Q(t−2) and H(t−1) in the MLR model, i.e.,
93% in the MNLR model and 82% in the ANN model. For the training period 1954–2019,
these four variables explain 89% of the variability in H in the MLR model, i.e., 96% in the
MNLR model and 81% in the ANN model. Bonacci [37,61] found that the values of R of the
MLR models in the periods 1967–2013 and 1948–2015 are 0.733 and 0.734, from which it
follows that the value of R2 is 0.54, i.e., that only 54% of the variability of the water level
in the lake is explained by the analysed independent variables P, T and Q. The predictive
ability in these articles was not tested, but considering that a relatively low percentage of
the variability of H is explained by the analyzed variables P, T and Q, it can be assumed
that during the testing period this model would show a very weak prediction ability the
water level in the lake.

Figure 10 shows the distribution of the residuals obtained from the applied models for
each model period: training (1954–2004), testing (2005–2019), and the entire period (1954–2019).
Residuals were calculated each year by subtracting the simulated water level from the
observed water level. A negative residual equals a rise in water level, and a positive
residual represents a drop in water level. For all cases except the MLR model in the testing
phase, the median residual value was almost zero (Figure 10). Four outliers were registered:
two for the ANN model in the first training process (1954–2004) (box plot number 3 in
Figure 10), one for the MNLR model in the testing process (2005–2019) (box plot number 5
in Figure 10), and one for the MNLR model in the second training process (1954–2019) (box
plot number 8 in Figure 10). Both MNLR outliers referred to the same year. The residual
values for the tested (2005–2019) and training processes (1954–2004) were 1.58 m and 0.74 m,
respectively. Figure 9b clearly shows only the deviation registered in the testing process
conducted in the period 2004–2019, but not in the training process conducted for the entire
period of the research (1954–2019). Based on the Kolmogorov–Smirnov statistic, all residual
distributions were found to be normal. Though considered a normal distribution, the ANN
testing period (box plot number 6 in Figure 10) stands out, for which the p-value is only
slightly higher than the significance level of 0.05.

Most of the published papers on the prediction of water levels in a lake by machine
learning used daily or monthly data on water levels from previous years [13,36,68,69]. If
in addition to water levels from previous years, meteorological data such as precipitation,
air temperature, humidity, and wind were also used, and daily data were mainly anal-
ysed [39,70,71]. In such treatments, the time series contain a significant amount of data but
describe relatively short periods (several years). Therefore, the prediction of water levels
in the lake through the use of historical annual data of precipitation, air temperature, and
abstraction rates, as well as water levels from the previous year, and using applied models
is a novel contribution of this study. Annual data are particularly interesting from the
perspective of analysing the impact of climate change on the availability of water resources.
Unfortunately, the conducted analyses in this study have shown that the simulated water
level of Vrana Lake is significantly influenced by the water levels in the past, which also
was shown in the study of Noury et al. [15]. This suggests that the future impact of climate
change or an increase in the abstraction rate on the lake water level cannot be reliably
predicted by analysed annual input data (it is not possible to define level in the previous
year for some future period because the water level is the target forecast variable).
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The predictions obtained from this study were also compared with other published
results. Noury et al. [15] used support vector machines (SVM) and neural wavelet network
(NWN) models to predict the annual water level in Lake Urmia. The results of the SVM
model were better (R2 = 0.97) than those obtained with the NWN model (R2 = 0.95). Annual
input data being used for time series analysis is not only a rarity in the research of lake
water level variations, but also in the research of time series of other hydrological variables.
Shiri and Kisi [72] investigated the use of daily, monthly, and annual streamflow data using
single neuro-fuzzy (NF) and wavelet-neuro-fuzzy (WNF) models. For the test period in
both models, the best results were achieved using daily and monthly input data, but they
are somewhat worse for the NF model compared to the WNF model. However, for annual
input data, the results of the NF model were significantly worse than the results of the
WNF model; Pearson’s correlation coefficient was −0.338 in the NF model, and 0.994 in
the WNF model. The authors concluded that a model architecture that works well on one
case does not necessarily work on another. The results obtained in our study, as well as
the results of other described studies, point to the need for further research. Other modern
forecasting methods should certainly be applied in order to find the best method for water
level forecasting with applied input data.

5.2. Impact on the Water Level of Vrana Lake

Before the start of water abstraction from Vrana Lake (1929–1953), no trends in precipi-
tation or water levels were observed (Table 1), and no significant stress that would have
caused a drawdown of the water level in the lake was noted. A constant record of the
abstraction rate has existed since 1954 (Figure 7). For the period 1954–2019, the results of
the MK trend test show that there are positive (increasing) trends for air temperature and
abstraction rate and a negative (decreasing) trend for water level at a significance level of
p < 0.0001 (Table 1). The precipitation data for this period did not show a significant change
trend. The Kendall’s τ coefficient for the abstraction rate, air temperature, and water level
were 0.84, 0.55, and −0.49, respectively (Table 1).
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Ožanić [44] and Ožanić and Rubinić [47] using a mathematical-hydrological model
found that in the period 1929–1997 the average annual inflow was 18.5× 106 m3, the average
evaporation from the lake surface 6.7 × 106 m3, and the average annual underground
runoff (losses) from the lake was approximately 11.7 × 106 m3. The average annual water
level in the lake was 13.10 m a.s.l. Owing to the large area of the lake in relation to
the catchment area, 33% of the total inflow into the lake is from precipitation that falls
directly on the surface of the lake, and the remainder is underground recharge from the
catchment area. According to the results of the modelling, the authors determined that
the surface of the catchment area that optimally satisfied the water balance conditions was
approximately 24 km2.

The first lowering of the lake’s water level to 9.5 m a.s.l. was registered in 1990
(Figure 7). To discern what led to this phenomenon, the pumping period was divided into
several shorter periods. From the beginning of pumping to 1990, the MK test showed a
significant trend of increasing abstraction rates (Kendall’s τ is 0.964, p < 0.0001), which
followed a significant trend of lowering the water level of the lake (Kendall’s τ = −0.287,
p = 0.013) (Table 1). Precipitation and air temperature did not show any significant trends,
with temperature measurements beginning in 1981.

Since 1982, the water level of the lake has decreased, which is clearly visible in
Figures 4a, 6b and 7. The results of the MK test for the period 1982–1990 showed that
the trend of increasing abstraction rates (p = 0.029) affected the decrease in water levels
(p = 0.001) (Table 1). The Kendall’s τ coefficient for the abstraction rate and water level
are 0.61 and −0.89, respectively. In the period 1982–1990, the abstraction rate increased
from 1.6 × 106 m3/year to 2.2 × 106 m3/year (by approximately 40%), and the water level
decreased from 13.8 m a.s.l. at 9.5 m a.s.l. (by approximately 30%). Precipitation and air
temperature did not show any significant trend. Precipitation in this entire period mainly
reflected drought (Figure 4a) with no noticeable trend. The air temperature did not show
drought, also without a clearly expressed trend (Figure 4b). Prior to 1982, no significant
trends in the changes in the water level of the lake were found (Table 1), although the trend
of increasing abstraction rates (p > 0.0001) was significant. Mean annual abstraction rates
in that period increased from 0.14 × 106 m3 in 1967 to 1.6 × 106 m3 in 1982.

Despite the trend of increasing abstraction rates (p < 0.0001), as well as the increase in
air temperature (p = 0.0005) which affects the increase in evaporation rate from the lake
surface and evapotranspiration in the catchment area, the trend of lake water level in the
period 1991–2019 was not statistically significant. The average annual water level of the lake
in the period 1991–2019 was lower by 0.9 m than in the period 1982–1990 (Table 5). Though
the water level increased after the low level observed in 1990, it did not reach the same level,
and has been maintained at an average of 11.3 m a.s.l. since 1995 (Figure 7). The abstraction
rate increased from 1.7 × 106 m3 in 1991 to approximately 2.5 × 106 m3 in 2018. However,
the average annual abstraction rate in that period was very similar to that in the period
1982–1990, when there was a sharp drawdown in the water level of the lake (Table 5). In the
same period (1991–2019), the average annual rainfall was almost 16% higher than that in the
period 1982–1990. Based on these observations, it can be assumed that new water balance
conditions have been established which, with an increase in precipitation, enable the same
abstraction rate at a lower water level. Lower water levels and the associated reduction
of the hydraulic gradient towards the sea have reduced underground runoff (losses) from
the lake. A gradient of change underground runoff per each meter of water level was
estimated at approximately 0.028 m3/s (0.88 × 106 m3/year) [47]. The average water
level in the period 1991–2019 was 0.9 m lower compared to the average water level in the
period 1982–1990, which means that these losses are reduced by approximately 0.8× 106 m3.
Furthermore, Bonacci [44] found that an increase in annual air temperature of 1 ◦C increases
evaporation by approximately 0.5 × 106 m3 of water. The average air temperature in the
period 1991–2019 was 0.7 higher than the average air temperature in the period 1982–1990
(Table 5). Assuming linear relationships, this would mean that evaporation in the period
1991–2019 increased by 0.35 × 106 m3. Based on these relationships, it can be assumed
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that the losses related to underground runoff from the lake and evaporation reduced by
0.45 × 106 m3 in the period 1991–2019 in relation to the period 1982–1990. At the same time,
it is possible that the underground recharge from the surrounding aquifer increased as a
result of the increase in the catchment area, i.e., the increase in the cone of depression due
to the lower level of the lake. During the period 1982–1990, the average rainfall was 13.5%
less, and the average abstraction rate was approximately 4% less than that in the period
1991–2019. Still, such an abstraction rate, with the occurrence of unfavourable hydrological
conditions (Figures 4a and 6b), caused the appearance of very low water levels, as recorded
in 2008 and 2012 (Figures 7 and 9).

Table 5. Average annual values of analysed variables in different time periods.

Period Hav (m a.s.l) Pav (mm) Tav (◦C) Qav (×106) (m3)

1954–1981 13.3 1115.9 13.9 0.55
1954–1990 13.0 1076.5 14.3 0.91
1982–1990 12.1 954.0 14.4 2.01
1991–2019 11.2 1104.3 15.1 2.09

5.3. Limitations

It should also be considered that the water level in the lake is not only influenced by
the herein used variables, but also by other elements of water balance, such as evaporation,
evapotranspiration, and underground runoff from the lake. Since these data were not used
in this study, it is expected that their inclusion in future machine learning models could
contribute to a better prediction of lake water level and lead to lower statistical error, as
shown by Buyukyildiz et al. [73]. If all the input elements affecting the water level of the
lake were known, the output data from the model would be the height difference between
successive annual lake water levels, as shown in the mentioned paper.

5.4. Practical Implications

The first hydrological analyses of Vrana Lake, carried out at the time of the start of
pumping for public water supply, predicted the possibility of a mean annual abstraction
rate of 250 L/s [74]. Analyses carried out after the occurrence of a large drop in the lake
level in 1989 showed that these quantities were overestimated and suggested that the
sustainable pumping capacity likely should not exceed 90 L/s [43].

The results of the analyses presented in this paper point to significant changes in
environmental conditions that are probably the result of global climate changes. In the
last thirty years, the frequent occurrence of dry years (SWI on Figure 2), and a significant
increase in average annual air temperatures, especially after 2006 (STI on Figures 4b and 7),
is indicative. Likewise, the applied machine learning models showed a significant influence
of the abstraction on the lake level. The obtained results show that any further increase
in the abstraction rates should be carried out with caution. It is very likely that in the
changed hydrological conditions, the sustainable abstraction rates are less than 90 L/s,
and today’s mean annual abstraction rate of approximately 82 L/s is very close to the
maximum sustainable rates. Additional efforts should be focused on collecting measured
data on evaporation from the water surface of the lake and evapotranspiration on the land
part of the catchment area. This is particularly important in the conditions of expected
increasing impacts of climate change, which are also reflected in the state of freshwater
resources. An increase in the abstraction rate along with an increase in evaporation and
a decrease in precipitation due to climate change can cause the appearance of very low
water levels, which can result in the intrusion of salt water into the lake, and negatively
affect the ecological state of the lake. There is no doubt that the data on evaporation and
evapotranspiration can and should be improved, which will enable the development of a
new, more reliable physical model. However, in the case of Vrana Lake, located in typical
karst environment, the direct measurements (quantification) of underground discharge
(losses) will probably never be possible. In other words, this means that the physical models
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of the water balance or lake level will always be, at least, partially based on estimates and
assumptions. In this sense, we found that the use of mathematical, statistical, and, more
recently, machine learning methods contribute to a better prediction of the future state of
the lake and the management of this extremely valuable water resource.

6. Conclusions

The aim of this study was to better understand the impact of available historical driver
of water level change in Vrana Lake on the island of Cres in Croatia through drought
analysis and the basic methods of machine learning. The principal findings of the study are
as follows:

• The dominant no-drought conditions (SWI > 0) recorded in the previous intervals
(1929–1958 and 1959–1989) were not recorded in the period 1989–2019.

• After 2006, sharp increase in temperature was noticeable, where an almost continuous
series from mild hot to moderate hot years were seen.

• The MLR, MNLR, and ANN models have been trained to recognize extreme conditions
in the form of less precipitation, high abstraction rate and, consequently, low water
levels in the testing (predicting) period.

• The best result was achieved with the MNLR model for the entire trained period
of 1954–2019.

• The use of a time series (long period) of historical annual data can be very inter-
esting from the point of view of analysing the impact of current climate change on
water resources, particularly when studying multiparametric systems that react very
sluggishly to change.

• New water balance conditions have been established, probably by reducing under-
ground runoff (losses) and widening the catchment area, which, with a slight increase
in precipitation, has enabled the same abstraction rate and stabilization of water levels.

• The establishment of monitoring of all elements affecting the lake water level is of
crucial importance for all further research including the development of a new, more
reliable physical model, development of new models using machine learning, and
comparisons with the results of this study.
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47. Ožanić, N.; Rubinić, J. Analysis of the Hydrological Regime of the Lake Vransko jezero on the Island of Cres (in Croatian). Hrvat.
Vode 1994, 2, 535–543.
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