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Abstract: In its long service life, bridge structure will inevitably deteriorate due to coupling effects;
thus, bridge maintenance has become a research hotspot. The existing algorithms are mostly based
on linear programming and dynamic programming, which have low efficiency and high economic
cost and cannot meet the actual needs of maintenance. In this paper, a multi-agent reinforcement
learning framework was proposed to predict the deterioration process reasonably and achieve the
optimal maintenance policy. Using the regression-based optimization method, the Markov transition
matrix can better describe the uncertain transition process of bridge components in the maintenance
year and the real-time updating of the matrix can be realized by monitoring and evaluating the
performance deterioration of components. Aiming at bridges with a large number of components,
the maintenance decision-making framework of multi-agent reinforcement learning can adjust the
maintenance policy according to the updated Markov matrix in time, which can better adapt to the
dynamic change of bridge performance in service life. Finally, the effectiveness of the framework was
verified by taking the simulation data of a simply supported beam bridge and a cable-stayed bridge
as examples.

Keywords: bridge maintenance; deep reinforcement learning; multi-agent; Q-network

1. Introduction

Bridge structures are affected by environmental erosion, traffic loads, age, and other
factors, which will lead to varying degrees of performance deterioration [1–3]. Knowing
how to maintain bridges of different structural forms to ensure their normal function is
a great challenge for engineers if there is no systematic decision-making scheme. There-
fore, many countries have developed bridge management systems, such as PONTIS and
BRIGIT in the United States, DANBRO in Denmark, SHBMS in South Korea, etc. [4–8], in
which deterioration models and decision models are important components [9,10]. The
deterioration model predicts the maintenance needs in the life cycle of the structure by
evaluating the state distribution of components during the bridge maintenance period; the
decision-making model formulates appropriate maintenance plans based on the prediction
to maximize the cost effectiveness of the maintenance policy.

In traditional decision-making models, dynamic programming and linear program-
ming algorithms are often used to obtain optimal maintenance policies [11–13]. However,
for bridges with a large number of components, the solution process is usually expensive
and inefficient [14]. Reinforcement learning (RL), as one of machine learning, provides a
new idea for the development of maintenance policies in various fields, including bridge
structures, because it can solve various tasks with a simple framework and can be applied
efficiently without prior knowledge [15–18]. Based on the time-difference algorithm and
Monte Carlo algorithm, the agent has a strong self-learning ability and can optimize poli-
cies by interacting with the environment [18,19]. There are two main methods to train
the agents. One is the learning strategy function π; after determining the optimal policy
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and inputting the current state observation value, the policy function can then output the
probability of the corresponding maintenance action. Based on this, the maintenance action
can be determined by random sampling. The other one is value learning, after obtaining
the action-value function, for any given state, the value function can be used to score the
long-term effect of all maintenance actions on the structure and select the action with the
highest score.

In order to introduce RL into the decision-making process, it is particularly important
to construct deterioration models that can accurately predict component performance
changes and adapt to the agent training process. A general solution is to predict the random
deterioration process of infrastructure components using Markov chain models [10]. In the
model, the bridge component states are expressed in order [20], and the probabilities of
Markov transition matrices are used to describe the deterioration process between adjacent
states of the components [21,22]. Therefore, the future state of the bridge components
can be determined once the transition matrix is determined. However, in many practical
applications, the transition probability is estimated only by the relative transition frequency
of the components’ state, which is determined based on historical data recorded by multiple
visual inspections. The accuracy of the probability estimation cannot be guaranteed without
considering the differences in inspection time intervals, environmental conditions, and
the structural service life [20]. In this paper, a regression-based optimization method was
proposed to estimate Markov transition probability by determining the hazard model of
components [22,23], and Bayesian updating was used to improve the prediction accuracy
of the deterioration model for component states.

The single-agent deep Q-Network based on RL provides bridge engineers with a
systematic maintenance decision-making scheme [19]. The deterioration process of bridge
performance is represented by the appropriate deterioration model. However, the number
of hidden layers and related parameters of the neural network is very complicated by
increasing the nodes of the neural network to cope with the huge number of components
of the bridge structure, which requires high data volume. The convergence process is very
slow, and the maintenance policy cannot be adjusted in time based on the updated deterio-
ration model. The multi-agent framework is adopted to solve the problem. Researchers in
various fields have tried to extend the existing single-agent to multi-agent [24–26], such
as Modular Q-Learning in which a single agent problem is divided into different sub-
problems, and each agent solves different subproblems, Ant Q-Learning of which all the
agents share reward, and Nash Q-Learning which has greatly improved the efficiency
of Q-Learning algorithms [27–29]. In this paper, the training process is completed by
multi-agent parallel mode, and the optimal maintenance policy of the bridge is output
by calculating the return of the whole structure. The bridge components are divided into
different structural categories according to the force form, material properties, traffic loads,
environmental conditions, and other factors. The deterioration process of components in
the same structural category can be predicted by the same deterioration matrix, and the
single agent can complete the formulation of maintenance policies for all the components
and then make decisions based on the same maintenance plan. The efficient training
process can avoid dimensional disaster and the multi-agent framework can optimize the
corresponding maintenance policy in real-time according to the changes in the component
deterioration process.

2. Methodology
2.1. Deterioration Model

The transition process of bridge components is uncertain and the prediction of future
states cannot be conducted in a deterministic manner [30,31]. Markov transition matrix
probabilities pgh are used to describe the uncertain deterioration process with a fixed
inspection period of component states. pgh represents the probability of a component
transferred from state ‘g’ to state ‘h’ at the next inspection time. In this paper, a regression-
based optimization approach is used to estimate the deterioration matrix probability with
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no maintenance actions, by closely mapping the expected state profile of the component
given by the Markov model into the regression performance curve, then the transition
probability can be estimated after renewing the matrix in time using Bayesian updates. The
steps are described as follows:

(1) The performance index PI(i) is a function of the year, also known as the hazard
model, which can be obtained by TCR = f (CR) of which CR denotes the component con-
dition rating and TCR denotes the transformed CR with the same time interval. Using
the transformed discrete condition rating data in the database, PI(i) can be obtained by
regression curve fitting analysis.

(2) Construct the expected performance index function EPI(i), a function of the Markov
transition probability matrix P, assuming that the component performance deteriorates by
at most one level in the natural environment during an inspection cycle, and the matrix P
is expressed as follows:

P =



p0 1− p0 0 0 0 0
0 p1 1− p1 0 0 0

· · ·
...

0 0 0 0 pn−1 1− pn−1
0 0 0 0 0 1


(1)

The size of the matrix (n + 1)× (n + 1) indicates that the components have a total
of n + 1 states from state ‘0’ to state ‘n’. pn indicates the probability of the component at
state ‘n’ maintaining the current state, and 1− pn is the probability of transferring from
state ‘n’ to state ‘n + 1’. If the state and transition matrix of the component at the initial
year is known, the expected value of the state of the component during the service life can
be calculated.

The probability of the component at state ‘0′ in year i Si
0 equals to pi

0, and the proba-
bility of the component at state ‘1’ in year i can be expressed as

Si
1 =

(
pi−1

0 p0
1 + pi−2

0 p1
1 + pi−3

0 p2
1 + · · ·+ pi−k−1

0 pk
1 + · · ·+ p0

0 pi−1
1

)
× (1− p0) (2)

Sum the above geometric progression yields its general term as

Si
1 =

pi−1
0 p0

1

(
1−

(
p1
p0

)i
)

1− p1
p0

× (1− p0) (3)

=
(pi

0−pi
1)

p0−p1
× (1− p0) (4)

The probability of the component at state ‘x’ (2 ≤ x ≤ n) in year i is derived as follows.
Let Tk+1

x indicate the probability of the component from state ‘x − 1’ to state ‘x’ at year
k + 1 (x – 1 < k < i − 1)

Tk+1
x = Sx−1 × (1− px−1)× pi−k−1

x (5)

Summing over k gives the general term:

Si
x =

i−1
∑

k=x−1
Sx−1 × (1− px−1)× pi−k−1

x (6)

where Si
x denotes the probability that the component is in state ‘x’ in year i. Then the

probability distribution matrix of the component states within the service life is obtained as
S = [S0, S1, S2, S3, · · ·Sn−1, Sn]. Accordingly, the expectation CR of the component during
the service life is achieved as follows:

ECR(i) = 0× Si
0 + 1× Si

1 + 2× Si
2 + 3× Si

3 + · · ·+ (n− 1)× Si
n−1 + n× Si

n (7)

where Sx is a vector of length m − x + 1 composed of Si
x, m is the component maintenance

year and the range of i is [x, m]. To ensure that the vectors Sx(0 ≤ x ≤ n) are of equal
length, with number of x zeros added before the first element of the vector, then the column
vectors of the probability distribution matrix are of equal length (i.e., m + 1).
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And it can be obtained
EPI(i) = f (ECR(i)) (8)

(3) The state transition matrix can be estimated by solving the nonlinear optimization
problem, the absolute difference between the regression model PI(i) and the expected
performance index model EPI(i) is minimized as

min
m
∑

i=0
[EPI(i)− PI(i)]2 (9)

(4) Maintenance managers usually evaluate the performance of bridge components
periodically or after major natural disasters, and the maintenance data recorded in the
evaluation are used to Bayesian update the performance indices in Step (1). The re-derived
transition matrix can make more accurate predictions on the future state of the components,
which is used as the basis of maintenance decisions.

The performance of the component will also change after corresponding maintenance
action is taken, the state transition matrix is used to describe this process. The two basic
assumptions are as follows: firstly, the maintenance effect of the action is only related to
the state of the component and is independent of other factors; secondly, the maintenance
action eliminates the influence of the environment on the performance of the component
during the same period and its state does not deteriorate. The transition matrix probability
of the corresponding action can be determined after statistical analysis of the state transition
of the component after the adoption of the maintenance action [32]:

pij = nij/ni (10)

where nij is the number of components of a particular type that change from state i to state
j after the maintenance action is taken, ni is the number of components of a particular type
that are in state i before maintenance.

2.2. Reinforcement Learning

A Markov iterative process can be represented by a tuple 〈St, At, Pt, Rt〉 [1,33]. St
represents the set of possible states of the structure at time t (discrete values according
to the structure inspection manual), which is the observation results of the structural
components, At is the set of maintenance actions (action with n different maintenance
effects defined in advance), and the maintenance action in the current state is selected
based on the rule which is called the policy π. The state transition matrix Pt (the probability
of transferring from current state st to st+1 after the maintenance action applied to the
structure) should be determined considering the environmental deterioration and the
bridge service life in addition to the maintenance action effect. Rt is the reward from the
environment to the maintenance action based on the current state, which can be regarded
as the reward function.

Because decision-making not only needs to consider the reward of the current envi-
ronment, but also consider the impact of maintenance policy on the future reward. The
cumulative future reward which is called return is introduced, which represents the cumu-
lative sum of the rewards throughout the life cycle of the structure from time t to time T.
However, reward is not equivalent for the agent, so the discount factor γ is used to define
the time effect on the reward, and the reward of different time dimensions is discounted
accordingly. Then the return at time t is called Ut which can be represented as

Ut = Rt + γRt+1 + γ2Rt+2 + · · · (11)

The agent should maximize Ut in the decision-making process, but it is known from
the above equation that Ut is depended on Rt at each time after t, and Rt is a random
variable in the decision-making process (depending on the current state st and the adopted
maintenance action at), so the randomness of Ut is related to the policy function π and
the state transition matrix P for all the future time starting from t), and the randomness of
the future time can be removed by integrating the expectation to obtain the action value
function Qπ(st, at) which is only relevant to the current state, the maintenance policy, and
the maintenance actions taken by the agent.
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Qπ(st, at) = E(Ut|St = st, At = at) (12)

The optimal action value function Qπ(st, at) can be found by maximizing Q∗ with
respect to π

Q∗ = maxQπ(st, at) (13)
where Q∗ depends only on st and at, which can score for different maintenance actions
at given state st. There are two methods of RL in formulating the optimal maintenance
policy. One is to learn the policy function π, after determining the optimal policy, input
the current state observation st, then the strategy function can output the probability of the
corresponding maintenance action, and the maintenance action at is determined based on
random sampling. The other is value learning, when Q∗ is obtained, it can be used to score
all maintenance actions for any given state st, and the highest score of the action is adopted.

2.3. Q-Learning and Deep Q-Learning

Q-learning algorithm is a value learning method in RL, and the biggest differences
from previous algorithms is that it uses an off-policy strategy to separate learning strategy
from exploration strategy [34]. The learning strategy obtains the optimal decisions by
interacting with the environment, while exploration strategies make use of greedy learning
strategies [18,19]. The current optimal policy still explores more possibilities even though
it has been found, which is the source of strategy optimization. At the same time, in
the process of exploration, the deviation from the optimal strategy will not affect the
optimization of the learning strategy, so enough creativity is given to the algorithm while
ensuring convergence.

Based on the time-difference algorithm for iteration, the Q-learning algorithm adopts
the Monte Carlo sampling method and the bootstrapping method in dynamic programming
(the Q of the current state is estimated using the Q∗ of the next state). Accordingly, it
can well solve the model-free Q-learning algorithm and achieve single-step update, which
greatly accelerates the convergence rate. The update equation is as follows:

Q(st, at) = Q(st, at) + α[Rt+1 + γmaxQ(st+1, at)−Q(st, at)] (14)

where α represents the learning efficiency which can be set as a constant (between 0 and 1)
or as a function varying with the iterative process depending on the situation (the effect of
changing frequency on convergence should be considered), R is the reward while γ is the
discount return coefficient.

Q(s,a) represents the return that can be obtained by taking action a in the current state
s, and Q-value in different states can be updated by the current Q(s,a) and the return reward
of the best maintenance action in the current state. Before the beginning of the algorithm,
due to the absence of prior knowledge, the agent randomly selects actions, calculates the
Q-value of each state and repeats the iterative process until the Q-value converges. The
solution process of Q-value is based on the Bellman equation and the formulation of the
optimal maintenance strategy depends on the Q table solved (the maintenance action of
each state corresponds to a Q-value). It is inefficient in coping with complex environments
because one maintenance decision can only update one Q-value.

When dealing with practical problems in complex environments such as structural
maintenance, it is often difficult to accurately represent the Q-value of each state-action.
By combining a convolutional neural network (CNN) with a Q-learning algorithm, Deep
Q-learning (DQL) can accurately fit each Q-value by the function Q(θ) [18,19]. In practical
application, the data used to train the neural network can be obtained from the bridge itself
or from the historical maintenance data of the bridge in a similar environment, and can also
be obtained by machine simulation (self-learning). In addition to learning the experience
of the existing process in the training process, the agent can also propose solutions to
other extreme situations that may occur in the future or verify the feasibility of the bridge
structure in the design stage by means of trial and error.

Q(θ) is used in DQL to fit Q-values, and θ values are continuously updated by training
to improve the fitting accuracy. A CNN-structured neural network is used because of its
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powerful capability in nonlinear functions. The iterative training process is illustrated as
follows:

Q(st, at, θi+1) = Q(st, at, θi) + α[Rt+1 + γUt+1 −Q(st, at, θi)] (15)

where Rt+1 + γUt+1 − Q(st, at, θi) is called time-difference error and Rt+1 + γUt+1 is
called target-Q(Yt), i.e., the target value of the neural network fit, which can be obtained
by the interaction of the agent with the environment. The structural state St is specified
(considering the effect of time on the structure), the agent selects the best action At based on
the current parameters θi, calculates the reward from the environment Rt = R(St, At) and
determines the state St+1 at the next time based on the state transition matrix P(s|St,At),
while recording the data generated by the iteration as a tuple 〈St, At, Pt, Rt〉. The above
interaction process is repeated until a complete life cycle t = T, and the Ut of each stage is
calculated using the above equation and added to the corresponding tuple 〈St, At, Pt, Rt〉
stored in the dataset. The input of the neural network is St and the output is Q(st,at,θ) for
different maintenance actions, where the parameters of θ are updated by the minimum
mean square error:

Loss : Lt(θ) =
1
2 [Q(st, at, θi+1)−Yt]

2 (16)

via gradient descent [35]:
θi+1 = θi − α ∂Lt

∂θ

∣∣∣
θ=θi

(17)

The samples obtained in RL are correlated, however, CNN neural network, as a super-
vised learning model, the data are required to satisfy independent identical distribution.
Therefore, an empirical replay pool is set to break the correlation and non-stationary distri-
bution between data by the storage-sampling method. The specific approach is as follows:
the appropriate batch-size is determined according to the complexity of the neural network,
and the batch-size samples are extracted from the existing dataset for training, while the
capacity of the dataset is not infinite, and it needs to be updated at the later stage of training.
The adoption of empirical replay pool can reduce the update variance caused by correlation
while greatly improving data utilization. The stability of the algorithm needs to be solved
in the process of neural network fitting. In this paper, the target value is determined by
Ut in the training data, which can greatly improve the stability of training, and the first
iteration starts with a random action strategy due to the absence of historical data, and
with the increase of the number of iterations, the maintenance strategy is continuously
optimized until convergence.

2.4. Multiple-Agent in Parallel

The agents constructed by DQL can choose the best maintenance strategy based on
the fitted Q-value. However, in practical engineering applications, the large number of
bridge components lead to the greatly increased complexity of the agent neural network,
and the network optimization efficiency is usually low or even cannot converge due to the
high complexity. In this paper, the complex bridge system is firstly divided into different
structural categories according to the structural characteristics, mechanical properties,
material properties, etc. The components in the same structural category have similar
environmental characteristics, and a single agent can be used to make maintenance de-
cisions. By calculating the overall return of the bridge system and connecting different
structural category agents, the optimal maintenance strategy of the whole structure can be
output [22]. The framework used for the two cases in Section 3 is shown in Figure 1. The
states of different components of the same structural category at time t can be described as(
S1

t , S2
t , S3

t , · · ·, Sn
t
)

(the superscript n denotes the label of the component), and the parallel
decision-making output actions of single agent are

(
A1

t , A2
t , A3

t , · · ·, An
t
)
, then the envi-

ronment feedback Ri
t = R

(
Si

t, Ai
t
)
(1 ≤ i ≤ n) can be calculated, and the state Si

t+1 of the
next time is determined according to the state transition matrix P(s|St, At). The obtained
interaction information of different components is stored in a dataset in the form of a tuple〈

si
t, ai

t, Ri
t, Si

t+1
〉

(different agents correspond to their own independent datasets), and tuples
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are randomly extracted from the dataset of the corresponding structural category when
training policies.
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Compared with the direct interaction between a single agent and complex structure
which increases the parameter complexity, as the parameter update process is essentially
a gradient descent process of single agent, the single-agent parallel decision-making can
improve the efficiency of the algorithm and ensure the stability of the convergence. In an
iteration, the agents make multiple decisions in a training process, which greatly enriches
the complexity of the data, i.e., the interaction of the policy network with the multivariate
environment, so that it can effectively deal with various unpredictable environmental
changes in the life cycle of the components while also improving the compatibility and
adaptability of the agents.

The framework makes the algorithm much more relevant and adaptable to the mainte-
nance of the built bridges by introducing a random starting year and initial state for the
interaction between the agent and the environment. Moreover, if each iteration starts from
the starting year, after a certain number of training sessions, the maintenance strategy is
good enough to ensure that the structural state remains stable in the later part of the service
life without significant structural risks, if the bridge encounters extreme natural disasters
in the latter part of the life, and the agent cannot provide correct advice, the random
starting year can well solve this problem. In addition, considering the bridge maintenance
year is large, the natural environment, traffic loads, differences in the maintenance plan
and rare hazardous events can have a large impact on the deterioration process of bridge
components, it is important to conduct regular quality and risk assessments of the compo-
nents. After the assessment, the hazard model is adjusted by analyzing the performance of
components, and the deterioration matrix is redefined based on the current environment
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and the condition of the components. Thanks to its excellent training efficiency and strong
adaptability, the multi-agent framework can adjust maintenance strategies to cope with
changes in the deterioration model without modifying the network parameters.

3. Case Study
3.1. Case I: A Simple Bridge Deck System

The first case used to verify the feasibility of the bridge management system proposed
in this paper comes from a bridge deck system described by [34]. The database is a part of
the integrated system for managing different highway structures in Quebec, which records
the maintenance data of the bridges up to the year 2000, and has important reference
value for the maintenance policies of subsequent bridges. In addition, the maintenance
policy is developed at the component level, so the states and actions are based on the
component level. The bridge deck system contains seven components, the wearing surface,
the drainage system, exterior face 1, exterior face 2, end portion 1, end portion 2, and the
middle portion, marked from 0 to 6.

The development of the optimal maintenance policy requires consideration of the
performance change of the components under different maintenance actions, the mainte-
nance objectives (balance between structural safety and maintenance cost) and the bridge
specification requirements for the performance of the different components. The simple
bridge deck system is considered as a Markov model with discrete parameters, i.e., the state
of each component, the maintenance actions are represented in a discrete hierarchical order
and the time effects on the performance of the components are reflected in the periodic
decision nodes (assuming that the inspection time interval is 1 year). The above assump-
tions are made to eliminate computational complexity and simplify the decision-making
process. The initial state of the components is ‘0’, and four kinds of maintenance actions are
expressed from 0 to 3. The change of the natural deterioration model and the maintenance
actions on the component performance are determined by the state transition matrix, the
maintenance target depends on the setting of the reward model, and the maintenance year
of the component is 100 years.

The structural component state of the deck system is rated from ‘0’ to ‘5’ based on
the material status and performance of the components [19]. ‘0’ is ‘very good’ and ‘5’ is
‘critical’. In addition, the service life of the components has an important impact on the
development of the maintenance policy, and the age information of the components at
different stages has different impacts on policies. Therefore the state Sc

t of each component
(t is the service life and c is the component label) is a vector of length 2 containing the
component state and age information. The embedding layer of the agent can divide the
state and year information in the state into two independent vectors as the input of the
neural network, and in the process of policy network training, the information in the two
vectors is optimized to formulate the optimal maintenance policy for different stages of
the component. Because the bridge deck system contains seven components, the input
state St of the multi-agent framework is composed of the condition and year information
of the seven components, which is a vector of length 8. After being preprocessed by the
framework, Sc

t of each component is extracted as the input of the corresponding single
agent. The size of the state space is |Sc

t | = 100× 67.
The maintenance actions are usually classified into four discrete levels according

to their maintenance effects and corresponding costs, do nothing, preventive scenario,
corrective scenario, and rebuild (expressed in 0–3, respectively). The multi-agent framework
outputs the optimal maintenance actions of different components of the system in a vector
of length 7, such as [1, 0, 1, 0, 0, 0, 1, 2], and the size of the action space is | At| = 47. The
focus of this study is not on the actual maintenance cost and therefore the relative value
is more important than the absolute value [19]. The maintenance cost depends on the
component category c of the bridge, the maintenance action a and the structural condition s
and the structural safety is determined by the evaluation of the risk of each component.
Thus the maintenance reward at the component level can be expressed as
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R(c, s, a, s′)
= costtotal(c)× ratecondition(s′) + costtotal(c)× ratecondition(s)× rateaction(a)

(18)

where costtotal(c), ratecondition(s′), ratecondition(s), rateaction(a) are the cost rates, depending
on the type of deck system components, the state of the bridge system components and the
maintenance actions taken. The costtotal(c) is (80, 60, 80, 60, 120, 100), the ratecondition(s) is
(0.8, 0.85, 0.90, 0.95, 1, 1), and the rateaction(a) is (0.0, 0.1, 0.3, 0.4) [19]. Then the Rewardsum
of the system can be obtained by summing up the reward of each component of the bridge
deck for the same service year.

For the seven components, the natural deterioration state transition matrix is shown
in Figure 2. The maintenance actions matrix can be obtained as shown in Figure 3. Tak-
ing action ‘rebuild’ is equivalent to replacing the components, which all have an initial
state of ‘0’.

The component 0 performance index fitting and the comparison of the obtained
transition matrix of component 0 with the regression model describing its natural deterio-
ration are shown in Figure 4 in which PI indicates performance index, and TPM indicates
transition probability matrix.
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Based on the Q-value, the bridge management system can develop an optimal main-
tenance policy. For this bridge deck system, the size of the Q table is very large and the
time cost and economic cost are unacceptable using the traditional dynamic programming
method. The multi-agent framework for its decision-making contains seven agents with
independent network parameters. The input is St, and sc

t can be extracted for each com-
ponent after the preprocessing layer which contains the condition and year information
of the component as the input to the single agent. The information in the input vector is
processed by two separate embedding layers, and the extracted features are integrated and
input to the subsequent full connection layer. Based on this, the optimal action that the
component should take under the current Sc

t is obtained. Considering that the deterioration
process of component performance may have an impact on other components and the
impact of environmental conditions on system components, Rewardsum is used to evaluate
the maintenance cost and structural risk of bridge deck system, and the component mainte-
nance measures based on the overall optimization of the system are obtained. Executed
in Python 3.7 and MATLAB 2021, the training process of the multi-agent framework is in
Algorithm 1.
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Algorithm 1 Pseudocode

Repeat (for each sample episode):
Initialize t = start year (random), St (depend on t)
Preprocessing: St →

[
S1

t , S2
t , S3

t , S4
t , S5

t , S6
t , S7

t
]

Single agent parallelism
Initialize θc arbitrarily
Repeat (for t < T)

Choose Ac
t using policy derived from Q (epsilon greedy)

Take action Ac
t , observe Rc

t , sample next state Sc
t+1=Sc

t * P(s|Sc
t , Ac

t )
and collect state <Sc

t , Ac
t , Rc

t , Sc
t+1>;

t = t + 1;
Util t = T;

Calculate Uc
t for each step t in the episode, save the tuple

<Sc
t , Ac

t , Rc
t , Sc

t+1, Uc
t > to memory

Update θc using Equation (16)
Calculate Rewardsum
Output optimal maintenance policy

As shown in Figure 5, the agents are connected by the reward function, so the training
process has a similar trend. The rapid convergence of the maintenance policy from random
decisions to the optimal maintenance solution is due to the low complexity of the neural
network. The differences in the training process of the component agents are due to the
performance deterioration processes of different components, i.e., the differences in their
deterioration models. The curve of the training process fluctuates because the component
state change is based on a random sampling of the probability distribution of the transition
matrix, both after natural deterioration and maintenance, the state distribution of the
components has certain randomness. Figure 6 shows the probability distribution of the
maintenance actions of all structural components during the training process. It shows that
with the continuous optimization of the strategy, the probability of 0 and 1 increases to about
90%. After sufficient training, the agent is excellent enough to ensure that the structural
state can remain stable at the later stage of service life, and there is no high structural risk.
Therefore, the probability of choosing action 2 or 3 with high maintenance costs decreases
unless there are unexpected situations. At the same time, the optimized maintenance policy
can often take measures to prevent the deterioration of bridge performance at the correct
time, which not only ensures that the risk of structural failure is always in an acceptable
range, but also reduces the number of maintenance actions.
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In Figure 7, the optimal maintenance policy makes the state of the bridge deck system
components is always better than that of state ‘2’, which ensures the normal function of the
structure in the maintenance cycle and avoids the economic losses caused by the actions 2
and 3 due to the significant security risks of the components. Figure 8 shows that there are
few maintenance actions taken in the early stage of the structure because the good initial
state of the bridge does not require too much maintenance. At the same time, in the last five
years of the maintenance cycle, considering that the impact of the maintenance process on
the structure will to some extent offset the optimization effect of the maintenance action on
the structure, the benefits of maintenance and the risk sequence of non-maintenance may
be balanced, and the multi-agent also reduces the maintenance frequency accordingly.
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3.2. Case II: Taiping Lake Bridge

The bridge used in this example is a cable-stayed bridge in Taiping Lake, Huangshan
City with 54 cables, 58 box-girder sections, one bridge towers, and three bridge piers, giving
a total of 116 components. The components are divided into four structural categories after
numbering from 1 to 116: Stay-cables (1 to 54), Box girders (55 to 112), Towers (113), and
Piers (113 to 116). The length of state St is 117 and the length of action At is 116, and the
reward model settings need to be adjusted accordingly. costtotal(c) are 3, 2,10, and 4 for the
stay-cables, the box girder section, the tower, and the pier, respectively. The maintenance
cycle is 100 years, and the state of the components in the natural condition deteriorate
by at most one level. Considering that the bridge structure has a long service life, many
factors may have an impact on the deterioration process of the components, therefore, the
quality and risk assessment of the structural components are carried out in the 5th, 10th,
and 15th years of the maintenance cycle. Therefore, the Bayesian updating is used to adjust
the performance index PI to redetermine the state transition matrix. The state transition
matrix determined for the first year is shown in Figure 9, and the rest of the state transition
matrix is shown in Appendix A.
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The maintenance effect of the corresponding action is assumed to be constant and
consistent with the maintenance effect of Case I. The matrix of the maintenance actions
is shown in Figure 3, but the price level fluctuates at different evaluation times, and the
absolute value of costtotalc is assumed to increase by 10% compared with the previous
evaluation time. The training process of the multi-agent framework is shown in Figure 10,
and Figure 11 shows the changes in the probability distribution of the four maintenance
actions of all the components of the bridge system during the training process. In Figure 12,
the state distribution of all the components in the bridge system under different deteri-
oration models is displayed. As shown in Figure 13, the overall downward shift of the
spending curve compared with the initial deterioration model indicates that the main-
tenance plan developed at the beginning is slightly conservative, and the accuracy of
the component performance prediction based on the transition matrix is improved. The
multi-agent framework optimizes the maintenance policy initially developed to reduce
unnecessary maintenance actions and reduce the cost. At the same time, as the evalu-
ation proceeds, the real-time updated transition matrix is more accurate in describing
the deterioration process of the components, the maintenance measures are targeted to
improve, the maintenance cost is further reduced, and the annual maintenance cost after
the 15th year evaluation is substantially reduced compared with the initial curve. Real-time
adjustment of maintenance strategies according to the bridge deterioration process is of
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great significance to solve practical engineering problems. Considering the long service life
of a bridge structure, the deterioration process is influenced by occasional disasters, service
environment, and maintenance strategies, which may deviate from the initial deterioration
model, resulting in poor maintenance strategies. Based on the results of the monitoring
and assessment of component performance, the deterioration model is updated and the
maintenance plan is adjusted in real-time to improve the targeting of maintenance and the
efficiency of resource utilization.
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4. Conclusions

Based on the Markov deterioration model and multi-agent parallel framework, a
decision-making model proposed in this paper provides an objective decision-making
scheme for the maintenance of bridge structures. The Markov deterioration model is
derived using a regression-based optimization method to predict the deterioration process
of bridge structures, taking into account the influence of bridge component types, service
environments, and inspection intervals to ensure the accuracy and reasonableness of the
model. The multi-agent parallel framework, in which multiple agents interact together
with the bridge environment to solve the problem of maintenance decisions that are
difficult for a single agent to handle, simplifies the neural network nodes and improves
the training efficiency of the agents. A simple bridge deck system and real bridge example
are adopted for verification. The multi-agent parallel framework based on Tensorforce
shows superior performance in the two cases, where only a few parameters need to be
adjusted. The multi-agent framework can optimize the maintenance policy based on
historical maintenance data after machine simulation training and can also converge from
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a random policy to the optimal maintenance policy to adapt to the current environment
without prior knowledge. Compared with directly increasing network parameters, the
maintenance decision-making framework regards components with similar environmental
and functional characteristics as a whole based on engineering knowledge and further
uses an agent to make decisions, which greatly simplifies the structural complexity for
the practical application. The embedding layer greatly simplifies the number of nodes
in a convolutional neural network without losing feature information. With the updated
deterioration model by Bayesian updating, even if the transition matrix changes over time,
the multi-agent framework can make optimal maintenance decisions after iterative training.
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