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Abstract: Recent technological advancements in e-learning platforms have made it easy to store
and manage students’ related data, such as personal details, initial grade, intermediate grades,
final grades, and many other parameters. These data can be efficiently processed and analyzed by
intelligent techniques and algorithms to generate useful insights into the students’ performance, such
as to identify the factors impacting the progress of successful students or the performance of the
students who are struggling in their courses and are at risk of failing. Such a framework is scarce in
the current literature. This study proposes an interpretable framework to generate useful insights
from the data produced by e-learning platforms using machine learning algorithms. The proposed
framework incorporates predictive models, as well as regression and classification models to analyze
multiple factors of student performance. Classification models are used to systematize normal and
at-risk students based on their academic performance, with high precision and accuracy. Regression
analysis is performed to determine the inherent linear and nonlinear relationships between the
academic outcomes of the students acting as the target or independent variables and the performance
indicative features acting as dependent variables. For further analysis, a predictive modeling problem
is considered, where the performance of the students is anticipated based on their commitment to a
specific course, their performance for the whole course, and their final grades. The efficiency of the
proposed framework is also optimized by reliably tuning the algorithmic parameters. Furthermore,
the performance is accelerated by empowering the system with a GPU-based infrastructure. Results
reveal that the proposed interpretable framework is highly accurate and precise and can identify
factors that play a vital role in the students’ success or failure.
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1. Introduction

Advancements in the computing domain, including cloud computing, fog computing,
and edge computing, and software-related domains, such as big data technologies, machine
learning, and algorithms of artificial intelligence, have revolutionized the world. Most of
the tasks that were difficult or impossible to achieve a few years ago can now be performed
in no time. Technological advancements have also transformed not only the business sector,
but also the educational and academic sectors [1,2]. In recent years, higher education
institutions (HEIs) have become rapidly developing sectors, due to the utilization of these
advanced technologies. Furthermore, since HEIs are committed to achieving, creating,
disseminating, and publishing knowledge, adapting to the ever-growing new techniques
and technologies has become a vital aspect [3]. HEIs can adapt and harness the power
of these technologies to improve the quality of research and teaching practices [4]. It has
become obvious that the number of students enrolled in HEIs is constantly increasing. On
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the one hand, this fact is encouraging because it contributes to the growth of the literacy
rate of the society; on the other hand, it has limitations that need to be addressed. One major
reason for the increase in the number of enrollments per year is the financial needs of the
institutions. Meeting the requirements of the students and providing all the students with
an active interaction within the faculty requires labor and human resources. Institutions
find it difficult to cope with these escalating requirements for resources and are forced to
increase their students’ possibility to generate more revenue. Another major reason for the
increased student strength in the education sector is the growing emphasis on offering stu-
dents opportunities for higher education, for better careers and professional development.
The dramatic increase in the number of students enrolled per year generates numerous
challenges, such as monitoring all students, class sizes, faculty—student interaction, research
support for students, collaboration between students and faculty on research projects, skill
enhancement, and grading [5].

The traditional and classical approach of manually handling and managing these
challenges has now become obsolete. This approach fails to provide active feedback to
students and to pressure students for timely completion of tasks [6]. In order to respond to
the above-mentioned challenges, HEIs are now trying to adapt to the recent technological
advancements by implementing better evaluation, assessment, and managerial solutions to
show their performance, efficiency, and productivity.

Another major problem posed by increased student strength in HEIs is continuous
monitoring of student learning and progress. Efficiently tracking the progress and learning
outcomes of a student is a hectic and time-consuming task. E-learning platforms and
learning management systems (LMSs) can help cope with most of these challenges and are
becoming a necessity in order to meet the demands of the modern education system [7,8].
These platforms not only help to manage the activities of a large number of students, but
can also store and retain data that can also be used to perform learning analytics, such
as student performance in multiple subjects, students at risk, and the factors involved in
student success [9]. Even a simple variable such as the log time of students in the LMSs can
help better predict the overall performance of a student. Studies have also shown that there
is a direct connection between the success of a student gaining good marks and the number
of times a student has accessed the management system or platform. Recent studies have
identified a direct connection between these two variables [10,11].

E-learning and management platforms assist teachers and faculty members and can
also help students to predict early signs of their performance at the end of the term
period. Consequently, they can act upon obtaining the necessary measures to improve their
performance and ultimately have a better outcome. With a fusion of multiple domains
including cloud computing, fog and edge computing, artificial intelligence, and machine
learning, it is possible to build powerful LMSs and portals that can help perform all the
above-mentioned tasks. The most recent learning management systems are web- and
cloud-based platforms that offer multiple services, such as student attendance mechanisms,
online submission of answer sheets and their grading, online availability of lecture slides,
notes, and other related materials, online submission and assessment tools for quizzes,
assignments, and final exams, and communication and collaboration tools for interaction
with faculty and among students [12].

Academic analytics is the process of analyzing the data generated by these platforms
to produce useful insights for faculty, as well as for students [13]. The term academic ana-
lytics is originated in the term ‘business analytics” and has gained worldwide popularity
in recent years. However, in the education sector, a similar approach is taken in which
academic-related data generated by LMSs and online portals are processed by intelligent
and statistical algorithms backed by powerful infrastructures, such as cloud and graphical
processing units (GPUs) [14]. So far, these approaches are mostly used to process data col-
lected at the institution level to observe student demographics and to monitor their overall
performance in terms of the institution’s ranking and its score among other institutions.
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However, there are very limited studies using these technological advancements to address
problems such as student retention, student at-risk cases, and enhanced learning practices.

In this study, we propose a machine-learning-based interpretable framework for e-
learning platforms with the basic aim of helping both students and teachers improve
their performance. The proposed framework incorporates predictive models, as well as
regression and classification models to analyze multiple activities of students. The research
question this study is trying to answer is whether it is possible to incorporate predictive
models, as well as regression and classification models in an interpretable framework to
generate useful insights by using the students” data produced by e-learning platforms.
Classification models are used to rank students based on their performance. For instance, a
classification model is designed and developed to sort normal and at-risk students based
on their academic performance with high precision and accuracy. The regression analysis
is performed to determine the inherent linear and nonlinear relationships between the
academic outcomes of the students acting as the target or independent variable and the
performance indicative features acting as dependent variables.

A predictive modeling problem is also considered, in which students’ performance
is anticipated based on their commitment to the courses. Predictive models also help
speculate about a possible problematic situation that any student could raise during their
learning processes. These models also attempt to explain what has happened specifically
in a particular situation without knowing the intention of the target in advance. These
algorithms are used in our framework to perform an analysis of the data produced by
e-learning platforms to help improve student and teacher performance. The efficiency of
the proposed framework is also optimized by successfully tuning the algorithmic param-
eters, and the performance is accelerated by empowering the system with a GPU-based
infrastructure.

The sections of the paper are organized as follows. Section 2 describes the related work;
Section 3 highlights the role of machine learning in academic analytics and how it is being
used to generate analytics for e-learning platforms; Section 4 details the proposed machine-
learning-based framework for academic analytics and explains the implementation details;
Section 5 presents the experimental setup, while the generated results are detailed in
Section 6; Section 7 concludes the paper with future avenues for research.

2. Related Work

Academic analytics has been an active area of research in the past decade. This area
has gained even more attention in the last couple of years due to the COVID-19 pandemic.
Most academic activities are now being held online, which generates a large amount of data.
Learning management systems and e-portals are playing an essential role in managing
and storing these data. Cloud computing technologies and hardware accelerators such
as GPUs also help LMSs and e-portals to efficiently perform the storage and analysis
tasks. The recent studies surveyed in this section have made an essential contribution to
the process of analyzing these data with the help of statistical techniques and machine
learning algorithms.

In the past, educational data mining (EDM) research was a focus of many researchers [15-17]
who analyzed LMS-generated data containing information such as log information, activity
records, and progress details. The basic objective of EDM is to generate useful insights from
the data, such as identification of at-risk students [18], estimating the efficiency of a learning
system [19], understanding the behavior of successful and struggling students [20], etc.

Studies have also been conducted to help not only students, but also faculty, teachers,
and non-teaching staff by developing warning systems that could predict the possible
outcomes of struggling students [21]. These studies also suggest possible measures and
actions that could be taken to move these students from the failure stage to the success
track. Decision support systems [22] have also been cultivated to provide instructors with
mechanisms that help guide struggling students.
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According to a recent survey [23], EDM studies have mainly incorporated issues based
on classification [24] or clustering [25] in the setting of online e-portals and platforms.
Predictive analytics [26] has also been performed, and the main focus was not on the
hypothesis, but rather on the data characteristics, such as predicting the outcome of an
assessment performed in an online setting [27], proposing and developing a platform
capable of predicting the outcome of a test in a timely and efficient manner. Similarly, in
another study [28], an online system was developed for distance-based learning, and the
objective was to predict the performance for a particular test or exam.

Classification techniques of machine learning have been employed to rank the factors
involved in the performance of both successful students and unsuccessful students [29].
An effort has also been made to classify the common student characteristics and behaviors
that drive them to perform better on a test or exam [30]. These identified characteristics can
provide an association with the future success of the students.

Another category is the use of classical machine learning algorithms, such as naive
Bayes and decision trees, to perform prediction or classification. These predictions or
classifications are made based on a feature set that is mainly hand-crafted. These hand-
crafted feature sets were provided to the classifier to make predictions or classifications.
One such study [31] used decision trees (DT) to help students make learning better in an
e-learning setting. Similarly, naive Bayes, fuzzy logic [32], and fuzzy inductive systems and
reasoning [33] were also used to construct classification and prediction models.

Artificial neural networks [34], which are very famous classification algorithms and
constitute the basis of modern deep learning algorithms, have also played a role in academic
analytics. They consist of multiple layers, and each layer is made up of several neurons.
Usually, there are three layers present in a traditional neural network. One is the input layer,
which receives the input; the second is the hidden layer; the third is the output layer, which
generates the output. These were mainly used to establish classifiers that can predict final
grades, organize behavioral patterns, and identify personality traits and other numerous
characteristics.

It is particularly important to highlight that all the above-mentioned studies have
developed classifiers with variables that were not directly time-bound and had no influence
on time-series data. The main reason behind this was the use of a traditional classroom-
based approach to conducting teaching and other related activities. Learning management
systems just played an assisting role in all these studies [35]. However, some of the above-
cited studies have been very successful in shedding light on at-risk students or in generating
early warnings under constrained conditions.

Most of the studies cited above have performed statistical analyses and some of them
have used machine learning approaches. This revealed the fact that machine-learning-
enabled learning management systems and e-portals are not very mature yet and are still
in their infancy period. Moreover, these approaches have targeted very specialized areas,
such as the success or failure rate of students, but these approaches still fail to identify more
generic aspects of the underlying problems, such as the classification of factors involved
in students’ failure or success or understanding the personality traits of a student, which
represent an obstacle in student success, and the overall performance characterization
of students.

Most of the studies on machine-learning-enabled learning management systems also
remain unable to fully exploit the potential of machine learning techniques to improve
the quality and performance of existing LMSs and e-portals [36]. These studies are still
far from adding intelligence to existing systems and cannot be directly used with recent
technologies such as virtual reality (VR) and augmented reality (AR). Hence, these sys-
tems still need much work and effort to meet all the challenges of traditional learning
management systems.

Although state-of-the-art approaches that utilize data generated by e-portals or LMSs
do very well in performing academic analytics, there are a few significant limitations. Most
of the approaches are specifically speculated to generate analytics in a single context and
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cannot be generalized. They have models trained on a limited dataset and are one-offs.
They seriously lack generalization capacity and, thus, cannot be extended in functionality
for multiple uses. Moreover, in most cases, a model designed and trained for a particular
subject, course, or institution is not feasible and cannot be expected to be applied to other
domains or courses. There is a pertinent need to develop a model that could adopt a
considerable amount of variability in different contexts and could be practiced across
courses and multiple institutions.

Another major limitation is that current approaches act as a black box and it is very
difficult, sometimes even impossible to interpret the results. This is independent of the fact
that the model performs prediction or classification or is a descriptive model. This hinders
the process of final decision-making in relation to the progress of students or institutions.
The alert or warning signals generated by the system need to be interpreted in a meaningful
way so that necessary measures can be taken at a specific moment, which will capitalize on
the true benefit of academic analytics.

3. Machine Learning in Academic Analytics

Machine learning has transformed the world in almost all domains and is also playing
a vital role in academic analytics. Machine learning has its applications ranging from
medical engineering to aerospace and is contributing to enhancing and improving the
functionality, performance, and accuracy of the systems involved in all disciplines. In
academic analytics, researchers are using machine learning to improve the performance and
accuracy of their learning management systems and e-learning platforms [37]. Algorithms
have been developed and new approaches have been proposed to perform regression,
classification, and prediction in LMSs and e-learning portals. These algorithms not only
enhance the functionality of the learning systems, but also make them adaptive with more
generalization capability.

Machine learning algorithms are hungry for data, and the learning management
system is full of data that can be retained for a very long period. More specifically, if the
LMS is backed by a cloud storage platform, then retaining and processing data becomes
quite easy. This leads to the usage of machine learning algorithms for the processing of
these data to generate academic analytics [38]. The data stored in the cloud platform by
these LMSs can be in the form of log files, course materials, examination materials and their
results, demographic information related to students, and other specific details. These data
can be processed by machine learning algorithms to produce useful insights and analytics.

It is pertinent to mention here that the existing machine-learning-based approaches
have developed classifiers with variables that are not directly time-bound and have no
influence on time-series data. Furthermore, the scope of these approaches was very limited,
and they were designed to target very specialized areas, such as the success or failure
rate of students, revealing the fact that machine-learning-enabled learning management
systems and e-portals are not very mature yet and are still in their infancy period. Moreover,
existing studies on machine-learning-enabled learning management systems also remained
unable to fully exploit the potential of machine learning techniques to improve the quality
and performance of existing LMSs and e-portals. Most of the analysis performed in these
studies is unidirectional, which means that they are either working on the regression
analysis by consuming some dependent or independent variables or perform classification
based on the grades of the students. These approaches fail to identify more generic aspects
of the underlying problems, such as the classification of factors involved in students’ failure
or success or understanding the personality traits of a student, which represent an obstacle
to student success, and the overall performance characterization of students.

Another major limitation is that current approaches mainly use neural networks
trained on CPU-based infrastructure without any optimization strategy, which acts as a
black box and, accordingly, it is very difficult, sometimes even impossible to interpret the
results. This is independent of the fact that the model performs prediction or classification
or is a descriptive model. This hinders the process of final decision-making in terms of the
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progress of students or institutions. The alert or warning signals generated by the system
need to be interpreted in a meaningful way so that necessary measures can be taken at a
specific moment, which will capitalize on the true benefit of academic analytics. Hence,
these systems still need much work and effort to meet all the challenges of traditional
learning management systems.

3.1. Academic Analytics and Classification

Classification algorithms have been used recently to perform different types of ranking
tasks in academic analytics, such as to organize normal and at-risk students or to label the
behaviors and patterns common to successful or unsuccessful students. Some researchers
have also used classification algorithms to arrange the rates of subject completion by
different students and also to predict learning styles in e-learning systems [39]. This was
performed using the preferences provided by each student along with other details.

The most commonly used classification algorithms in academic analytics include Bayes
networks, decision trees, random forests, support vector machines, and neural networks.
These approaches have also been used in abductive network modeling, where the main
objective was to classify examinees with high accuracy rates [40]. These approaches have
also been used to rank the factors involved in dropout cases. The main focus was to
highlight the main causes and classify the issues involved in unsuccessful performance
that could cause dropout. These factors are also used in predictive algorithms to anticipate
which students may potentially experience dropout [41].

Decision trees and support-vector-machine-based approaches [42,43] have been em-
ployed in e-learning courses to develop classification models for optimizing learning
sequences. Student profile data and their progress details over a limited period are used in
decision trees to identify successful student trait sequences for a particular subject [44]. To
optimize the process of adaptive learning sequences, decision trees have been adapted to
improve accuracy and reduce the classification time. Similarly, support vector machines
tend to classify patterns and behaviors of both successful and struggling students based
on their support vectors. A decision boundary is drawn with the help of selected support
vectors to identify patterns and pave a path for student success based on these patterns.

Neural networks have their applications mainly in web-based learning management
systems and still need to be utilized to their full extent and power. These are powerful
algorithms, but are still under-utilized in this domain. Neural networks are mostly used to
identify and extract learning patterns that play a major role in student success [45]. These
extracted learning patterns can be used by other struggling students to improve learning
and maximize training. Some studies have also used neural networks to predict and
identify a subject for a particular student based on his/her history and performance [39].

3.2. Academic Analytics and Regression

In addition to classification algorithms, regression analysis has also been used in
academic analytics to improve the performance of e-learning and learning management
systems [46]. There are two types of regression algorithms, both of which have been
utilized to produce analytics in the education sector. The former is a linear regression,
which is mostly used when there is a binary case of two possible variables and the value
of one variable depends on the value of the second variable, i.e., one is dependent, and
the other is an independent variable. This much simpler case is used when the number of
factors involved in the learning patterns or observations is small [47]. The latter is a logistic
regression which is exploitable when there are many available factors that contribute to the
failure or success of a student.

To perform a regression analysis, it is relevant to have data that are time-series in
nature. For this reason, the most suitable data to perform academic analysis in LMSs are the
online activity data of the students. An important variable in the online activity data is the
student login information on the e-learning portal or platform [48]. It has been observed
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that the login information, along with other parameters, such as test scores and attendance,
provides very good results for the prediction of future student success.

Regression analysis has also been performed on the LMS tracking data to identify
the variables that have a direct correlation with the outcome of the student. A single
course-based regression analysis has been performed in most studies to produce a model
that could provide best-fit predictions [49]. These best-fit predictive models have identified
the major factors that play an important role in higher accuracy and performance, such as
login information, number of posts, email communication, total assessments, etc.

3.3. Association Rules and Clustering in Academic Analytics

Association rules refer to a classical machine learning approach that is mostly used to
find similar patterns and behaviors and discover commonalities between the underlying
datasets. In the context of learning management systems and e-portals, association rules
have been used to identify student behavior and misconceptions, which are common to
struggling students [50]. One of the most-used association rule algorithms, known as the
a priori algorithm, has been used for this task, and it can help to dig into the profile of
students who have been unsuccessful in a particular course [51]. The information generated
by these algorithms can help the teachers and faculty to take the necessary actions and
measures for the improvement of the students performance.

Clustering is an unsupervised machine learning approach that aims to create clusters
of correlated samples present in the datasets. It is only utilized when the labeled training
and testing data are not available and, thus, a grouping is performed based on the similar
characteristics of the dataset samples. A distance measure is employed to determine the
distance between each sample of the dataset. Samples are assigned to groups or clusters
based on the distance value.

Clustering in academic data analytics is used to create groups or clusters of students
that have similar learning patterns and some common traits. It is also exploited to group
common learning profiles of different students so that a learning policy could be established
and applied to particular groups for further improvement [52]. Clustering in learning
management systems and e-portals can also help form groups of successful or struggling
students when there is no labeling provided by the portals or management systems [53].

Deep learning, which refers to advancement of classical machine learning algorithms,
especially neural networks, has proven to be very successful in almost all domains. It is
an advanced form of the conventional neural network in which the depth of the network
is increased by adding multiple operations such as convolution, pooling, drop out, etc.,
according to the requirements of the application. These are also useful in generating
analytics from different types of datasets such as images, videos, text, or numerical data.
Some recent studies have also applied deep learning algorithms in the field of academic
analytics [54,55], but there are still gaps that need to be filled in this area of research.

4. Proposed Framework and Implementation Details

This section describes the proposed machine-learning-based framework and explains
each of its components in detail. The flow of the framework is as follows: the machine
learning models were trained under the supervised learning domain to perform classifi-
cation and regression analysis. However, before using the machine learning network, the
underlying data were preprocessed, cleaned, and then, separated into training and testing
phases. The training phase extracts useful features from the data to generate analytics. Both
shallow and deep learning networks were experimented with, in order to see which of
them provides the best analytical results.

The proposed machine learning pipeline for academic analytics is illustrated in
Figure 1. As it can be seen from the figure, the dataset is first loaded into the system
memory using the Pandas library to perform data preprocessing and cleaning. After per-
forming all preprocessing steps, the dataset was split into a training and test set. For this
purpose, the Sklearn library was used. After that, the system training was performed with
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Students
Data

highly tuned hyperparameters, including regularization, learning rate, and number of
branches to generate analytics.

The proposed machine-learning-based interpretable framework consists of several
vital components working in a cascaded fashion from initial preprocessing of the raw data
to final prediction and classification. The output of each preceding component becomes the
input of the following component to generate useful insights from the data produced by e-
learning platforms. The first component as shown in Figure 1 prepares the data and applies
multiple preprocessing steps to them to make feasible model training. The preprocessing
phase ensures that there are no missing values and resolves any class imbalance issues.

Training Set

L\
—-—l =3 Model Training i

=

) Feature
Pre-processing Engineering

y Qﬂ
S

New Data

Evaluation

adliin II
Preprocessing Classification / Results
! Engineering Prediction

/1€

Figure 1. Machine-learning-based interpretable framework for e-learning platforms.

Another major component of the proposed framework is feature engineering in which
the most optimal features are engineered based on the attributes required for the specified
task. For this, the data are encoded to convert the categorical values to numerical values
and then scaled to standardize them in a fixed range. The features are then engineered on
the basis of a specific task. For instance, the assessment features describe the knowledge of
the students for each course, which can be engineered based on the grades of the students.
This can be helpful for a prediction case. Similarly, the status and participation of the
student are also important factors and were engineered together for an accurate prediction.

The proposed framework was further empowered by incorporating predictive models,
as well as regression and classification models to analyze multiple factors of students’
performance. Classification models systematize normal and at-risk students based on their
academic performance, while regression analysis was performed to determine the inher-
ent linear and nonlinear relationships between the students” academic outcomes acting
as independent variables and the performance indicative features acting as dependent
variables. The framework also incorporates predictive modeling in which the performance
of the students is anticipated based on their commitment to a specific course, their per-
formance for the whole course, and their final grades. Each component of the proposed
machine-learning-based interpretable framework is detailed in the coming subsections.
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4.1. Data Preparation and Pre-Processing

A publicly available or self-generated dataset often contains a number of challenges.
These challenges are usually handled in the preprocessing stage and they mainly include
missing values, class imbalance, merging and grouping different tables of the dataset if
necessary, and fixing data types and inconsistent weights.

The open university dataset used in this study mainly consists of CSV files. The
data from these CSV files were loaded into the data frames and, then, pre-processing
was applied. For certain cases, different data tables were merged, and the columns were
reordered. Grouping was also performed so that a prediction can be made for each user.
Moreover the mean was employed to impute the missing values in most of the cases.

4.2. Data Encoding

Most machine learning algorithms cannot handle categorical variables unless they
are converted to numerical values. Many of the algorithm performances vary based on
how categorical variables are encoded. For this reason, different methods for encoding
categorical variables were employed, including;:

*  OrdinalEncoder to encode binary categorical variables;
. OneHotEncoder to encode nominal categorical variables;
e  StandardScaler to standardize numerical variables.

4.3. Data Scaling

Data scaling is an important part of machine learning algorithms. The features to be
found in any dataset can be independent and, therefore, it is necessary to standardize them
so that they can be in a fixed range. If scaling is not performed before training the machine
learning model, then the model will weigh larger values higher and smaller values lower,
which could affect the overall performance of the model. MinMaxScaler and StandardScaler
were used for this purpose. The features were also standardized by removing the mean
and dividing by the variance.

4.4. Feature Engineering

To tackle the problem as a performance prediction problem, optimal feature engineer-
ing was performed on the available dataset based on the attributes required for this task.
The assessment of the students mentioned in the assessment table describes the knowledge
of the students for each course. It also contains the grades of the students, which can be
very helpful for a prediction case.

However, the structure of the dataset is distinct for different courses, which needs to
be addressed efficiently. Therefore, the final grade of the student was engineered with the
weight of his/her assessment, and the pass rate based on the assessment of the student was
also used. The status and participation of the student are also important factors and were
engineered together for an accurate prediction.

Another essential element is the data inferred from the virtual learning environment,
which explain the interaction of the students with the course materials available to them
during the whole course of study. This information was an indicator used to assess student
contact hours with the subjects and how well they studied them.

4.5. Exploratory Data Analysis

Different visualization tools and techniques have been utilized to perform exploratory
data analysis to gain a better understanding of the data. This is done with various visual-
ization and plotting functions such as heat maps, histograms, count plots, and box plots.
These visualizations and plotting functions help to better understand the relationships
between different features present in the dataset. The categorical feature proportion can be
easily visualized through the count plot and each bar percentage can be annotated over it.
The resulting numerical data can be considered categorical data or ordinal categorical data
and can be represented by numbers.
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4.6. Stratified Sampling

Stratified sampling was also employed in this work. Since the size of the dataset
appears to be small, random sampling is not a good approach. The better approach to
be followed here is stratified sampling. Therefore, stratified sampling was implemented
by selecting a main characteristic and separating the dataset into multiple strata. For
cross-validation, K-fold cross-validation and stratified K-fold were used. Training and
testing data were separated as a percentage of 80 and 20, respectively [56].

4.7. Feature Selection and Reduction

A feature reduction technique was used to select important features and reduce the
dimensions of the features. Principal component analysis was applied to select the most
important and distinguishing features of the input dataset. The selection and reduction of
features are important processes to optimize the working of a system. A system without
a feature selection and reduction process will attempt to employ all features present in
the dataset.

Most of these features will not be useful and will not play any role in the performance
of the system. Therefore, this will result in an increase in the computation cost, as well as in
memory space. A system employing a feature selection or reduction mechanism will not
only reduce the computation cost, but will also save training time and memory.

4.8. Regression Analysis

Different machine learning algorithms were experimented with in order to generate an-
alytics from the data. Both regression and classification analyses were used. The following
machine learning models were used mainly to perform regression, which helped generate
insights from the data. For regression analysis, linear regression, logistic regression, lasso
regression, and support vector regression were applied.

Before performing the regression analysis, some tables presented in the dataset were
merged, as there was some missing information. Moreover, there was information required
from multiple tables. For example, to pass a course, the student needs to be successful
in both assignments and the exam. Therefore, for this purpose, some tables needed to be
merged as per the requirements. For regression analysis, all tables were merged to create
a single dataset. However, some unnecessary columns were dropped, and the dataset
was cleaned.

4.9. Classification

As mentioned above, both regression analysis and classification were used to generate
the required insights from the data. The following machine learning models were mainly
used to perform classification: decision tree, random forest, and support vector machines.
All preprocessing steps that were carried out for regression analysis were also performed
for classification. This included merging the required tables and dealing with the missing
information. The categorical values of the dataset were encoded as previously explained,
and then, the classification models were trained and evaluated. The unnecessary columns
were dropped, and the datasets were cleaned.

4.10. System Optimization

We optimized the classifiers used in this work with the stochastic gradient descent
classifiers. Stochastic gradient descent (SGD) is an optimization model that helps to
minimize or maximize a loss function depending on the application. However, most of
the time, it is used to minimize the cost function. In our scenario, SGD helped to perform
mini-batch learning. The use of SGD was of utmost importance, especially for support
vector machines, because it was difficult to calculate the cost function directly.
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5. Experimental Setup

This section describes the experimental setup of our proposed system. First, the
dataset in this study is outlined with proper visualization to understand the dataset and to
determine the relationships between different features and attributes. Subsequently, we
detail the tools and technologies used to implement the proposed system and then explain
the performance metrics used to measure the performance of the system.

5.1. Dataset

The dataset used in this work is an open-source dataset that depicts student behavior in
an open university [57]. The dataset provides critical and very useful information about the
behavior and interactions of the students. It provides all sorts of student information and
other data related to student relations, which were collected from a learning management
system in a virtual learning environment. The data attributes include student grades,
demographic logs, and assessment-related features.

The uniqueness of the dataset lies in the fact that it consists of demographic data and
clickstream information from students. The clickstream information depicts the interaction
of students with the learning environment. This information proved to be very helpful
in analyzing the behavior of the students based on the actions they performed. There
were around 10,655,280 clicks from 32,593 students enrolled in 22 courses along with their
assessment results. Another advantage of exploiting this dataset is that the dataset is in
tabular format and facilitates engineering the features using identifier columns.

We generated various distribution plots to perform a univariate analysis of the numer-
ical data. For this purpose, statistical summaries with the mean, median, and skew were
created. First, a data frame with just numerical columns was produced, and then, the mean,
median, and skew were calculated from the data frame. Figure 2 depicts the histogram
and illustrates the summary of the different attributes present in the training dataset. The
figure indicates that the dataset has many skewed variables. For linear models, a uniform
distribution is optimal. The target variable in the dataset is not normally distributed.
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Figure 2. Summary of the attributes in the dataset.
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To see the correlation between different features and the target variable, the correlation
matrix was generated. Figure 3 shows the correlation heat map of different features. The
target variable is the weighted score in this case, which does not have any outliers, but is
not normally distributed. The correlation matrix shows that there is some correlation in
the features or among the variables in the datasets. It is also relevant to see the correlation
between features and the target variable, i.e., the weighted score. Figure 4 shows the linear
correlations between features and the target variable. The correlation matrix with the target
variable reveals that some variables are very closely related to the target variable, while
there are also a few variables that depict a weak correlation with the target variable. There
are also some negatively correlated features present in the dataset. It was observed that the
weighted score has a high correlation with the total number of clicks. This simply means
that, if the students are highly engaged with the portal, then the result percentage should
be better and vice versa. It can also be seen from the figure that the number of previous
attempts has a negative correlation with the weighted score.
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Figure 3. Correlation matrix.
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Figure 4. Correlation matrix with target variable.

For the univariate analysis of categorical data, a data frame was created with only
categorical data, and various distribution plots were generated. The frequency for each
of the attributes was calculated with the help of counting the text property for each label.
Figure 5 shows the count plots of various features present in the dataset. These features
include the code module, code presentation, gender, and region. It can be seen from the
figure that there are 54.9% males present in the dataset, and 45.1% are female. Similarly, the
count for other features such as region is shown in the figure.
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Figure 5. Count plot for categorical variable.

The count plots for other features including the highest education, disability, and
age band were also computed, and it was observed that these categories had much fewer
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data available. It was possible to merge the two categories of students who had no formal
education with those who had post-graduate qualifications with “Lower Than A Level”
and “HE Qualification”, respectively. Variables with less data did not play an important
role in model performance. The same strategy can also be applied to age attributes. As
can be seen in Figure 6, the age band of 0-35 had a higher percentage compared to the
35-55 band and those older than 55. Therefore, the latter two bands were merged together.

70.3%
15,000 age band
Wo0-35
£ 10,000 oy
3 29.0% 7700
o
5000
0,
0 0.7%
0-35 35-55 >=55
age_band

Figure 6. Age attribute.

5.2. Tools and Technologies

The tools and technologies that were used for the implementation and development
of the proposed framework mainly consisted of the Python development language. A
virtual environment was created for python code development in Anaconda. For machine
learning model creation, the Keras framework based on TensorFlow library and other
related frameworks and libraries were used. We also used the Pandas library for data
manipulation and Matplotlib for the visualization of the data and results.

5.3. Performance Metrics

To evaluate the performance of the proposed framework, several evaluation param-
eters were used. These evaluation parameters facilitate the understanding of the perfor-
mance of the overall system, as well as of the proposed model.

Confusion matrix:

A confusion matrix is often used to describe the performance of a classification model
on a set of test data that are unseen by the classifier. The confusion matrix is generated in
the form of a table, which is relatively easy to understand.

Accuracy:

Accuracy refers to the closeness of a measured value to a standard or known value.
This means that the measurements for a given object are close to the known value, but the
measurements are far from each other; this then means that the accuracy has no precision.

Precision:

Precision is the quality of being exact. It refers to how close two or more measurements
are to each other, regardless of whether those measurements are accurate or not.

Mean absolute error:

The mean absolute error is a statistical measure that is used to measure the errors
between observations. These observations are usually paired observations depicting the
same phenomenon.

Mean-squared error:

The mean-squared error is also a statistical measure that is used to measure the average
of the squares of the errors. It is also known as the mean-squared deviation, which indicates
the deviation of the regression line from a set of points.
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6. Results and Discussion

This section presents the results of the analysis performed on the datasets discussed in
the previous section. As mentioned earlier, three types of analysis tasks were performed.
One was regression analysis, and the others were classification and predictive analyses.
For each type, multiple algorithms were applied. They are detailed and their results are
presented in the subsequent sections.

6.1. Regression Analysis Results

Several regression analysis techniques were employed to view and analyze the un-
derlying dataset and its properties. To prepare the dataset for regression analysis, the
training set and the testing set were first separated. All columns which did not play a
role in the regression analysis were removed. The resultant dataset was encoded and
scaled as mentioned in the previous sections. A column transformer was also applied to
all the features. To make the model more efficient and robust, especially against outliers,
we used a robust scaler through the inbuilt libraries, which helped scale the data to an
interquartile range.

Firstly, the linear relationships between the target variable and the features were
predicted. The linear regression is a good choice to see if there is any relationship between
features and the target variable or not. Furthermore, the results of linear regression can also
indicate the distribution of the features. A bad outcome of linear regression is illustrative
of the fact that the features are not linearly distributed.

The following four performance parameters were calculated to measure the perfor-
mance of linear regression: MSE, RMSE, R2, and adjusted R2. The RMSE turned out to
be 23.905, and the adjusted R2 was 0.35, indicating that the model performed poorly on
the dataset. This was because the values were not uniformly distributed and there was no
linear relationship between the features and the target variable.

When tested with cross-validation, the performance of the model ended with a mean
of 23.94 and a standard deviation of 0.24. As mentioned above, stratified k-fold cross-
validation was exploited in this research. The mean and standard deviation showed that
linear regression was not a good approach to use for this type of dataset.

In order to validate the result inferred from the linear regression, we also tested our
hypothesis with lasso regression. Lasso regression is very similar to and a modification of
the linear regression, in which some features are dropped depending on the coefficients of
those features. If the feature coefficients are low, then they can be dropped.

The results of the lasso regression also validated our previous results, with an RMSE
of 23.90 and an R2 with 0.35. When tested with cross-validation, the performance of the
model showed a mean of 23.94 and a standard deviation of 0.24 and did not show any
improvement. This satisfied our initial assumption that the features were not linearly
distributed and there was little multicollinearity present in the features.

It is clear that linear models are unable to generate any analytics from the underlying
datasets due to the nonuniform distribution of features and to the limited multicollinearity.
Therefore, it is better to test using nonlinear regression models such as the support vector
regressor. A support vector regressor (SVR) is a nonlinear regression model that tends to
minimize the coefficients instead of minimizing the squared error.

The support vector regressor model ended up with an RMSE of 23.109 and an adjusted
R2 score of 0.395. After cross-validation, the performance of the model indicated a mean
of 23.417 and a standard deviation of 0.0935 and showed no improvement. The results
indicate some improvement while using nonlinear models, as compared to linear models.
However, the improvement was still not significant for the SVR model.

To further improve the results, a more complex model known as the gradient boosting
regressor was tested on the dataset. The gradient boosting regressor model is a predictive
model and is formed by a combination of many weak predictive models that are put
together. Due to its unity, it is expected to provide much better results.
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The gradient boosting regressor model ended up with an RMSE of 17.714 and an
adjusted R2 score of 0.6446. When tested with cross-validation, the performance of the
model ended up with a mean of 18.398 and a standard deviation of 0.1973 and showed
some improvement: an RMSE of 18.4 for cross-validation and an adjusted R2 score being
one point lower as compared to previous results.

To further analyze the data and to record an improvement in the results, the data
were considered as a prediction modeling problem, where we were not looking to group
the students based on their performance, but to predict their performance based on their
commitment to a specific course, their performance during the whole course, and their
final grades.

The assessment of the students recorded in the assessment table describes the knowl-
edge of the students for each course. It also contains the grades of the students, which
can be very helpful for a prediction problem. We also used the pass rate based on the
assessment of the student, as well as their status and participation. The data inferred from
the virtual learning environment were used as an indicator to judge the contact hours of the
students with the subjects and the quality of their study. Since the pass count was higher
compared to the other labels, the least represented cases were examined more closely.

The prediction modeling problem was designed using three different types of models,
including logistic regression, linear discriminant analysis (LDA), and random forest. The
confusion matrix for the logistic regression showed that the proposed model was 87% pre-
cise for both the distinction and fail classes (Figure 7). However, the model was more precise
for pass, with a percentage of 89%. The recall and fl-scores are also indicated accordingly.

precision recall fl-score  support

Distinction a.87 a.79 a.83 273
Fail a.87 a.7a a.77 284

Pass a8.89 .95 8.92 leas
accuracy @.88 1485
macro avg g.87 .81 g8.84 1485
weighted avg a.38 2.88 @.88 1485

Figure 7. Confusion matrix for logistic regression.

In the case of linear discriminant analysis, the confusion matrix for the proposed
model was 80% for the distinction class and 77% for fail (Figure 8). However, the model
was more precise for pass, with a percentage of 92%. The recall and fl-scores are also
indicated accordingly.

precision recall fl-score  support

Distinction a.2a8 8.86 8.83 273
Fail a.77 8.79 8.78 284

Pass g.92 g.9d .91 leas
accuracy @.87 1485
macro avg 8,83 8.85% 8.84 1485
weighted avg a.88 a8.87 a.87 1485

Figure 8. Confusion matrix for LDA.

For the case of random forest, the confusion matrix showed that the proposed model
was 90% and 87% precise for classes of distinction and failure, respectively, as shown in
Figure 9. However, the model was more precise for pass, with a percentage of 91%. The
recall and fl-scores are also indicated accordingly.
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precision recall fl-score  support

Distinction 8,08 8.82 8.85 273
Fail 8,87 a.78 8.82 284

Pass .91 .95 .93 leas
accuracy @.98 1485
macro avg 8,829 8.85% 8.87 148%
weighted avg 8.0a a.98 8.98 1485

Figure 9. Confusion matrix for random forest.

6.2. Classification Results

Three different types of classification techniques were used to see and analyze the
underlying dataset and its properties. This analysis helped to generate the required insights
from the dataset. To prepare the dataset for the classification task, the training set and
testing set were first separated. The associated data that did not play any role in the
classification task were removed. The resultant dataset was then encoded and scaled, as
was done for the regression analysis. The column transformer was also applied to all
the features.

The decision tree classifier was first used to perform the simplest kind of classification.
The minimum sample leaf size was selected to be 15 with a minimum sample split size of
10. The maximum feature value was selected as eight. We calculated the following three
performance parameters to measure the performance of the decision tree classifier: mean,
standard deviation, and performance scores. The mean turned out to be 21.22, and the
standard deviation was 0.23, which indicates that the model was not performing well on
the dataset.

To further analyze the dataset, a random forest classifier was chosen to generate
insights from the dataset. The parameters of the random forest classifier were selected to
be almost the same as those of the decision tree classifier. The minimum leaf sample size
was selected as 15 with a minimum sample split size of 10. The maximum features were
again selected to be eight, with the total number of estimators equal to 20.

However, the performance of both the decision tree classifier and random forest
classifier was not up to the mark. To further improve the results, support vector machines
were then utilized, but encoding the values for the support vector machines required
scaling. To make the SVM more efficient and robust, especially against outliers, we again
used a robust scaler through the inbuilt libraries, which helped to scale the data to an
interquartile range. The gamma value for the SVC classifier was set to auto.

The comparison of the above-mentioned classifiers tested on the dataset revealed that
the support vector machine was the best-performing classifier, with an accuracy of 78%
and a standard deviation of 0.002. Furthermore, in comparison to the others, the support
vector classifier model indicated less variance between the scores during cross-validation,
as shown by the lower standard deviation.

We also treated the underlying dataset as a prediction modeling problem and pre-
dicted the performance of the students based on the commitment of the students to a
specific course, their performance for the whole course, and their final grades and used
all the features that we engineered together and explained in the feature engineering
section. To perform the analysis, we used an artificial neural network with the most
optimized parameters.

A sequential model with three dense layers and a dropout layer was developed. The
first two dense layers and the dropout layer used the rectified linear unit (ReLU) as the
activation function. The last dense layer operated with the sigmoid as the activation
function to perform the classification. The loss function was selected to be binary cross-
entropy, and Adam was the optimization function. The network was trained for almost
200 epochs on the training dataset to achieve an acceptable value of loss. Figure 10 shows
the training and validation loss over multiple epochs during training.
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Figure 10. Performance of the neural network.

The confusion matrix for the artificial neural network as shown in Figure 11 indicates
that the proposed model was 95% precise for both classes. The recall and f1-scores are also
indicated accordingly.

The proposed machine-learning-based interpretable framework can be helpful for
staff and teachers in a number of ways. For example, the proposed framework can be used
to estimate the final results of a particular student based on his/her intermediary marks.
A teacher could know in advance from the output of the framework whether a student is
going to pass or fail in the module, and thus, he/she can take appropriate measures well in
time to improve the students” performance. The proposed framework can also be used for
the rapid classification of a large number of successful and at-risk students automatically.
This will reduce the manual burden and processing time of both staff and teachers. Another
major advantage of the proposed machine-learning-based interpretable framework is the
identification of factors that are playing a major role in the success or failure of a student.
The staff and teachers can take appropriate actions based on the identified factors for
further academic improvement of students.

precision recall f1-score  support

] B8.94 B.66 B.77 282

1 B.95 A.99 B.97 1283

accuracy B.95 1485
macro avg B.94 B.83 B.87 1485
weighted avg B.95 B.95 B.94 1485

Figure 11. Confusion matrix for the neural network.

7. Conclusions and Future Work

In this research study, we proposed a machine-learning-based interpretable framework
for e-learning platforms with the main purpose of helping both students and teachers
improve their academic performance. E-learning platforms generate a large amount of data
related to student behavior that can be efficiently processed and analyzed using intelligent
techniques to produce useful insights that can help improve student performance. The
proposed system incorporates predictive models, as well as regression and classification
models to analyze multiple aspects of student performance. The classification models
systematized normal and at-risk students based on their academic performance, with
high precision and accuracy. The regression analysis determined the inherent linear and
nonlinear relationships between the students” academic outcomes and the performance
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indicative features. The proposed framework helped determine and analyze the underlying
dataset and its properties. This analysis helped to generate useful insights about the
performance of students, such as identifying the factors impacting the progress of successful
students or the performance of the students who are struggling in their courses and are at
risk of failing.

In the future, we would like to perform more detailed analyses on a much larger
dataset with deep-learning-based approaches. The proposed framework will be further
enhanced to incorporate more data, and the underlying GPU-based infrastructure will be
scaled to facilitate distributed machine learning training and deployment.
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