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Abstract

:

During the last decade, with the rapid development of information technology, the immense volume of data poses a challenge to decision-makers. We use a combined dynamic decision-making approach based on the analytic hierarchy process (AHP) to select the best supplier. In this paper, we discuss the interaction between criteria that can lead to expanding our proposed dynamic framework to consider the inner dependencies among criteria. The main contributions are: (1) identifying the most important criteria of supplier selection in a steel bar manufacturer in Taiwan; (2) proposing a simple and rapid analysis of the appropriate supplier selection evaluation framework; and (3) using the AHP and transformation matrix to present the inner dependence among the criteria.
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1. Introduction


The analytic hierarchy process (AHP) originally developed by Professor Thomas L. Saaty in the 1970s has been widely used to solve multicriteria decision-making problems [1,2,3,4]. These problems consist of supply chain management [5], evaluating the best supplier [6], and assessing the risk of infectious diseases [7]. The AHP uses a reciprocal decision matrix obtained by pair-wise comparisons so that the information is given in a linguistic form [8,9]. It assumes independency among criteria, and the alternatives are considered to be independent of the decision criteria and of each other. However, in many real-world cases, there is interdependence among the criteria and the alternatives. Therefore, AHP has been criticized for allowing the introduction of new criteria/alternatives to cause rank reversals among existing alternatives [1,8,10,11]. Under rank reversals, the linkage between alternatives is caused by normalization of the eigenvectors. Hence, the addition of an alternative or the removal of an alternative leads to a change in the weights of the other alternatives [8].



Although much research has been done on supplier selection processes in other industries [12,13,14], decision-making problems pose many challenges when technologies are applied to supplier selections. First, decision makers rely on experience to set a weight rating for each criterion, but they do not apply a consistent method for analyzing the pair-wise structural comparison of a criterion that might be preferred by decision makers. Second, the AHP cannot handle uncertainty decisions in comparison of the criteria. Finally, the number of comparisons is sometimes difficult and tedious. Karlsson et al. [15] pointed out that “the manual pair-wise comparison matrix is time-consuming, and the decision model is not agile enough for fast changing environment”. Uncertainty is a common phenomenon in a business environment and further inconsistency arises due to cognitive limitations. To address these issues, we argue that event-condition-action (ECA) rules are well suited for identifying inconsistencies which were caused by the cooperative data access. The system behavior is achieved through the definition of ECA rules as a part of the system. When an event is detected, then one or more rules may be triggered. If the condition is evaluated to be true, then the action is executed. Our solution takes advantage of the framework that has been developed for decision-making process modelling and execution and applies it to the dynamic data management domain. The purpose of this study is to improve the capability of the ECA rule-based framework based on the inner dependencies among criteria that exist in the decision problem. We employ a dynamic AHP algorithm to determine the inner dependence and independence status of a set of interval vectors; we use a qualitative method to support the decision makers’ reasoning.



The remainder of this paper is organized as follows: Section 2 reviews pair-wise comparison literature and related studies regarding the proposed methodology. In Section 3, we analyze the AHP decision model and propose a new ECA rule-based framework for dynamic AHP decision-making. Section 4 provides the analyses of the change impact of the inner dependence and independence criteria in the comparison matrix. A numerical illustration of the evaluation of the best supplier of a steel bar manufacturer located in Taiwan is provided in Section 5. Section 6 is to interpret and describe the significance of our findings. Finally, conclusions are summarized in Section 7.




2. Related Work


The AHP is a flexible decision-making process [1] that enables managers to set priorities and make the most appropriate decision when both qualitative and quantitative aspects of a decision require consideration. A vital benefit of the AHP is its formal approach for achieving a consensus on various evaluation factors and their influence on a final ranking decision, thereby enabling committee members to reach an agreement with substantially less effort [16].



Yu and Li [17] stated that the AHP is based on expert judgments or experiences from historical data, and evaluates weights by pair-wise comparison matrices. It was used for pair-wise comparison to derive priority scales [1,2,8]. Given a pair-wise comparison matrix   A =    [   a  i j    ]    n × n    , as shown in Equation (1), where the number in the    i  t h     row and    j  t h     column gives the relative importance of    A i    as compared with    A j   . The diagonal elements of the matrix are always 1 and we only need to fill up the upper triangular matrix. If    a  i j     is the element of row i column j of the matrix, then the lower diagonal is filled using this formula    a  j i   =  1   a  i j      . All of the elements in the comparison matrix are positive, i.e.,    a  i j   > 0    and     a  i i     = 1 [2,3]. A consistent pair-wise comparison matrix    a  i j     has the transitivity property that    a  i j    a  j k   =  a  i j   ,   for all i, j, and k [2,18]. Saaty suggests the use of a nine-point scale to transform the verbal judgments into numerical quantities representing the values of    a  i j     [1,2].


  A =  [   a  i j    ]  =  [         w 1    w 1          w 1     w 2       …       w 1     w n             w 2     w 1           w 2     w 2       …       w 2     w n         ⋮   ⋮   …   ⋮         w n     w 1           w n     w 2       …       w n     w n         ]   



(1)







Matrix A has been multiplied on the right by the transposing of the vector of weights   W =  [   w 1  ,    w 2  , … ,  w n   ]  ,    where    i , j = 1 ,   2 ,   … ,   n  . The result of this multiplication is nW, as shown in Equation (2) [1,2].The AHP assumes independency among all criteria, but many decision problems are dependent on partial criteria, even dependent among all criteria [19]. There are several types of dependencies. The dependency types are: inner dependence and outer dependence [19]. Sometimes it is difficult to satisfy decision-making requirements due to influencing criteria. In AHP, the consistency of Matrix A is measured by the consistency index (C.I.), as shown in Equation (3).    λ  m a x     is the maximum eigenvalue and n is the number of criteria used in the pair-wise comparison matrix [1]. Equation (4) is used to compute weight priorities [1].


  A × W = n × W  



(2)






  C . I . =    λ  m a x   − n   n − 1    



(3)






    W =      [   ∏  j = 1  n   a  i j    ]     ∑  i = 1  n     [   ∏  j = 1  n   a  i j    ]     1 n         1 n    i , j = 1 ,   2 ,   … … . n  



(4)







There are many decision problems which cannot be structured in an AHP hierarchy because these decision problems involve the interaction and dependence of higher-level elements in an AHP hierarchy on lower-level elements. Many methods have been proposed to revise or modify the extensions of the AHP. For example, Saaty [20] proposed the analytic network process (ANP) to deal with the effects of outer dependence, inner dependence and feedback. The ANP is considered as an extension of the AHP. Mao et al. [21] proposed a DEMATEL method to deal with inner dependence and outer dependence. Liu et al. [22] also extended the AHP to consider the correlation between criteria in the AHP.



Additionally, many researchers have investigated dynamic decision-making-related topics. Due to the complexity of dynamic decision-making problems, the AHP is typically combined with multiple criteria decision-making or other methods. For example, Improta et al. [23] and Gonzalez-Prida et al. [24] proposed a dynamic framework for the AHP to improve the static model. Yu et al. [25] also addressed the static AHP problems using the Delphi and the AHP methods. Benítez et al. [26] developed a framework for dealing with partial and/or incomplete preference data at multiple times. Duleba et al. [27] proposed an algorithm for scoring the missing data of the matrices problem. Soni and Vaishnavi [28] developed a hybrid fuzzy AHP model of risk analysis in the supply chain. Each piece of research gives some insights into the types of problems studied by AHP method practitioners.



Most real-world situations and decisions made by organizations are complex and occur in real-time. This study is different from previous approaches. In contrast, we use only inner dependencies between criteria to evaluate the AHP decision-making process with the degree of automation and consistency.




3. Model Formulation


Liu and Wu [29,30,31] examined the priority and importance of the criteria, sub-criteria and alternatives to set up the hierarchy architecture. These studies focused on constructing and applying the ECA rule-based on specific problems and by extracting knowledge from one or more human experts. Finally, the traditional AHP based on ECA rules concepts was developed to evaluate and select the best alternative (shown in Figure 1).



The studies conducted by Liu and Wu [29,30,31] only focused on one-pair variables. However, many real-world applications involve independencies and inner dependencies between criteria, which are insufficiently flexible for solving most decision-making issues. Therefore, we extended the rule-based dynamic decision-making framework to include inner dependencies among criteria, thereby enabling effective solving of complex situations.



3.1. A Dynamic Decision Framework


We propose a new dynamic AHP decision-making framework to solve the problem of a fast-changing environment. The framework includes a theorem for analyzing the change impact of the correlation among criteria and a new AHP decision model with ECA rules.



The general structure of the framework consists of mainly two components: (1) the AHP component helps to capture the decision-making criteria, sub-criteria and alternatives from all decision makers and form the pair-wise comparison matrix of the criteria and sub-criteria by using the nine-point scale. By calculating the eigenvalue of the matrix and consistency, the alternatives can be checked using the rule-based AHP model; and (2) the rule-based component first learns handling knowledge acquired from experts and represented in the form of ECA rules, and uses the impact analysis module to compute the priority weights of AHP for partial and all inner dependence among criteria. The ECA rule-based system is an automation system and is designed to perform a function with minimal or no human intervention. The decision makers only need to think about whether the analysis results are what they want. The solutions can be developed faster than by human expert(s).



We focus on the requirements’ criteria inner dependency in the decision-making process by acquiring knowledge from one or more decision makers (Figure 2). Then the AHP model can be converted into the ECA rule. The ECA rule base is responsible for event detection and assists the decision maker in the automatic discovery of pair-wise matrix element changes. It can also help the decision maker(s) to identify the prioritization criteria in specific context. We extend the basic general decision-making AHP to include the ECA rules. The first step involves identifying the change criteria, impact of events, and trends. The second step involves determining the criteria employed by the decision maker and how many criteria would be changed if changes are within the matrix or the input data.




3.2. Inner Dependence in a Pair-Wise Comparison Matrix


As mentioned previously, the original AHP assumes that criteria/alternatives are independent of one another. However, the criteria/alternatives’ dependencies often have a direct impact on the quality of the decision-making problems. There are several types of dependencies including partial/all inner dependence among criteria/alternatives and partial/all outer dependence among criteria/alternatives [16]. Depending on the conditions of the criteria, we consider the following three cases: (1) the AHP with an independent hierarchy; (2) the AHP with a partial inner dependent hierarchy; and (3) the AHP with an all inner dependent hierarchy.





4. Case Illustration


The formulation of the AHP method is presented in this section. Depending on the conditions of criteria, we consider the three cases: (1) the independence AHP; (2) the all inner dependence AHP; and (3) the partial inner dependence AHP. Mathematical formulations of the AHP method are carried out as follows [32]: (1) constructing a pair-wise comparison matrix; (2) estimating the relative weights; (3) checking the consistency; and (4) obtaining the overall rating. In the following subsections, we describe the criteria employed in our analysis.



4.1. Case 1: The Independence AHP


Given a pair-wise comparison matrix   A =    [   a  i j    ]    n × n    , as shown in Equation (5).


  A =  [   a  i j    ]  =  [       a  11        a  12      …     a  1 n          a  21        a  22      …     a  2 n        ⋮   ⋮   …   ⋮       a  n 1        a  n 2      …     a  n n        ]   



(5)




where the number in the    i  t h     row and    j  t h     column gives the relative importance of    a i    as compared with    a j   . The original AHP assumes that criteria are independent of one another. When    a  i j   ×  a  j k   =  a  i k    , for   ∀ i , j    and    k  , the matrix   A =  [   a  i j    ]    is consistent and its principal eigenvalue is equal to n. Matrix A has been multiplied on the right by the transpose of the vector of weights   W =  [   w 1  ,    w 2  , … ,  w n   ]    i , j = 1 ,   2 ,   … ,   n  . The result of this multiplication is nW. As an example, we formed a 3 × 3 matrix (Table 1). The eigenvector is equal to    W T  =  [  0.258 ,   0.105 ,   0.637  ]   .




4.2. Case 2: The All Inner Dependence AHP


If all matrix elements are to be dependent on each other, then it is called the all inner dependence AHP. The matrix is used to calculate the new coordinates of the transformed criteria. By changing the values of a decision matrix, it is possible to apply transformations to criteria. In inner dependence AHP, we assume the dependency matrix   F =    [   f  i j    ]    n × n    , as shown in Equation (6).


  F =  [   f  i j    ]  =  [       f  11        f  12      …     f  1 n          f  21        f  22      …     f  2 n        ⋮   ⋮   …   ⋮       f  n 1        f  n 2      …     f  n n        ]   



(6)




where the number in the    i  t h     row and    j  t h     column gives the relative importance of    f i    as compared with    f j   .    When     f  i j   ×  f  j k   =  f  i k   ,    for    ∀ i , j    and    k ,  the   matrix    F =  [   f  i j    ]    is consistent and its principal eigenvalue is equal to n. Matrix F has been multiplied on the right by the transpose of the vector of weights   W =  [   w 1  ,    w 2  , … ,  w n   ]    i , j = 1 ,   2 ,   … ,   n  . The result of this multiplication is nW, as shown in Equation (7).


  F × W = n × W  



(7)







As an example, Table 2 is the original evaluation matrix and criteria ranking. There are three criteria: criterion 1, criterion 2, and criterion 3. Due to the fast changes of the business environment, a decision maker is typically asked to evaluate again for the original pair-wise comparison. If criterion 1 is dependent on criterion 2 and criterion 3, the decision maker needs to change the relative weight of criterion 1 and criterion 2. For instance, the relative weight of criterion 1 and criterion 2 is adjusted from 3 to 5. In addition, the relative weight of criterion 1 and criterion 3 is adjusted from 5 to 7 as shown in Table 3. We can observe that the ranking of criterion 1, criterion 2, and criterion 3 remains the same.



If criterion 2 is dependent on criterion 1 and criterion 3, the decision maker needs to change the pair-wise comparisons. For instance, the decision maker adjusts the relative weight of criterion 1 and criterion 2 from 3 to 1/3 and adjusts the relative weight of criterion 1 and criterion 3 from 5 to 2. In addition, the relative weight of criterion 2 and criterion 3 is adjusted from 2 to 5 as shown in Table 4. We can observe changes in the ranking of criteria 1 and criterion 2.



Finally, if criterion 3 is dependent on criterion 1 and criterion 2, the decision maker needs to change the pair-wise comparisons. For instance, the decision maker adjusts the relative weight of criterion 1 and criterion 2 from 3 to 2 and adjusts the relative weight of criterion 1 and criterion 3 from 5 to 1/2. In addition, the relative weight of criterion 2 and criterion 3 is adjusted simultaneously from 2 to 1/4 as shown in Table 5. Criteria 3 becomes the most important criterion followed by criterion 1.



Subordinate matrix    M 1    is as follows:


   M 1  =  [      0.740     0.230     0.286       0.166     0.648     0.143       0.094     0.122     0.571      ]   











All criteria dependent on each other become


    W  a l l  T    =  M 1  ×  W 1 T    =  [      0.740     0.230     0.286       0.166     0.648     0.143       0.094     0.122     0.571      ]  ×  [      0.637       0.258       0.105      ]  =  [      0.561       0.288       0.151      ]    












4.3. Case 3: The Partial Inner Dependence AHP


As an example, we first form a 5 × 5 matrix, as shown in Table 6. The column names of C1, C2, C3, C4, and C5 represent criterion 1, criterion 2, criterion 3, criterion 4 and criterion 5, respectively. The independent paired comparison analysis eigenvectors are equal to    W 5 T  =  [  0.44 ,   0.15 ,   0.28 ,   0.08 ,   0.05  ]   . Table 7 and Table 8 represent the dependencies among the criteria for each other, respectively. Finally, we calculate the partial inner dependence    W  a l l  T    by    Subordinate   matrix     (   M 2   )  ×  W 5 T   .



Subordinate matrix M2 is as follows:


   M 2  =  [      0.110     0.000     0.000     0.000     0.000       0.613     1.000     0.000     0.000     0.000       0.058     0.000     0.167     0.000     0.000       0.218     0.000     0.823     1.000     0.000       0.000     0.000     0.000     0.000     0.000      ]   











Partial criteria dependent on each other become


    W  p a r t i a l  T    =  M 2  ×  W 5 T    =  [      0.110     0.000     0.000     0.000     0.000       0.613     1.000     0.000     0.000     0.000       0.058     0.000     0.167     0.000     0.000       0.218     0.000     0.823     1.000     0.000       0.000     0.000     0.000     0.000     0.000      ]  ×  [      0.44       0.15       0.28       0.08       0.05      ]  =  [      0.049       0.420       0.073       0.410       0.050      ]    













5. A Numerical Illustration


A real numerical illustration [31] of a decision-making analysis based on inner dependence AHP associated with a transformation matrix in a steel bar manufacturer in Taiwan is presented. The investigation was conducted by using categorizing and connecting strategies to analyze the decision maker interview results and determine the criteria that were most likely to support the effective decision-making process.



The normal AHP assumes independence among criteria and alternatives, however, a real decision-making process often involves the interaction and dependence of criteria. The dependency and interaction indicates some kind of interactions among the elements. The proposed inner dependence AHP framework had the following steps:




	
We first interviewed decision maker(s) to estimate rankings of alternatives. The rankings are shown in Table 9. A good assessment of the alternatives relies on the criteria that should influence the selection of alternatives for responding to the goal. The weights of alternatives are estimated by the holistic judgments of the decision maker(s).



	
Inter-dependencies among criteria expressed by a pair-wise matrix must also be examined; and the influence of each criterion on each of other criteria can be represented by an eigenvector. Like normal AHP, the pair-wise comparison in inner dependence AHP is performed in a matrix, and a local priority vector can be derived as an estimate of the relative importance associated with the criteria being compared by using Equation (7).




	
Relationship (FW = nW)










   [      0.314       0.314       0.091       0.166       0.114      ]  ×  [     1   1   3   2   3      1   3   2   3           1    1 / 3    1              1   1                 1     ]  = 5.11 ×  [      0.314       0.314       0.091       0.166       0.114      ]   








Note: C.I. = 0.02 and C.R. = 0.018




	b.

	
Price (FW = nW)











   [      0.2       0.2       0.2       0.2       0.2      ]  ×  [     1   1   1   1   1      1   1   1   1           1   1   1              1   1                 1     ]  = 5 ×  [     0.2     0.2     0.2     0.2     0.2     ]   








Note: C.I. = 0 and C.R. = 0




	c.

	
Location (FW = nW)











   [      0.2       0.2       0.2       0.2       0.2      ]  ×  [     1   1   1   1   1      1   1   1   1           1   1   1              1   1                 1     ]  = 5 ×  [     0.2     0.2     0.2     0.2     0.2     ]   








Note: C.I. = 0 and C.R. = 0



	
In Equation (7), where W is the equivalent priority vector of F.    W T  =  [   w 1  ,  w 2  , … . ,  w n   ]    is the transformation matrix of W.    W T    verifying the condition    a  i j   =    w i     w j    .   The consistency condition is given by    f  i k   =  f  i j    f  j k     ∀ i , j , k = 1 , … . , n  . If    λ  m a x     is the maximum eigenvalue of F and F is consistent then    λ  m a x   ≥ n  , where n is the number of criteria used in the pair-wise comparison matrix. The transformation matrix is used to present the inner dependency among criteria. If the values of the eigenvalue make two matrices equal, the inner dependency exists among criteria, e.g., the dependence conditions in a and the independence conditions in b.




	
The dependence condition is expressed below.










   [     1   1   1   1   1      1   1   1   1           1   1   1              1   1                 1     ]   [     1     1     1     1     1     ]  =  [     5     5     5     5     5     ]   












	
The independence condition is expressed below.










   [     1   1   1   1   1      1   1   1   1           1   1   1              1   1                 1     ]   [     1     1     1     1     1     ]  ≠  [     5     5     5     5     5     ]   
















In this study, we used the AHP and transformation matrix to present the inner dependence among criteria/matrices. Both methods have their own advantages. The advantages of the both methods are:




	(1)

	
The AHP evaluates the criteria for decision-making quantitatively;




	(2)

	
The AHP is easy to analyze the inner dependence;




	(3)

	
The inner dependence reflects the better relationship among criteria; and




	(4)

	
The transformation matrix uses one or more numbers, or coordinates, to uniquely determine the position of the points. We used it to present the inner dependence among criteria/matrices.









In contrast, the traditional methods only consider or assume independency among criteria and alternatives. In our study, the proposed inner dependency AHP associated with a matrix method to deal with interactions among criteria and matrices is a more general framework by further considering the inner dependency relationships instead of only considering or assuming independency among the criteria and alternatives’ relationships.




6. Discussions


Our aim is to help decision maker(s) make better decisions but the authors are not domain experts. The main problem was to obtain domain knowledge from decision maker(s). Our key idea in addressing this problem lies in providing organizations with a methodology and a platform based on mapping decision makers’ requirements into dynamic AHP decision-making processes (shown in Figure 3). We used a quantitative method to support the decision maker(s) reasoning. The role of ECA is to provide flexible solutions to assist decision makers based on the regular function of a supplier selection system when criteria have inner dependences.



The main contributions of this study are: (1) the main criteria and issues of supplier selection are identified. (2) The ECA rule-based system is considered as a promising solution to support dynamic and flexible decision-making in a competitive environment. (3) This study is pioneering research to study the relationship between AHP and the transformation matrix.



The original AHP assumed that the criteria are independent, which is commonly used and widely accepted, but its limitation is that, in some cases, the independence assumption does not hold among the criteria. The ignorance of interaction among criteria may lead to unreasonable results. Our method considers the inner dependence between the criteria of the hierarchy. We proposed a new methodology to help companies make better decisions more quickly.



In order to show the rationality and effectiveness of the proposed approach, we compared it with the following methods: (1) Tahriri et al.’s method [12] is on the basis of AHP, which can be applied to improve and assist decision-making processes to resolve the supplier selection problem. They used Expert Choice software to determine the weights of the decision criteria in AHP. Their future research emphasizes the problems relating to ambiguous, subjective, and imprecise judgments by suggesting the use of fuzzy theory to tackle this challenge; (2) Azimifard et al.’s method [13] is based on AHP and TOPSIS, which can be applied to choose the best supplier. Their study used a software package to perform sensitivity analysis. Their future research focuses on considering the uncertainty of a human’s subjective judgments and recommends the use of grey system theory or fuzzy theory to tackle this challenge; and (3) Wang and Chen’s method [14] is based on a bi-objective analytic hierarchy process (AHP)—mixed integer nonlinear programming (MINLP)—genetic algorithm (GA) approach. Their method can be applied to choose the best supplier. However, the proposed methodology may be a bit complicated and difficult to be applied in practice. The superiorities of our explored method are summarized as follows: (1) it can offer a more flexible method to manage the changes in dynamic environments; and (2) it can reflect the interactive influence among criteria in the decision-making process.




7. Conclusions


This paper is a major extension of a preliminary conference paper [26] in the direction of evaluating supplier’s selection criteria with the following contributions: (1) this research is used to deal with problems which have dependent criteria; (2) the novel method is more suitable than the traditional AHP to solve problems with different degrees of effects among criteria; and (3) we demonstrate a numerical illustration to illustrate feasibility of the proposed method to suit real-world applications.



This research is the first effort in exploring AHP and rule base in the decision theory domain to improve the quality of the decision-making process. We proposed an inner dependence analysis dynamic decision-making framework to assist decision makers based on the regular function of a supplier selection system when criteria have inner dependences. However, the proposed methodology has the following limitations. First, as the size of the judgment matrix increases, it becomes more and more difficult to find the optimal decomposition result. Second, in order to have a more reliable result, future research can focus on considering the uncertainty of a human’s subjective judgments and use fuzzy theory to improve the quality of decision-making. This method does not consider the uncertainty of a human’s subjective judgments in the decision-making process. It is the nature of human beings to make decisions under uncertain circumstances [12,13,14]. Future research can investigate different methods for decomposing a judgment matrix, such as fuzzy AHP [28], Pythagorean fuzzy interactive weighted averaging [33,34,35,36], or Pythagorean fuzzy interactive weighted geometry [33,35,36], and the likelihood of them being more practical to use under uncertain circumstances.
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Figure 1. Dynamic AHP decision-making process. 
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Figure 2. Inner dependency-based decision making process. 
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Figure 3. An inner dependence analysis dynamic decision-making framework scenario. 
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Table 1. Paired comparison analysis.






Table 1. Paired comparison analysis.













	
	Criterion 1
	Criterion 2
	Criterion 3
	Geometric Mean
	Eigenvector





	Criterion 1
	1
	3
	    1 3    
	1.000
	1.000/3.871 = 0.258



	Criterion 2
	    1 3    
	1
	    1 5    
	0.405
	0.405/3.871 = 0.105



	Criterion 3
	3
	5
	1
	2.466
	2.466/3.871 = 0.637



	
	
	
	Sum
	3.871
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Table 2. Independent paired comparison analysis.






Table 2. Independent paired comparison analysis.













	
	Criterion 1
	Criterion 2
	Criterion 3
	Geometric Mean
	Eigenvector





	Criterion 1
	1
	3
	5
	2.466
	2.466/3.867 = 0.637



	Criterion 2
	    1 3    
	1
	2
	0.997
	0.997/3.867 = 0.258



	Criterion 3
	    1 5    
	    1 2    
	1
	0.404
	0.404/3.867 = 0.105



	
	
	
	Sum
	3.867
	    W 1 T  =  [  0.637 ,   0.258 ,   0.105  ]    
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Table 3. Criterion 1 inner-dependent paired comparison analysis.






Table 3. Criterion 1 inner-dependent paired comparison analysis.













	Criterion 1
	Criterion 1
	Criterion 2
	Criterion 3
	Geometric Mean
	Eigenvector





	Criterion 1
	1
	5
	7
	3.270
	3.270/4.419 = 0.740



	Criterion 2
	    1 5    
	1
	2
	0.737
	0.737/4.419 = 0.166



	Criterion 3
	    1 7    
	    1 2    
	1
	0.412
	0.412/4.419 = 0.094



	
	
	
	Sum
	4.419
	    W 2 T  =  [  0.740 ,   0.166 ,   0.094  ]    
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Table 4. Criterion 2 inner-dependent paired comparison analysis.
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	Criterion 2
	Criterion 1
	Criterion 2
	Criterion 3
	Geometric Mean
	Eigenvector





	Criterion 1
	1
	    1 3    
	2
	0.87
	0.87/3.8 = 0.230



	Criterion 2
	  3  
	1
	5
	2.47
	2.47/3.8 = 0.648



	Criterion 3
	    1 2    
	    1 5    
	1
	0.46
	0.46/3.8 = 0.122



	
	
	
	Sum
	3.80
	    W 3 T  =  [  0.230 ,   0.648 ,   0.122  ]    
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Table 5. Criterion 3 inner-dependent paired comparison analysis.
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	Criterion 3
	Criterion 1
	Criterion 2
	Criterion 3
	Geometric Mean
	Eigenvector





	Criterion 1
	1
	  2  
	    1 2    
	1.0
	1.0/3.5 = 0.286



	Criterion 2
	    1 2    
	1
	    1 4    
	0.5
	0.5/3.5 = 0.143



	Criterion 3
	  2  
	  4  
	1
	2.0
	2.0/3.5 = 0.571



	
	
	
	Sum
	3.5
	    W 4 T  =  [  0.286 ,   0.143 ,   0.571  ]    
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Table 6. Independent paired comparison analysis.
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	C1
	C2
	C3
	C4
	C5
	Geometric Mean
	Eigenvector





	C1
	1
	3
	2
	5
	7
	2.91
	2.91/6.68 = 0.44



	C2
	    1 3    
	1
	    1 2    
	2
	3
	1.00
	1.00/6.68 = 0.15



	C3
	    1 2    
	2
	1
	4
	6
	1.89
	1.89/6.68 = 0.28



	C4
	    1 5    
	    1 2    
	    1 4    
	1
	2
	0.55
	0.55/6.68 = 0.08



	C5
	    1 7    
	    1 3    
	    1 6    
	    1 2    
	1
	0.33
	0.33/6.68 = 0.05
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Table 7. Criterion 1 partial-dependent paired comparison analysis.






Table 7. Criterion 1 partial-dependent paired comparison analysis.














	
	C1
	C2
	C3
	C4
	Geometric Mean
	Eigenvector





	C1
	1
	    1 6    
	2
	    1 2    
	0.64
	0.640/5.82 = 0.110



	C2
	6
	1
	9
	3
	3.57
	0.737/5.82 = 0.613



	C3
	    1 2    
	    1 9    
	1
	    1 4    
	0.34
	0.412/5.82 = 0.058



	C4
	2
	    1 3    
	4
	1
	1.27
	1.270/5.82 = 0.218
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Table 8. Criterion 3 and Criterion 4 partial-dependent paired comparison analysis.
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	C3
	C4
	Geometric Mean
	Eigenvector





	C3
	1
	    1 5    
	0.45
	0.45/2.69 = 0.167



	C4
	5
	1
	2.24
	2.24/2.69 = 0.832
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Table 9. Original matrix and criteria ranking.
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	C1
	C2
	C3
	C4
	C5
	Weight
	Ranking





	C1
	1
	2
	4
	2
	2
	2.000
	1



	C2
	    1 2    
	1
	3
	1
	2
	1.246
	2



	C3
	    1 4    
	    1 3    
	1
	    1 2    
	    1 3    
	0.425
	5



	C4
	    1 2    
	1
	2
	1
	1
	1.000
	3



	C5
	    1 2    
	    1 2    
	3
	1
	1
	0.944
	4







Note 1: C1 = quality, C2 = delivery, C3 = location, C4 = relationship, C5 = price. Note 2: C.I. = 0.021 and C.R. = 0.018.
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