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Abstract: Exploring the spatiotemporal distribution of earthquake activity, especially earthquake
migration of fault systems, can greatly to understand the basic mechanics of earthquakes and the
assessment of earthquake risk. By establishing a three-dimensional strike-slip fault model, to derive
the stress response and fault slip along the fault under regional stress conditions. Our study helps to
create a long-term, complete earthquake catalog. We modelled Long-Short Term Memory (LSTM)
networks for pattern recognition of the synthetical earthquake catalog. The performance of the
models was compared using the mean-square error (MSE). Our results showed clearly the application
of LSTM showed a meaningful result of 0.08% in the MSE values. Our best model can predict the
time and magnitude of the earthquakes with a magnitude greater than Mw = 6.5 with a similar
clustering period. These results showed conclusively that applying LSTM in a spatiotemporal series
prediction provides a potential application in the study of earthquake mechanics and forecasting of
major earthquake events.

Keywords: long short-term memory networks; pattern recognition; earthquake catalog; physics-
based simulation

1. Introduction

Earthquakes are one of the most dangerous natural disasters. They not only cause
economic losses but also physical and psychological trauma. There are two main ways to
reduce losses: earthquake early warning (EEW) and earthquake rupture forecast (ERF) [1,2].
Nevertheless, predicting with a precise physical method is difficult and sometimes im-
possible [3]. The spatiotemporal distribution of earthquakes has a certain relationship
with the mechanical property, structure, and stress state of the Earth [4]. There are many
statistical studies [5–8] of earthquake catalogs, which found several laws of the earthquake
that are great achievements: the Omori formula, the modified Omori formula, and ETAS
models [5,9–14]. The ETAS model combines the Gutenberg–Richter law and the Omori
law. The Gutenberg–Richter (GR) Law gives the relation between the magnitude and the
frequency of occurrence, and the Omori Law gives the decay of aftershock activity with
time, but they are not sufficient for prediction of main shocks [15]. Earthquake catalogs
generally follow a power-law Poisson distribution [16–19]. This is significant because of

Sustainability 2021, 13, 4905. https://doi.org/10.3390/su13094905 https://www.mdpi.com/journal/sustainability

https://www.mdpi.com/journal/sustainability
https://www.mdpi.com
https://orcid.org/0000-0003-2684-5207
https://doi.org/10.3390/su13094905
https://doi.org/10.3390/su13094905
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3390/su13094905
https://www.mdpi.com/journal/sustainability
https://www.mdpi.com/article/10.3390/su13094905?type=check_update&version=2


Sustainability 2021, 13, 4905 2 of 13

the same probability of seismic events occurring per unit time, which happens to be one of
the reasons why it is difficult to predict the main shock.

Quantitative analysis of earthquake catalogs holds great promise for unveiling earth-
quake patterns and mechanical mechanisms. However, the earthquake catalogs obtained
through observation are usually incomplete. The complete aftershock earthquake sequence
is still main aim for sorting out earthquake events and discovering earthquake patterns.

After an earthquake occurs, the epicenter of the main shock is not necessarily the
extreme earthquake zone, and the areas where aftershocks are densely distributed on the
rupture surface are often the hardest-hit areas. In the first few days after the occurrence
of a severely destructive earthquake, it is essential to identify and locate quickly and
accurately the complete aftershock event sequence because of the complexity of the large
number of aftershocks, the short interval between earthquakes, and the serious intersection
of waveform-overlapping events [20,21]. The lack of aftershock records in earthquake
catalogs—as well as the lack of a certain proportion of the main shocks due to incomplete
historical records—has led to an incomplete time series of earthquake events.

Recent advances in numerical earthquake simulations has created new opportunities
to the above-mentioned problems. By establishing a three-dimensional fault model, solv-
ing the stress strain and slip-slide motion formed along the fault system under regional
tectonics stress can produce a long-term complete earthquake catalog, which contains infor-
mation of the location, time, magnitude, rupture position, displacement, stress, and strain.
Through pattern recognition of these earthquake catalogs, it is expected that predictions
can be made based on long-term earthquake catalogs.

In the age of big data, the rapid adaptation of machine learning methods has brought
unprecedented opportunities for seismology and earthquake research. Machine learning
methods represented by statistical learning and deep learning have shown their powerful
effectiveness in image recognition and natural language processing. This influence has also
been quickly replicated in the field of scientific research through classification, clustering,
pattern matching, prediction, etc. [22]. There are means for searching deeply into the basic
knowledge and theories behind Scientific Big-data [23,24]. This approach has been applied
in various sub-discipline of the earth sciences [25] and earthquake research [26], and they
have even been applied to geophysical inversion with success [27].

In the experimental research in this section, we have investigated the feasibility and
effectiveness of the machine learning method, the earthquake cycle catalog of the shear
stress of a single fracture for discovering the earthquake pattern. We then constructed
a three-dimensional visco-elastic-plastic finite element model, and simulated the long-
distance earthquake cycle of a single fault and calculated the stress evolution of the fault,
and used artificial neural networks (ANN) to learn and predict the earthquake pattern
of the generated earthquake catalog. The results showed clearly that we can use Long
Short-Term Memory (LTSM) networks to unveil the earthquake pattern that that can change
the period of earthquake clusters and quiescence. Finally, we even forecast earthquake
events whose magnitude Mw > 6. 5.

2. Geodynamic Simulation of Earthquakes
2.1. The Governing Equation and the Constitutive Relationship of the Model

The model solves the static force balance equation of the crust Equation (1):

∂σij

∂xj
+ ρgi= 0 (1)

where σij is the stress tensor (i, j = 1,2,3) and ρgi is the body force term.
The strain increment at each time increment of the model is Equation (2):

{dε} = {dεv}+ {dεe}+ {dεp} (2)
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where {dεv}, {dεe}, {dεp} denote the strain increment tensor of viscosity, elasticity, and
plasticity, respectively. The relationship between viscous and elastic strain is given by the
linear viscoelastic relationship of Maxwell body rheology, and the constitutive equation is
given by Equations (3) and (4):

{dεv} = [Q]−1{σt}dt = [Q]−1({σt−dt}+ {dσ})dt (3)

{dεe} = [D]−1{dσ} (4)

where {σt} is the stress increment tensor at time t, dt is the time step used in integration, [D]
is the elastic material matrix, and [Q] is the material matrix related to viscosity. Equations (5)
and (6):

[D] =
E

(1 + υ)(1 − 2υ)



1− υ υ υ 0 0 0
υ 1− υ υ 0 0 0
υ υ 1− υ 0 0 0
0 0 0 0.5−υ 0 0
0 0 0 0 0.5−υ 0
0 0 0 0 0 0.5−υ

 (5)

[Q]−1 =
1
η



1
3 − 1

6 − 1
6 0 0 0

− 1
6

1
3 − 1

6 0 0 0
− 1

6 − 1
6

1
3 0 0 0

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

 (6)

where η is the dynamic viscosity, E is the Young’s modulus, and υ is the Poisson’s ratio.
When the load reaches the material yield limit, the material begins to undergo plastic

deformation. The crust was set as elastoplastic material except the fault; fault embedded in
the crust was set as the strain-softening plastic material. We adopted the Drucker–Prager
plastic yield criterion Equations (7)–(9):

F(σ , c) = αI1 +
√

J2−β (7)

α =
2 sin ϕ√

3(3 + sin ϕ)
, β =

6C cos ϕ√
3(3 + sin ϕ)

(8)

σave =
−I1

3
=
−σii

3
,
√

J2 =

√
1
6
[(σ1 − σ2)

2 + (σ2 − σ3)
2 + (σ3 − σ1)

2] (9)

where I1 is the first invariant of the stress tensor, J2 is the second invariant of the deviatoric
stress tensor, α and β are the material constants related to C (cohesion) and ϕ (internal
friction angle), and σave is the average stress. Here, the extrusion stress is negative. In the
model, the plastic shear strain increment of the material is much larger than the plastic
volumetric strain increment [28], so we adopted the non-correlated flow law and took the
plastic potential function G as Equation (10):

G =
√

J2 (10)

The plastic strain increment is Equation (11):

{dεp}= dλ{∂G
∂σ
} (11)

where dλ is a non-negative scale factor.
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The constitutive equation of the three-dimensional viscoelastic material can be ex-
pressed as Equation (12):

{dσ} = ([
∼
D]− [Dp]){dε}+ {d

∼
σ} − {d ∼σp} (12)

The definition of visco-elasto-plastic rheology and other constitutive equations, and

other moments’ specific expression vectors and matrices ([
∼
D], [Dp], {d

∼
σ}, and {d ∼σp}), can

be found in Li et al. [29].

2.2. Numerical Simulation of the Earthquake Cycle

In the dynamic model, earthquakes can be simulated by strain-softening materi-
als [30,31]. We used the Drucker–Prager yield criterion to determine whether an earthquake
occurs on the fault. When the stress of the element on the fault does not reach the yield
limit σy0, that is, when F (σ, C) ≤ 0, it is in the inter-seismic loading state. With continuous
tectonic loading, the stress of the fault cell increases. When F (σ, C) = 0, the fault cell has
an earthquake. At this time, we reduced the cohesive force C of the fault cell to C-∆C (the
cohesive force with ∆C decreased), which resulted in the sudden instability of the fault
cell and produced a co-seismic slip. In this simulation, the cohesive force drop ∆C of the
fault was the typical value when the earthquake occurred [32]. For the co-seismic moment,
we gave a smaller time increment (1 second). When F (σ, C-∆C) = 0, the earthquake ends.
After the earthquake, the cohesion of the unstabilized fault cell immediately returned to
C from the C-∆C, and the time increment also returned to 10 years in the inter-seismic
loading period from 1 second in the co-seismic period. Therefore, the model entered the
post-seismic period of viscoelastic stress relaxation and the inter-seismic loading period of
the next earthquake, and so on. This process can be repeated, from which we can model
the earthquake cycle.

2.3. Settings of the Fault Model

The mid-lower crust and the upper mantle model has a depth of 100 km (Figure 1a).
We used a fault element with a width of 2 km to simulate the fault with a dip angle of 90
degrees; the fault depth was a 20 km fault, and the element was a special kind of element
with strain-softening elasto-plasticity (Figure 1b). There was a crust on the outside over the
fault simulation elastoplastic material, and the lower crust and upper mantle is modelled
by the Maxwell’s rheology viscosity [30,33] (The model is modified from [34]). The main
material of the model parameters is listed in Table 1.

Table 1. Material parameters of the finite element model.

Young’s
Modulus (Pa)

Poisson’s
Ratio

Viscosity
Coefficient (Pa/s)

Cohesion
(Pa)

Internal
Friction Angle

Coefficient of
Friction

Fault 8.75 × 1010 0.25 — 20.0 × 106 5◦ 0.3

Upper crust 8.75 × 1010 0.25 — 30.0 × 106 20◦ —

Lower crust and
upper mantle 1.10 × 1011 0.25 2.0 × 1020 — — —

The velocity boundary conditions are shown in Figure 1. One boundary in the y
direction was fixed, and the slip-rate of the other boundary was 10 cm/yr; the velocity did
not change through the depths. It was assumed that there is no difference in the movement
velocity of the upper crust, the middle and lower crust, and the upper mantle [35]; this
assumption was also adopted in previous numerical simulation studies [36,37]. The bottom
boundary of the model had a fixed normal displacement but free tangential displacement.
The surface of the model was a free boundary.
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We used a three-dimensional visco-elastic-plastic finite element parallel program for
calculation. Studies using this program have been published in multiple papers, and the
reliability of the program has been verified [29,30,33,38,39].

2.4. Analysis of the Synthesis Result

We ran the model a quasi-steady state after integrating for about 100,000 years
(Figure 2a–c) until the regional stress patterns stabilized and the stress fluctuated around
the background stress field as the result of earthquakes (modified from [34]). The predicted
background stress was validated by its consistency with the regional stress field indicated
by earthquake focal mechanisms [30]. In this state, the corresponding model stress field is
called the background stress field, which reflects that the fault and the upper crust are in a
critical plastic yielding state (Figure 2a–c). Then, fault failure led to stress reduction (Figure
2a,b), and the upper crust had a corresponding change in stress (Figure 2c). We observed
that, after a modelled time of about 10,000 years, the stress on the fault plane (Figure 2a,b)
and the upper crust (Figure 2c) had reached the steady state. This can be approximately
regarded as the result of long-term tectonic movement or deformation of the crust. Our
simulation of the steady-state background stress field is different from many previous
numerical simulation studies, which did not simulate the steady-state background stress
field but instead simply assumed a background stress field or an accumulated background
stress field loaded by the boundary for a certain period [40,41]. We analyzed the simulation
results after the model entered a steady-state loading state and generated a steady-state
background stress field (see Figures 3 and 4).
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(c) 

 
Figure 2. Stress evolution. The model reached a steady-state deformation after 100,000 years (modified from [34]). (a) stress
evolution at point A on the fault surface (point A has a depth of 10 km in the fault, see Figure 1); (b) The green curve is the
shear stress on the vertical fault plane, zooming in of segment in black dash-line from (a). (c) stress evolution at point B on
the fault surface (point B has a depth of 10 km in the upper crust outside the fault, see Figure 1).

 

3 

Figure 3. The model calculated the earthquake activity on the fault. The horizontal axis is time, and
the vertical axis is the magnitude of the earthquakes. We intercepted the data between 120,000–160,000
years when the model had entered a steady-state load time.
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Figure 4. Earthquake events between 130,000–140,000 years.

3. LSTM Modeling

LSTM is a time-recurrent neural network (RNN) [42,43]. Its emergence is to mitigate a
weakness of RNN. The native RNN often encounters a vanishing gradient problem, that
is, the nodes in the later time will have information attenuation, so that the long-term
sequence cannot be transmitted, and the neural network is too deep to be trained. [44]
conducted an in-depth study on this problem, and they found some fundamental reasons
that make it difficult to train RNN. The LSTM network has memory because of the existence
of connections between neural networks at different points in time, rather than the presence
of feedforward or feedback in the network at a single point in time [45]. Therefore, we
used LSTM modeling for the earthquake time series. Deep neural networks (DNNs) are
highly suitable for processing big data. However, DNNs having many parameters are
susceptible to overfitting problems, especially when the data is incomplete. Therefore, a
drop-out technique can be adapted to provide an effective regularization method to avoid
this problem [46,47]. The most important idea of the drop-out mechanism is that, in each
training iteration, when the neural network updates a certain layer, it will randomly not
update this layer or discard some neurons (based on the probability p). This means that
part of the neural networks was sampled to be trained at this time in training iterations. In
each training iteration, different parts of the network were sampled and trained. Based on
the drop-out mechanism, neurons’ weights learned by back-propagation become a little
insensitive to other neurons’ weights. Thus, the drop-out mechanism helps to prevent too
much dependence on certain neurons of the network layer and reduces co-adaptability
of neurons. During the test, all neurons of the network are kept (when drop-out is not
used), but the activation rate is scaled by p (the drop-out probability). In view of the
limited earthquake catalog, we wanted to discover the pattern of historical earthquakes
and predict the event time and seismic moment magnitude of a certain earthquake inside
the pre-earthquake data. The drop-out mechanism provided this possibility.

3.1. Data Preparation and Model Setting

The original data is a time series of earthquake events that enter the steady-state
loading state obtained by geodynamic simulation. For ease of calculation, the event time
and magnitude of earthquakes were normalized, and the pre-processed data was divided
into a training dataset (67%) and a test dataset (33%).

In this work, we used historical earthquake data to predict the occurrence time and
the magnitude of future earthquake events. For the current earthquake, events were quasi-
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periodic and related to the foreshock sequence. The time series forecast was classified as a
regression problem. The input data was first put into the LSTM layer. The input-gate of the
LSTM layer recombined the input data and decided which input data is important; this
process is like principal component analysis (PCA). The LSTM layer can retain previous
information, which helps improve the model’s ability to learn time series data. However,
the structure of the model had some limitations. First, the initial parameters of the model
affect the result. In addition, even though the LSTM layer has a strong ability to learn a
time series, its fitting ability may be insufficient. Therefore, a fully-connected-layer was
added on top of a single LSTM layer to promote learning ability. In addition, the drop-out
was set on the LSTM layer to prevent overfitting.

3.2. Model Parameters

According to the magnitude of the earthquakes, the hidden layers disposed 100
neurons, and the output layer set 1 neuron (as a regression problem). The input variable
was a time step (t−1) feature. The training used the adaptive momentum estimation
algorithm (Adam) as the optimizer. The validation_data parameter was used in the fit
function for recording the losses of the training dataset and the test dataset.

3.3. Model Validation

The mean-square error (MSE) was adopted as a loss function to evaluate the accuracy
of the output results of the prediction model. RMSE is defined as Equation (13):

MSE =
1
N ∑i=1

N (yi − ŷi)
2 (13)

where N is the length of the input data; yi is the observation value in time i; and ŷi is the
predicted value in time i.

The parameters and results of the evaluation are shown in Table 2.

Table 2. LSTM model parameters.

NO Training Data (%) Test Data (%) Units in Cell Epochs Look_Back MSE

1 70 30 100 200 10 0.08

2 70 30 100 400 10 0.09

3 70 30 100 400 50 0.11

4 70 30 100 400 3 0.08

Look_back is the time steps required to predict the next step; that is, LSTM considered
that each input data is related to how many successively input data were previously
input. Quasi-periodic earthquake events whose magnitudes were larger than an Mw
of 6.5 could be learned in only 10 look_back windows in the earthquake time series.
It is shown, in Figure 5a, that when window = 50 or 3, over-fitting and under-fitting
occurred. The accuracy of prediction is shown in the MSE column (Table 1). Because of the
different parameters used in the model training, the accuracy of different LSTM time series
prediction models was different, but all met the requirements of earthquake magnitude
prediction. After the output layer deformalized the results of the prediction output of the
LSTM network and compared them to original data, we found that a look_back value of
10 was sufficient for good fit to the data and prediction (Figure 5b). Meanwhile, too many
iterations led to over-fitting, and, therefore, poor prediction (epochs = 400).

We chose lookback = 10 and epochs = 200 as the final model parameters. The training
and testing (prediction) results are shown in Figure 5b. It can be found from the comparison
that the magnitude of earthquake events less than a Mw of 6.5 are not well fit and that
the smaller magnitude the worse the fitting. However, magnitudes greater than an Mw
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of 6.5 could be successfully predicted. It was shown that smaller earthquakes, especially
inter-seismic ones, occur more randomly (Figure 5b).

4. Discussion

We demonstrate from Figure 5 that the aftershock sequence pattern within a short
period of time after the occurrence of a major earthquake can be well reproduced, and
the shorter the period of the major earthquake, the better the prediction. However, the
characteristics of a long inter-seismic sequence, especially when the stress release is large
(a quiet period after a large earthquake), make it difficult to capture the seismic pattern.
Regardless of the relative magnitude accuracy, the LSTM model is more sensitive and
effective for time accuracy as a regression model, and the time parameter may correspond
to the stress accumulation and release of a single strike-slip fault under the regional
shear stress. We did not further tune and refine the LSTM model as this study case only
considered one strike-slip fault and we did not add the rupture elements information in
the geodynamic model to predict the location of the earthquakes. In this case, the LSTM
model for earthquake prediction was a heuristic as a machine learning method test. In
order to make the method more general for predicting the time, location, and magnitude of
earthquakes, we must introduce a simulation based on the fault system model. In fact, there
are many dependent factors for earthquake events. For example, they include the slip-rate
of the fault, which is time-dependent and varies throughout the earthquake cycles. Other
factors are: the fault geometry, the friction coefficient, regional loading conditions, etc.

 

4 

 
(a) Results comparison and evaluation. 

 
 
 
  

Figure 5. Cont.
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5. Conclusions

With the help of machine learning we can use quantitative analysis of complete
earthquake catalogs to reveal earthquake patterns and mechanical mechanisms. We have
proposed here a LSTM model to solve this problem by synthesizing a complete earthquake
catalog based on geodynamic simulation of a three-dimensional finite element fault model
for more than 100,000 years. We also showed that the LSTM neural network model
produced a meaningful result in time series prediction. Such a technique can be a method
to quantify the earthquake cycle for prediction of earthquake events in the future.

As the model validation showed, the magnitude of earthquake events less than a
Mw of 6.5 are not well-fit, and the smaller magnitude the worse fitting, indicating that
smaller earthquakes, especially inter-seismic ones, occur more randomly. The application
of the LSTM model showed a meaningful result of 0.08% in the MSE values. A successful
prediction of the main shock being greater than an MW of 6.5 was obtained by the LSTM
prediction model. Although, there were still errors in the prediction of the absolute
magnitude value; the LSTM model was extremely sensitive to the time of earthquakes,
which proves the prediction efficiency of the LSTM network.

However, while the time series of the single strike-slip fault earthquake catalog was
tested for prediction, in the future, analysis of other factors, such as location, strain-stress,
etc., of the earthquake catalog should be further applied to validate various machine
learning methods to identify earthquake patterns. It is also necessary to test more variables
on fault systems that are closer to real situations. Our research will continue to maximize
the prediction performance of deep learning models by setting more complicated fault
system models and optimizing models, while applying new algorithms and adding other
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variables that have causality with earthquake events. All these future efforts will require
more high-performance computing, potentially over the cloud.
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