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Abstract

:

The literature discussing the concepts, technologies, and ICT-based urban innovation approaches of smart cities has been growing, along with initiatives from cities all over the world that are competing to improve their services and become smart and sustainable. However, current studies that provide a comprehensive understanding and reveal smart and sustainable city research trends and characteristics are still lacking. Meanwhile, policymakers and practitioners alike need to pursue progressive development. In response to this shortcoming, this research offers content analysis studies based on topic modeling approaches to capture the evolution and characteristics of topics in the scientific literature on smart and sustainable city research. More importantly, a novel topic-detecting algorithm based on the deep learning and clustering techniques, namely deep autoencoders-based fuzzy C-means (DFCM), is introduced for analyzing the research topic trend. The topics generated by this proposed algorithm have relatively higher coherence values than those generated by previously used topic detection methods, namely non-negative matrix factorization (NMF), latent Dirichlet allocation (LDA), and eigenspace-based fuzzy C-means (EFCM). The 30 main topics that appeared in topic modeling with the DFCM algorithm were classified into six groups (technology, energy, environment, transportation, e-governance, and human capital and welfare) that characterize the six dimensions of smart, sustainable city research.
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1. Introduction


The increasing number of scholarly books, articles, and other publications on smart cities shows the topic’s emergence as a research domain. A city is a center of population, commerce, and culture with its own government and administration. Cities must develop strategic plans to define the path of innovation and must prioritize the essential aspects of building smart, sustainable cities. The current coronavirus disease 2019 (COVID-19) pandemic has made cities practice smart governance to overcome a crisis that has shaken their stability in various areas. Big cities should broaden their views, avoid short-term planning, and innovate more frequently to improve their services’ quality and efficiency. Moreover, they must consider all social factors and actors and ensure that the public and businesses are involved [1]. The concept of a sustainable smart city as a means to improve citizens’ quality of life is becoming necessary and relevant for both decision-makers and academics. Evolving research interests, the quick transition of research topics, and a broad coverage make the field of smart, sustainable cities attractive in trend studies.



Analyzing technological trends has always been challenging. A trend is the general tendency of a set of data to change [2], and trend analysis is the process of capturing the history and current state of data to predict the future. Scientific and technological information is disseminated through literature such as scientific papers, technical reports, and patents. Therefore, the analysis of the scientific literature to identify trends and topics that emerge in the fields of science and technology has become more important than ever.



The methods for identifying research topic trends can be broadly divided into qualitative methods (such as evaluation by experts, the Delphi method, and literature reviews) and quantitative methods (such as bibliometrics and machine-learning techniques). Qualitative techniques to extract significant results from large amounts of data tend to be costly and time consuming. They also invite the possibility of bias as the researchers’ subjective opinions or values may be reflected in the research. Moreover, the objective evaluation of a field covering a wide range of research topics for several decades can be a daunting task even for top experts in the field [3].



In recent years, meanwhile, data science and machine learning have developed rapidly and have been applied in various fields, such as health [4,5,6], education [7,8], transportation [9,10], tourism [11,12], energy [13,14], economics [15], and government [16]. Because of the tremendous growth of digital collections in recent times, machine learning has become a useful method for analyzing unstructured data. Due to rapid advances in computer science and machine learning, various algorithms have been proposed to help researchers confidently deduce information and hidden patterns from text, particularly in scientific publications. Topic modeling is one machine-learning technique for topic detection. A topic model provides a way to identify the hidden thematic structure and topics in extensive text collections based on the terms contained in each record. It can be used to automate the process of discovering topics in digital documents for document clustering and classification, and can be applied in lexicography-oriented tasks to discover new meanings of words [17]. Beyond these applications, previous works have used topic modeling for various other tasks, such as the detection of unique and trending topics in newspapers or social media to reveal common social trends [18,19,20] and the analysis of business reports and other documents to modify business objectives and improve services [21,22]. It has also been used for malware detection [23], recommender systems [24,25], and summarization [26,27]. In a similar vein, topic modeling has been widely used to uncover research trends and innovation in various fields by analyzing scientific publications and patents [28,29,30,31,32,33,34,35].



The most widely used text-mining algorithms for detecting research topic trends are latent Dirichlet allocation (LDA) [28,36,37,38,39], clustering based methods [40,41,42,43], and non-negative matrix factorization (NMF) [44,45,46]. Although machine-learning techniques have been widely used for topic detection in scientific articles, conventional machine-learning methods have a limited ability to process raw data [47]. Meanwhile, deep learning is known for its automatic learning capabilities, specifically learning high-level abstraction through a hierarchical architecture [48]. Deep learning is a representation-learning method that allows machines to fill in raw data and automatically find the representation needed for detection or classification. Deep learning consists of multiple representation levels or layers obtained from a simple but nonlinear module arrangement that, starting from raw data input, transforms data into a representation at a higher and slightly more abstract level [47].



Deep learning is a powerful, state-of-the-art machine-learning technique that learns from multiple layers, which are representations or features of data, to make predictions [49]. Along with its application in various domains, deep learning is becoming the primary machine-learning technique for processing unstructured data, such as images or text [50]. So far, deep learning has not been employed to identify trends in research topics. Therefore, this study introduces a new algorithm based on deep learning and fuzzy clustering, termed deep autoencoders-based fuzzy C-means (DFCM) [51], to analyze the intellectual structure of scientific publications. The study aims to:




	
examine the performance of a novel method based on deep learning and fuzzy C-means clustering in analyzing the research topic trend;



	
determine and analyze the current major research themes and gaps, focusing on smart, sustainable cities; and



	
synthesize an understanding of the smart, sustainable city concept and characteristics.








This study shows that the proposed new method, based on deep learning and clustering to identify research topic trends, performs well and even outperforms other standard topic-modeling algorithms. Topic modeling with this algorithm captured topics that have emerged in smart and sustainable city research during the period 1990–July 2020.



The remainder of this paper is structured as follows. Section 2 discusses previous work and how this paper differs from it. Section 3 describes the concept and model of smart, sustainable cities as well as labels related to the smart, sustainable city. Section 4 explains the DFCM algorithm, and the materials and methods are described in Section 5. Section 6 summarizes the analysis results, and Section 7 presents the discussion. Section 8 notes the limitations of this work and possible directions for future research. Finally, the conclusions are given in Section 9.




2. Literature Review


Previous studies related to topic analysis in the field of the smart and sustainable city are summarized in Table 1 below.



It is both attractive and essential to explore, map, and understand how topics in academic publications evolve. As seen in Table 1, most topic analysis studies in scientific publications related to smart and sustainable cities have used the bibliometrics method [52,53,54,55,56,57,58]. Other methods used in previous studies include topic modeling [59] and systematic literature reviews [60].



This research was conducted to study the concepts and categories related to smart, sustainable cities and to find the dominant topics in smart, sustainable city research by analyzing scientific publications using a novel deep-learning–based topic-detection algorithm. The method used in this study is a novel approach that has never before been applied to similar studies.



Topic detection is the process of analyzing words in textual datasets to find hidden topics. The two most popular standard methods for topic detection are LDA, which uses a probabilistic approach, and NMF, which uses a matrix decomposition approach [61,62,63,64]. In addition to these two approaches, clustering-based topic detection methods are also widely used [43,65,66,67]. The clustering method has an advantage compared to the previous two techniques. It can process data with a negative representation, making it possible to combine it with dimensional reduction or representation learning [51]. The combination of dimensional method reduction with clustering can solve the sparsity problem [43] and significantly reduce computation time [68]. Topic detection for forecasting technology, among others, is done by a combination method of dimensional reduction approaches with clustering, namely singular value decomposition (SVD) and principal component analysis (PCA) with k-means [43]. Moreover, a combination of SVD and k-means was used for topic detection on Twitter [68].



The clustering method will classify documents or textual data based on similarity in topics so that the centroid or cluster center can be interpreted as a topic [41,69,70]. Clustering algorithms can be classified into two types: hard clustering and soft clustering [71]. Hard clustering maps each data point to exactly one cluster. On the other hand, in the soft clustering method, each data point can be a member of many clusters with a certain probability [72]. K-means is one of the most popular hard clustering algorithms because of its simplicity and efficiency [73]. The k-means algorithm groups textual data or documents into k clusters, where each cluster represents one topic. In hard clustering, it is assumed that one document has only one topic because one document can only be a member of exactly one cluster [69]. The assumption that a document has only one topic is weak, considering that generally, a document consists of a mixture of several topics. This assumption is also different from topic detection with LDA and NMF, which assume that each textual datum is a mixture of several topics [51,74]. A document can be grouped into several clusters with a certain degree of membership using the soft clustering method, which can be interpreted as having several topics. Therefore, one of the most popular soft clustering algorithms, fuzzy c-means (FCM) [75], is considered as the basis for the topic detection method [40,69,74,76].



However, the FCM algorithm has a weakness: it can only work well on low-dimensional data [77]. Meanwhile, textual data are data with high dimensions. For data with high dimensions, randomized initialization will cause FCM to tend to group data into one cluster or converge to a single-center known as the center of gravity of the entire data text [77]. Therefore, in high-dimensional textual data, FCM will only produce one centroid or one topic. To overcome this problem, FCM needs to be combined with dimensional reduction techniques such as SVD. The fuzzy clustering process is conducted after the data is transformed into lower eigenspace using the SVD technique. This method of combining SVD with FCM is known as eigenspace-based fuzzy c-means (EFCM) [40]. Previous studies have shown that the EFCM performance regarding the topic recall and interpretation in topic detection in several datasets is between LDA and NMF [74].



Currently, deep learning is known as a powerful technique in processing extensive data. The study of combining deep learning with clustering has also been an active research area [78,79,80,81,82]. However, most of the clustering techniques used in this combined approach of deep learning and clustering are hard clustering and research that combines deep learning with soft clustering is still rare. Therefore, a novel topic detection algorithm based on deep learning and fuzzy clustering is introduced in this study. Moreover, this algorithm’s performance in topic detection from the scientific publication dataset is examined and compared with the performance of LDA, NMF, and EFCM. The adoption of deep autoencoder (DAE) as a representation learning method and dimensional reduction combined with fuzzy c-means is expected to improve the EFCM algorithm’s performance in terms of topic coherence.




3. Smart and Sustainable City Concept and Models


3.1. Smart Sustainable City Concepts


Initiatives to realize urban infrastructure and services to create better environmental, social, and economic conditions and increase cities’ attractiveness and competitiveness have been pursued in recent decades. The emergence of various city concepts and categories such as green cities, digital cities, intelligent cities, resilient cities, and others in the policy discourse reflects this development [55]. Among those city types and concepts, the most persistent and eminent are smart cities and sustainable cities [54].



In general, these concepts indicate the desired aspects and characteristics of a city. Table 2 shows the concepts and types of the cities and their definitions. The city categories are not interchangeable as they have significant conceptual differences, even though the categories are related. The sustainable city is one of the most frequently emerging city concepts, which can be considered an umbrella term covering the ecological, economic, and social dimensions of the pillars of sustainable development. Meanwhile, the smart city concept that emphasizes information and communication technology to provide high-quality services and community empowerment has also received increasing attention recently [55].



The combination of smart and sustainable concepts for a city has recently become a new concept and is increasingly used in the scientific literature [97,98,99,100,101,102,103]. A city can be sustainable without being smart. Likewise, smart technology can be used without paying attention to sustainable development [97]. However, a city cannot be truly smart without being sustainable [104]. The concept of a smart sustainable city emerged when information and communication technologies applied for urban sustainability [97]. Höjer and Wangel [105] define a smart sustainable city based on the Brundtland [106] concept, as follows:



“A Smart Sustainable City is a city that meets the needs of its present inhabitants; without compromising the ability for other people or future generations to meet their needs, and thus, does not exceed local or planetary environmental limitations; and where this is supported by ICT.”




3.2. The Dimensions of a Smart and Sustainable City


Smart sustainable cities have lately evolved to represent multidisciplinary interests [107]; the concepts of smart cities and sustainable cities are themselves the result of evolution from other types of cities such as knowledge-based cities, intelligent cities, digital cities, and other more complex models [108]. The coverage of smart and sustainable indicators in several city models is represented as the dimensions of smart and sustainable cities. Experts use various terms to describe a smart and sustainable city’s coverage and aspects, including dimensions, components, areas, elements, and pillars. Table 3 shows the smart city dimensions, while Table 4 presents the sustainable city’s dimensions from various sources.





4. Topic Model Algorithms


4.1. Clustering and Deep Learning for Topic Detect


A topic is the primary idea, subject, or theme of a discussion, conversation, or text data. It can also be defined as a set of words that tend to convey similar or related context. A topic may have different granularity, such as in a sentence, paragraph, article, or all digital library collections [116]. A topic model is a type of algorithm that aims to identify the hidden thematic structure in extensive text collections. Topic models have received much attention from researchers since they were first proposed. Despite this model initially focusing on text mining and information retrieval, it has been successfully applied for analyzing various type of data sources, including videos and images [117]. Many topic modeling algorithms have been developed and implemented to obtain topic models from document collections, including non-negative matrix factorization (NMF) [44,45,46], latent Dirichlet allocation (LDA) [28,36,37,38,39], and clustering-based methods [40,41,42,43].



This paper introduces a new method for topic detection, which is a combination of clustering and deep learning methods. The clustering method classifies text data that have similar and related topics into clusters. The center or centroid of each group represents the topic. The clustering method used in this study is fuzzy c-means (FCM) [75]. In general, FCM works well for low-dimensional data but fails to address high-dimensional textual data. FCM has poor performance in high-dimensional data because all the centroids resulting from the clustering process run to the dataset’s center point. As a consequence, the clustering results converge to the same cluster (center of gravity) [77]. One of the ways to overcome this problem is to transform text data into a lower dimension. In previous studies, dimension reduction was carried out using the truncated singular value decomposition (SVD) method [40,69,74,76]. Fuzzy c-means processing on reduced data dimensions, i.e., eigenspace using the truncated SVD method, is known as eigenspace-based FCM (EFCM) [40].



Deep learning is a machine learning technique suitable for processing extensive data with high accuracy [118], which allows computational models consisting of several layers of processing to study data representations with various abstraction levels [47]. One of the deep learning architectures representing data in low dimensions is deep autoencoders (DAE) [80]. In this study, DAE is used as a data reduction method to overcome weaknesses and develop FCM performance in topic detection. This novel method is called deep autoencoders-based fuzzy c-means (DFCM).



4.1.1. Fuzzy C-Means


Fuzzy c-means is a clustering algorithm that aims to partition data points into clusters, where each member in the clusters has a minimal distance to the center of the cluster (centroids). Clustering with FCM allows each data point to have a certain degree of membership in multiple clusters so that FCM is classified in the soft clustering algorithm. In this algorithm, one data point updates many centroids based on their membership in the cluster [74].



Suppose   A = {  a 1  ,    a 2  ,   … ,    a n   } is a set of data, where n is the number of data points, and   μ =    {   μ 1  ,   μ ,   … ,    μ c   }    is a set of centroids or centers of the clusters, where c is the number of clusters and   c   ≥ 2  . Each data point’s cumulative weighted distance to the centroids can be expressed as an objective function (J):


  J  (  U , Q , A , c , z  )  =     ∑  i c    ∑  k n     (   u  i k    )   w    ∥  a k  −    μ i  ∥   2  ,  



(1)




where  z  is a fuzzification constant (  z > 1  ),   U = [  u  i k   ]   is a membership matrix, and    u  i k     is the membership value of data point    a k    in cluster  i  representing the inverse of the distance between the kth data point and the ith centroid. The membership values have some constraints:


  0   ≤  u  i k   ≤ 1  



(2)






    ∑   i = 1  c   u  i k   = 1 ,   k = 1 , 2 , … ,   n  



(3)






  0   ≤   ∑   k = 1  n   u  i k   ≤ n   ,   i = 1 , 2 , … ,   c .  



(4)







Based on the Lagrange multiplier theory, the Lagrange function of J in Equation (1) can be formed as follows:


  L =     ∑  i c    ∑  k n     (   u  i k    )   z    ∥  a k  −    μ i  ∥   2  +   λ    (    ∑   i = 1  c   (   u  i k    )  − 1  )  ,  



(5)




where λ is a Lagrange multiplier. The optimum condition of the objective function can be achieved if    u  i k     and    μ i    are optimal. The optimal    u  i k     and    μ i    values are obtained by differentiating the Lagrange J function for each parameter iteratively, where the differentiation equation is set to 0. The value of    u  i k     in each iteration is:


   u  i k   =      (   λ  z ∥  a k  −    μ i  ∥   2     )     1  z − 1     ,  



(6)




while the value of    μ i    is:


   μ i  =       ∑   k = 1  n   (     (   u  i k    )   z     a k   )      ∑   k = 1  n     (   u  i k    )   z    .  



(7)







These two optimization steps are iterated until the termination criteria are reached—for example, the maximum number of iterations, and insignificant changes to the objective function J, membership    u  i k    , or centroid.



The fuzzy c-means algorithm is described in more detail in Algorithm 1.








	Algorithm 1 Fuzzy c-means



	Input: A, c, z, max iteration number (T), error threshold (ε)

Output:    u  i k    ,    μ i   

	 1.

	
Set   t = 0  




	 2.

	
Initialize    μ i   




	 3.

	
Update   t = t + 1  




	 4.

	
Compute    u  i k    




	 5.

	
Compute    μ i   




	 6.

	
If a stopping criterion, i.e.,   t > T   or   ∥  J t  −  J  t − 1   ∥ <   ϵ  , is fulfilled then stop; otherwise, go back to step 3.













4.1.2. Deep Autoencoders (DAE)


A deep autoencoder is a form of deep neural network that functions to reduce the dimensions of the dataset [119]. DAE uses a deep neural network architecture (DNN) to build the model and has a processing layer like DNN, namely an input layer, hidden layer, and output layer. In DAE architecture, the number of neurons in the output layer is equal to the neurons’ number in the input layer. This means that DAE uses the input data feature as the target. Moreover, DAE models with at least one hidden layer with fewer neutrons than the input layer can be used to predict the input data itself and study the data more concisely by storing as much information as possible, even though the number of neurons in the hidden layer is reduced. Thus, data features can be represented on a lower dimension.



DAE architecture consists of three components, namely the encoder, code, and decoder. The encoder consists of layers that are used to transform the input data to lower dimensions. Furthermore, the code section is the part that has a hidden bottleneck layer—that is, a layer that has fewer neurons than the input layer and which represents the data in the lowest dimension. The decoder section consists of layers whose structure is symmetrical to the encoder section and is used to transform data back from the lower dimensions to the original dimensions (the same dimensions as the input data). The decoder’s architecture is symmetrical with the encoder’s part because the complexity (the number of layers and neurons) required for the decoder to return the data to its original dimension is equal to the complexity required for the encoder to represent data at low dimensions.



One method of constructing DAE is to use greedy-layer-wise pretraining to build the layers, where each layer is constructed by denoising autoencoder [120]. A denoising autoencoder is a modified autoencoder to reconstruct deliberately tampered inputs to get a more robust and stable representation of data at low dimensions.



Suppose   A = {  a 1  ,    a 2  ,   … ,    a N   } is a set of textual data, with    a i  ∈  ℛ   D x    ,   ∀ i = 1 , 2 ,   … ,   N  . The denoising autoencoder, which consists of two layers, can be notated as follows:


    a ˜  i  ~   d r o p o u  t 1   (   a i   )   



(8)






   h i  =  f 1   (    a ˜  i  ,    w 1   )   



(9)






    h ˜  i  ~   d r o p o u  t 2   (   h i   )   



(10)






   y i  =  f 2   (    h ˜  i  ,    w 2   )  ,  



(11)




where    w 1    and    w 2    are the weights,    f 1    and f2 are the activation functions, and dropout1() and dropout2() are methods for randomly ignoring multiple numbers of neuron output during training. A loss function is a quantity that training attempts to minimize [121]. Training or learning in deep autoencoders can be interpreted as an optimization process to find a combination of model parameters that minimize the loss function   ℒ  (  a , w  )    for a specific set of training data samples,    a i   , and an appropriate target,    y i   . There are many types of loss function, but the two most commonly used are mean squared error (MSE) and cross entropy [122]. In this study, MSE is used as a loss function to solve real value quantity prediction problems. MSE can be calculated as the average of the squared differences between the actual and expected output as follows [123].


  ℒ  (  a , w  )  =    1 N      ∑   n = 1  N     (   y i  −  a i   )   2   



(12)







In the next process,    h i    is used as input data for the next layer. The appropriate autoencoder weight is obtained by training each denoising encoder. The next stage is to retrain the autoencoder to minimize reconstruction loss for all layers.



The DAE learning process is further explained in Algorithm 2.








	Algorithm 2 Deep Autoencoders Model Learning



	Input: Data A, the number of neurons of code p, the number of the autoencoder’s layers m

Output: encoder (w), decoder (w)

	
autoencoder (p) initialization.



	
   h n   ( 0 )    =  x n   



	
FOR i = 1 to m



	
Fitting the denoising encoder’s i-th layer:



	
deAutoencoder (   w   ( i )     ),    w   ( i )    =   min  w  ℒ  (   h n   (  i − 1  )    , w  )  ,   ∀ n    



	
   h n   ( i )    = d e E n c o d e r  (   h n   (  i − 1  )     )  ,   ∀ n  



	
The autoencoder weight corresponds to the weight obtained from denoising autoencoder initialized: autoencoder (   (  w  ( i )   , )  ,   ∀ i  



	
Retraining the autoencoder autoencoder ( w ),   w =   min  w  ℒ  (   x n  , w  )  ,   ∀ n  












4.1.3. Deep Autoencoders-Based Fuzzy C-Means


Deep autoencoders-based fuzzy c-means (DFCM) [51] is the application of FCM by first doing dimensional reduction using DAE. Suppose we have a dataset A =    {   a 1  ,    a 2  ,   … ,    a N   }     where    a i  ∈    R   D x     ,   ∀ i = 1 , 2 ,   … N  , and p is the dimensions of the code (new data representation). The process begins with DAE learning, starting from the encoder to the decoder. The transformation of the data into a new data representation with a lower dimension is performed using the encoder. The transformation process is notated as follows:


   A ˜  = e n c o d e r  (  A , p  )  .  



(13)







Suppose the dataset that has been reduced in dimension is as follows:    {   ã 1  ,    ã 2  ,   … ,  ã N   }    where    ã  i     ∈    R   D z     ,   ∀ i = 1 , 2 ,   … N  , and c is the number of clusters. Clustering with FCM can now be performed on reduced dimensional datasets. The clustering process with FCM produces centroids, which are the centers of the clusters. The process to get the centroid from each cluster is as follows:


    μ ˜  i  = F C M  (   A ˜  , c , z , T , ε  )  .  



(14)







Let    {    μ ˜  1  ,     μ ˜  2  ,   … ,     μ ˜  c   }    be the centroids, where     μ ˜   i     ∈    R   D z     ,   ∀ i = 1 , 2 ,   … ,   c  , and c is the number of clusters. These centroids are the representation of the topics. However, the centroids that represent the topic in this low dimension have no meaning. These centroids will become meaningful if transformed back into their original dimensions. Therefore, it is necessary to transform centroids from the low dimension to the initial dimension by utilizing the layers of the decoder portion of the DAE, as follows:


   μ i  = max  (  0 , d e c o d e r  (    μ ˜  i   )   )  .  



(15)







Centroids in the initial dimensions obtained from the transformation process are    {   μ 1  ,   μ ,   … ,    μ c   }   , where    μ  i     ∈    R   D z     ,   ∀ i = 1 , 2 ,   … ,   c  , and max() is a function that delivers a maximum value between 0 and each element of   d e c o d e r  (    μ ˜  i   )   . Centroids in the original dimension can now be understood as topics from a dataset. The whole process is described in more detail in Figure 1 and Algorithm 3.





	Algorithm 3 Deep Autoencoders-Based Fuzzy C-means [51]



	Input:

Data A    {   a 1  ,      a 2  ,   … ,    a N   }   ,

DAE parameters: the number of neurons in code layer p,

FCM parameters: number of cluster (c), degree of fuzzy (z), max iteration number (T), error threshold (ε), initial objective function value J0

Output:   μ i   

1. Autoencoder construction: encoder, decoder = DAE(A, p)

2. Data A transformation:    A ˜  = e n c o d e r  ( A )   

3. Clustering data   A ˜   with FCM:     μ ˜  i  = F C M  (   A ˜  , c , z , T , ε  )  ,   i = 1 , 2 ,   … ,   c  

4. Calculate the centroids in original dimensions:    μ i  = max  (  0 , d e c o d e r  (    μ ˜  i   )   )  ,   i = 1 , 2 ,   … ,   c  









5. Materials and Methods


This study was conducted in three stages, which are depicted in Figure 2 and described as follows.



5.1. Data Aggregation


City categories related to smart and sustainable cities were used as search queries (Figure 1) to ensure the comprehensiveness of the data aggregation. All the source documents were retrieved with the keyword search performed in SCOPUS and CORE databases in July 2020. Scopus claims to be the largest database of abstracts and citations from peer-reviewed literature, covering various types of scientific publications in the form of scientific journals, conference proceedings, and books. It provides a comprehensive overview of global research results in science, technology, the arts and humanities, social sciences, and medicine [124]. Meanwhile, CORE (COnnecting REpositories) claims to be the world’s most extensive full-text collection of scientific papers for machine processing [125]. It provides a global aggregator service that collects the metadata and full text of open-access scientific papers from journals and repositories worldwide [126].



The data were collected using 14 queries consisting of various city labels, as shown in Figure 1. Aggregating the data from the Scopus database resulted in 28,824 raw data points, and 26,042 raw data points were retrieved from the CORE database. Only the title and abstract of each scientific publication were used in this study.




5.2. Data Preprocessing


Data preprocessing was carried out to prepare the raw text data for further processing [127]. It aimed to establish the corpus and lexicon of all the retrieved documents. A corpus is a body of text used for statistical analysis in natural language processing while a lexicon is a vocabulary list (words and/or phrases) [128]. The first step in this stage included the basic process of cleaning the raw data as well as standard preprocessing in natural processing languages. Incomplete and duplicate data were eliminated, and all the text data were converted to lowercase. Furthermore, special characters and punctuation marks were removed. The next step was to convert the cleaned text into a well-defined collection of linguistic terms. The entire text was split into single words through the tokenization process, and each word was reduced to the root word by considering the vocabulary with the lemmatization process. Lemmatization can improve the topic-modeling results but also slows the computation [129]. Stop words, that is, common words that have no meaning or are less meaningful than other keywords, were removed. Removing stop words can sharpen the focus on essential words [127], reduce feature size, and improve accuracy [130,131]. The types of words considered in this study were limited to nouns, verbs, adverbs, and adjectives through part of speech (POS) filtering. Filtering the text data based on the part of speech can enhance the quality of topic-modeling results [132].



After going through the above steps, the text data needed to be converted into a numeric vector to be used as input for machine-learning algorithms. This process is known as vectorization or feature extraction. Term frequency–inverse document frequency (TF-IDF) was applied as a feature extraction method. The importance of the words or features in a text document is weighted based on their frequency across multiple documents.



The preprocessing steps for the text were executed using Python programming language and Jupyter Notebook. After going through the preprocessing stage, the cleaned data comprised 25,451 documents.




5.3. Topic Modeling and Analysis


5.3.1. Comparison of Topic Detection Algorithms


The standard quantitative method to measure a topic’s interpretability is to calculate the coherence scores of words constructing the topic. In this study, the coherence values of topics generated by the DFCM algorithm were compared with coherence values of topics generated by other topic modeling algorithms, namely NMF, LDA, and EFCM. NMF and LDA are standard topic detection algorithms that have been widely used to identify research topic trends, while EFCM is the predecessor algorithm to DFCM. The calculation of the coherence value in this study uses the Word2Vec Topic Coherence (TC-W2V) [63]. Given a topic t, which consists of N words    {   d 1  ,    d 2  ,   … ,    d N   }   , the topic t’s TC-W2V value is formulated as follows:


  T C − W 2 V =  1   (     N     2     )      ∑   j = 2  N    ∑   i = 1   j − 1   s i m i l a r i t y  (  w  v j  ,   w  v i   )  ,  



(16)




where   w  v j    and   w  v i    are the vectors of the words    d j     and    d i   , formed by the word2vec model. The closer the word wvj to the word wvi, the greater the similarity value. This means that the greater the TC-W2V value, the better the interpretation of the topic.




5.3.2. Results Analysis


In addition to comparing the coherence value of the topics generated from the algorithms mentioned above, various analyses were also carried out on data related to smart, sustainable, and other types of cities to determine research trends and the characteristics of smart and sustainable cities. Among these were the analysis of the total number of publications per year, the number of publications per city label per year, the percentage of publications in each city category, and prominent research topics.






6. Results Analysis


6.1. General Analysis


Figure 3 illustrates the growth in the number of publications related to smart and sustainable cities and all categories of other cities since 1990–2020. The data in 2020 (collected in July 2020) numbered less than half of the data in 2019. The number of publications shows a rapid increase since 2010 and continues to increase exponentially until 2019. The total number of publications is 53,998. The percentage of the number of publications for each category is shown in Figure 4. The smart city category took first place with a total number of publications of 27,934 (51.73%), followed by the sustainable city category, with a total number of publications of 10,464 (19.38%). The green city has a total number of publications of 3499 (6.48%). The fourth and fifth positions are occupied by resilient cities and digital cities, with total publications of 2581 (4.78%) and 2018 (3.74%), respectively.



Figure A1 presents the growth in the number of publications for each city category from 1990 to July 2020. As explained above, the smart city and sustainable city categories have total publications that far outnumber other city categories, so that the graph of the number of publications of the two categories is placed on a different y-axis. Figure 5 depicts explicitly the number of publications per year from the smart and sustainable city category. This graph shows that the concept and scientific publications related to sustainable cities emerged earlier than the idea of smart cities. Publications regarding smart cities began to appear in 1997. However, their numbers continued to increase, so that in 2013 scientific publications related to smart cities had the same number as sustainable cities and then shot up far beyond it.




6.2. Comparison of Topic Detection Methods


The coherence values of topics generated by different topic detection methods were compared. Four methods were explored in this study, namely DFCM, NMF, LDA, and EFCM. Figure 6 shows the comparison of coherence values for the number of topics   c   ∈    {  10 , 20 , … , 90 , 100  }   . The coherence value of topics generated by EFCM tends to be stable but occupies the lowest position compared to the coherence value of topics generated by the other three algorithms. The topics generated by LDA for the number of topics   c < 70   had a higher coherence value than EFCM, while the number of topics   c > 70   was almost the same as EFCM.



The coherence values of the DFCM and NMF algorithms’ topics have higher coherence values compared to LDA and EFCM. The coherence value of topics generated by NMF shows the highest value (0.2072) when the number of topics is 10, and still has a higher coherence value than DFCM on a number of topics   c < 20  , but tends to continue to decline with a higher number of topics so that the coherence value is at or below the coherence score of the topics generated by DFCM. On the other hand, the coherence value of the topics generated by DFCM tends to be low when the number of topics is <20 but higher than the coherence value of the topics generated by the NMF when the number of topics is >20.




6.3. Topic Analysis


This section examines smart and sustainable city research domain topics by analyzing scientific publications from Scopus and CORE databases. The selection of topics was based on the highest coherence value in the experiments. After running the DFCM model with 30 topics, the top 20 words in each cluster were taken for analysis (see Appendix B). The 30 topics were then further categorized into six dimensions: technology, energy, environment, transportation, e-governance, and human capital and welfare, as shown in Table 5.





7. Discussion


7.1. Smart and Sustainable City Milestones


The idea of sustainability appeared long ago in 1972 in “A Blueprint for Survival” [133]. Awareness of the need to conserve ecosystems and resources to create sustainable societies was the main driver of this idea [134]. Several subsequent events led to the emergence of the smart and sustainable city concept. First was the Kyoto Protocol [135] in 1997, which was signed by 192 parties. Its main goal was to limit CO2 emissions and protect the environment around the world. The Kyoto Protocol was one of the main drivers of interest in smart cities and played a role in encouraging states and cities to design and implement environmental policies [136]. Meanwhile, the use of the word “smart” for city labels is thought to have originated from the use of the term “smart” for electronic devices that can combine mobile telecommunications, Internet connection, and data processing to provide real-time digital information services to users. This was marked by the launch of the iPhone in 2007, which was known as the first smartphone [137].



The smart city concept became popular after IBM introduced the smarter planet concept in 2008 [104]. The smarter planet vision promoted by IBM is driven by instrumentation, connectedness, and intelligence. These three concepts are expected to make industry, infrastructure, society, and the economy more productive, responsive, and efficient. The smarter planet system covers various domains such as a smarter power grid, smarter water treatment system, smarter food supply system, smarter health system, and smarter traffic system [138]. IBM was starting a new business in this sector and focused on providing solutions in communications, healthcare, energy, transportation, etcetera. Many ICT companies worldwide have followed IBM’s idea of supplying new smart projects for urban problems [136].



In 2010, the European Union formulated a strategy to transform the EU into a smart, sustainable, and inclusive economy that generates high productivity, employment, and social cohesion, which is contained in the Europe 2020 Strategy. This strategy has three priorities: smart growth in innovation, education, and digital society; sustainable growth in climate, energy, mobility, and competitiveness; and inclusive growth emphasizing employment, skills, and fighting poverty. Moreover, this strategy focuses on five targets in different areas to be achieved by the end of 2020 [139].



The signing of the 2016 Paris Agreement, in which 174 countries vowed to reduce climate change, was also a milestone in terms of developing a smart and sustainable city. This was the first international agreement with a legal effect that limited global warming to below 2 °C compared to pre-industrial levels, and sought to pursue a limit of 1.5 °C. It demonstrated international cooperation and was a starting point for tackling climate change, reducing emissions, and implementing sustainable development [140]. The targets adopted by the Paris Agreement will guide future actions on mitigation and adaptation, emission reduction, and technological development, mainly the green information and communication technologies essential to tackling climate change and maintaining sustainable development [141].



However, it cannot be denied that, apart from the social and political factors mentioned above, technology plays a vital role in the development of a smart and sustainable city. The development of the internet and ICT infrastructure since 2000 and the increasingly widespread use of smartphones initiated electronic services in various fields such as health, education, transportation, energy, government, environmental management, etc. The growth of data and information is evident and continuous, so big data technology, machine learning, cloud computing, and the Internet of things (IoT) have emerged, which have increasingly driven the development of research in the field of smart cities. The development of these ICT technologies is the main factor causing the number of publications regarding smart cities to start increasing exponentially since 2010 (Figure 5).




7.2. Research Topics in Scientific Publications Related to Smart and Sustainable Cities


The topic analysis results from scientific publications related to smart and sustainable cities with deep learning-based modeling algorithms show the main research topics developing in this field. Technology is one of the main drivers of progress in the development of smart cities [53]. The smart cities concept tends to emphasize the transformative role of digital technology and ICT to increase economic growth and social benefits and support sustainable goals [112]. Figure 7 shows an illustration of the 17 sustainable goals formulated by the United Nations (UN). The United Nations Sustainable Development Goals (SDGs) consist of a series of targets and goals that make smart city development the main focus [112]. In the first group of topics, namely technology, nine subtopics often arise in smart and sustainable city research, namely IoT, wireless sensor networks, big data analytics, machine learning, cloud, edge and fog computing, privacy and security, computer vision, virtual reality, and the semantic web.



The energy sector is one of the goals in SDGs (affordable and clean energy). This study’s topic analysis results indicate three subtopics in the energy topic category, namely power plants, renewable energy, and smart buildings. While the environmental category is not explicitly stated as one of the SDGs, its subtopics are listed in several SDGs, namely water resource management (clean water and management, life underwater); climate change (climate action); and greenhouse effect, pollution, waste management, green space, and disaster mitigation (life on the land).



Transportation is one of the critical sectors of sustainable urban development. There is a close relationship between energy use in transportation and a city’s physical characteristics, such as density, size, and the amount of open space [143]. Transportation includes a complex economic, social, and technical system, making it challenging to handle comprehensively. The transport sector consumes nonrenewable resources: energy, ecosystems, atmospheric carbon-loading capacity, and individual time. However, treatment to reduce depletion of one of these things can lead to worsening of the others [144]. The topic analysis in this study found four subtopics in the transportation topic category: traffic management, vehicle ad hoc network, smart parking, and public transport.



E-governance uses ICT tools at various levels of interaction in internal government operations and between government and public sector to simplify and enhance democratic governance [145]. Through e-governance, government services, information exchange, and business transactions between governments, businesses, and citizens will be made available in a more convenient, efficient, and transparent manner [146]. This study found three subtopics related to e-governance: e-government, politics and economy, and citizen participation.



The last topic category is human capital and welfare, including the subtopics of education, housing, tourism, food, and agriculture. One of the goals of sustainable development is health and well-being. However, the health sector has not yet emerged as a topic in this experiment. Based on this study’s results, it can be concluded that research in the health sector related to smart and sustainable cities has not been widely conducted.




7.3. COVID-19 and Smart Sustainable City Research


The COVID-19 pandemic, a global health emergency, has caused suffering and economic chaos and changed people’s lives worldwide. Thousands have died, and millions more have been infected and fallen ill during the outbreak. More work is needed to tackle various health crises by providing more efficient health system funding, increasing access to doctors and health facilities, and improving hygiene and sanitation, thereby saving more lives. The pandemic is a major milestone for health emergency preparedness and investment in public health services [147].



Cities are at the forefront of dealing with the pandemic and its lasting effects [148]. The financial crisis and the reduction in oil prices caused the world to adopt a new order in months [149], and the COVID-19 health crisis has become a crisis in urban access, transportation, infrastructure, and public services. COVID-19 endangers public health and affects many fields related to sustainability, including the economy, transportation, lifestyle, sociocultural matters, and community structure. If not handled properly, the crises that cities are likely to endure could jeopardize and undermine broader sustainable urban development efforts [148].



The current conditions caused by COVID-19 have changed the global lifestyle through lockdown policies, restrictions on industrial operations, and travel bans. Schools and universities are moving to an online mode, and most other sectors are adopting work-from-home policies so that people are increasingly forced to stay indoors. As a result, there has been a reduction in emissions and energy consumption [150]. This could be seen as a positive impact of COVID-19, but, of course, no one expects an environmental improvement in this way.



Most governments around the world are focused on fighting COVID-19 and dealing with the effects of the pandemic. Given that cities are centers of economic and population activity, many researchers are struggling to understand, explain, and provide recommendations on various issues related to COVID-19, such as the mechanism of the virus’s spread; the impact of the pandemic on the environment, society, and the economy; and necessary recovery and adaptation plans and policies. The impact of COVID-19 on cities is related to four major themes: environmental quality; transportation and urban design; city governance and management; and socioeconomic concerns [151]. Moreover, the pandemic also affects the design, improvement, and implementation of technology [152]. Researchers from various disciplines are increasingly working to cope with pandemics, contributing to several areas of multidisciplinary research, such as the information system community’s role in realizing digital sustainability capabilities and achieving the SDGs [153].





8. Limitation and Further Study


This research has several limitations and challenges to its validity that can be addressed in future studies. First, the data aggregation for this research was conducted in August 2020, so no data were collected after July 2020. Meanwhile, the COVID-19 outbreak began in December 2019 after emerging in Wuhan, China. More data are needed to capture how the pandemic has affected academic research, particularly research on smart, sustainable cities. Second, the detection and identification of major research themes in a particular domain require the analysis and knowledge of a domain expert while, in this study, the determination of topic names for each word group was based solely on our interpretation. Future work needs to involve experts from the field of smart, sustainable cities to sharpen the analysis of the results. Third, although the deep-learning technique provides researchers an effective way to make inferences about a large volume of complex data, it is often criticized for being a black box model with unknown and untraceable predictions [154]. Fourth, the analysis of the topics in this study used only abstract data and titles from scientific publications, but a comparison of coherence values and human topic ranking from topic modeling using the LDA algorithm for abstract data and full-text data shows that topics generated from full-text data have better coherence and ranking values [155]. Therefore, the analysis of full-text data with the DFCM algorithm and the comparison of those results with abstract data will be of interest in future studies.




9. Conclusions


This study introduces a novel deep-learning–based modeling algorithm, namely deep auto-encoders–based fuzzy c-means (DFCM). Comparing the implementation of the DFCM algorithm with other standard topic-modeling methods, such as NMF, LDA, and EFCM, shows that the topics (words clusters) generated by the DFCM algorithm have a higher coherence value for a number of topics greater than 20. However, for a number of topics less than 20, the topic coherence value generated by the DFCM algorithm is lower than the topic coherence value generated by the NMF. The DFCM algorithm analyzes the main topics in scientific publication data on smart, sustainable cities and related city categories.



The concept of a sustainable smart city is receiving increasing attention worldwide in response to the challenges of sustainability and urbanization as well as the increasingly sophisticated use of information and communication technology. Topic modeling with this algorithm produced 30 topics, which were then further categorized into six topic groups: technology, energy, environment, transportation, e-governance, and human capital and welfare. The six categories of topics reveal the dimensions of a smart, sustainable city that often appear in research. Technology, particularly ICT, is the primary driver of a smart city and plays a role in achieving sustainability goals. The topic analysis results have covered the sustainable aspects listed in the SDGs except for the health sector. The conditions of the COVID-19 pandemic, however, suggest that research in this area will increase rapidly. The impact of the COVID-19 outbreak on research on smart, sustainable cities has also been discussed.
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Figure A1. The growth of scientific publications related to each city category, 1990–2020. 
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Table A1. The topic labels and 20 top words.






Table A1. The topic labels and 20 top words.





	No.
	Topic Label
	20 Top Words





	1
	Power plant
	energy, power, renewable, grid, electricity, load, storage, demand, generation, electric, source, control, solar, battery, distribution, consumption, optimization, voltage, supply, plant



	2
	E-government
	government, citizen, governance, innovation, technology, digital, model, initiative, public, policy, strategy, open, implementation, management, local, case, ICT, report, municipal, infrastructure



	3
	Disaster mitigation
	disaster, risk, resilience, flood, resilient, natural, city, vulnerability, hazard, earthquake, urban, management, area, recovery, assessment, reduction, decision, spatial, emergency, mitigation



	4
	Traffic management
	traffic, road, vehicle, time, real, intelligent, control, congestion, accident, smart, transportation, city, optimization, safety, route, speed, driver, street, noise, management



	5
	Wireless sensor network
	node, wireless, network, sensor, energy, thing, internet, consumption, IoT, software, simulation, WSN, performance, device, application, lifetime, radio, battery, protocol, transmission



	6
	Machine learning
	detection, recognition, deep, neural, image, machine, classification, feature, learning, accuracy, convolutional, method, object, time, processing, network, real, algorithm, segmentation, model



	7
	Smart building
	thermal, building, temperature, heat, wind, material, energy, comfort, solar, heating, surface, air, indoor, effect, performance, roof, ventilation, condition, environmental, residential



	8
	Education
	student, education, school, learning, university, teaching, teacher, project, knowledge, course, high, program, college, engineering, institution, campus, cultural, science, technology, creative



	9
	Cloud, edge, and fog computing
	cloud, application, device, IoT, computing, architecture, edge, internet, resource, platform, fog, software, processing, infrastructure, real, time, environment, heterogeneous, communication, data



	10
	Greenhouse effect
	climate, emission, energy, heat, building, cool, gas, change, retrofit, greenhouse, heating, mitigation, consumption, green, reduce, reduction, effect, build, city, impact



	11
	Semantic web
	semantic, web, information, ontology, datum, application, user, platform, open, service, smart, technology, software, domain, management, integration, source, heterogeneous, context, knowledge



	12
	Tourism
	tourism, business, tourist, destination, smart, industry, management, model, technology, information, innovation, sector, cultural, value, education, company, process, activity, economy, heritage



	13
	Big data analytics
	datum, data, big, smart, application, management, analytic, city, processing, source, platform, analysis, technology, software, real, collection, time, large, mining, storage



	14
	Privacy and security
	privacy, datum, security, application, device, blockchain, smart, authentication, user, IoT, access, data, secure, encryption, control, issue, personal, trust, protection, architecture



	15
	Pollution
	air, pollution, monitoring, monitor, quality, noise, control, light, indoor, lighting, time, real, sensor, sense, cost, environmental, health, environment, pollutant, level



	16
	Waste management
	waste, solid, management, collection, disposal, municipal, recycling, garbage, urban, material, treatment, landfill, sustainable, city, smart, transportation, area, bin, container, household



	17
	Smart parking
	parking, smart, car, time, driver, lot, slot, application, transportation, sensor, intelligent, city, space, solution, spot, real, congestion, occupancy, user, management



	18
	Green space
	green, urban, ecological, landscape, city, planning, environmental, area, plan, project, environment, sustainable, natural, ecosystem, nature, cultural, park, approach, construction, strategy



	19
	VANET (Vehicle ad hoc network)
	traffic, transportation, intelligent, vehicular, vehicle, communication, congestion, road, control, information, management, time, technology, mobile, application, VANET, real, light, safety, network



	20
	Water resource management
	water, urban, area, resource, management, environmental, ecological, population, natural, planning, wastewater, park, quality, supply, plant, environment, nature, soil, treatment, tree



	21
	Food and agriculture
	food, housing, sustainable, environmental, urban, agriculture, social, economic, local, project, production, sustainability, income, area, settlement, country, market, land, affordable, population



	22
	Climate change
	resilience, climate, city, change, resilient, urban, adaptation, plan, planning, strategy, project, approach, local, process, vulnerability, concept, build, challenge, action, risk



	23
	Politic and economy
	policy, economic, economy, political, country, region, global, regional, government, growth, state, social, market, national, informal, settlement, report, rural, crisis, income



	24
	Computer vision
	image, object, model, scene, real, computer, feature, texture, time, camera, visual, segmentation, dimensional, recognition, motion, reconstruction, render, map, simulation, vision



	25
	Renewable energy
	energy, solar, thermal, heat, wind, heating, temperature, cool, model, electricity, consumption, comfort, power, demand, load, building, renewable, plant, optimization, storage



	26
	Internet of things
	internet, thing, IoT, smart, monitoring, monitor, software, intelligent, datum, platform, model, real, architecture, management, time, open, application, control, environment, home



	27
	Citizen participation
	citizen, city, participation, innovation, smart, public, open, technology, project, service, information, government, process, decision, business, initiative, policy, technological, lab, local



	28
	Virtual reality
	virtual, user, reality, game, environment, interaction, design, experience, interface, augment, technology, world, computer, interactive, digital, human, application, real, agent, physical



	29
	Public transport
	transport, mobility, transportation, public, city, bus, policy, car, freight, travel, passenger, mode, project, logistic, transit, infrastructure, bicycle, area, accessibility, sustainable



	30
	Housing
	housing, sustainable, project, city, planning, plan, social, affordable, settlement, local, income, area, policy, residential, market, house, resident, economic, estate, neighborhood
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Figure 1. The illustration of deep autoencoders-based fuzzy c-means [51]. 
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Figure 2. Research stages and framework. 
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Figure 3. Growth in the number of publications on all city categories from 1990 to 2020. 






Figure 3. Growth in the number of publications on all city categories from 1990 to 2020.



[image: Sustainability 13 02876 g003]







[image: Sustainability 13 02876 g004 550] 





Figure 4. Percentage of city labels’ (cyber, digital, eco, green, information, intelligent, knowledge, learning, resilient, smart, sustainable, ubiquitous, virtual, and wired) usage in publications. 
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Figure 5. The number of publications on the smart city and sustainable city per year. 
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Figure 6. Coherence value of each algorithm comparison. 
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Figure 7. United Nations (UN) sustainable development goals [142]. 
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Table 1. Previous works on topic analysis in smart and sustainable city research.
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	Title and Reference
	Objectives
	Methods





	Exploring the Nature of the Smart Cities Research Landscape [52]
	To synthesize the smart city concept’s emerging understanding and determine the themes, types, and significant research gaps.
	Combination of bibliometrics research mapping and visualization techniques with content analysis



	Combining co-citation clustering and text-based analysis to reveal the main development paths of smart cities [53]
	Mapping and analyzing the development paths, making them visible and understandable within the smart city research landscape.
	Combination of two-hybrid bibliometrics techniques, namely co-citation clustering and text-based analysis



	Trajectory of urban sustainability concepts: A 35-year bibliometric analysis [54]
	To summarize the evolution of smart city concepts and analyze the composition of each city concept and the core issues addressed by each city type.
	Co-word analysis



	Sustainable-smart-resilient-low carbon-eco-knowledge cities; making sense of a multitude of concepts promoting sustainable urbanization [55]
	To investigate the conceptualization and relationship of each city category.
	Keywords and city categories co-occurrence analysis



	A Comparison of a Smart City’s Trends in Urban Planning before and after 2016 through Keyword Network Analysis [56]
	To investigate keywords regarding the smart city concept and capture the smart city’s urban planning trends.
	Keyword network analysis



	Visualization and Analysis of Mapping Knowledge Domain of Urban Vitality Research [57]
	To assess the trends and map the knowledge domain in urban vitality research.
	Systematic bibliometric analysis and keywords co-occurrence analysis



	Bibliometric Analysis on Smart Cities Research [58]
	To obtain a comprehensive overview of the smart cities research’s characteristics in terms of the number of publications, most influential authors, institutions, sources and countries, and future research directions.
	Bibliometric analysis



	A study on the research trends for smart city using topic modeling [59]
	To analyze scientific publications and identify research trends regarding the smart city.
	Topic modeling with latent Dirichlet allocation (LDA) algorithm



	Sustainable development of smart cities: a systematic review of the literature [60]
	To analyze scientific papers that focus on smart city concepts and environmental sustainability to understand these two relationships.
	Systematic literature review
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Table 2. The city labels and their definitions.
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	Label
	Definition





	cyber city
	“The cybercity is a virtual 3D city, which links the 3D Geographical Information System (GIS) with other city information and stores in computers. It is a virtual city consisting of various electronical data stored in the computer or in the internet. Key technologies: internet, remote sensing, GIS technology, virtual reality. One of its important application areas is in the urban designing and planning.” [83]



	digital city
	“A digital city has at least two plausible meanings: (a) a city that is being transformed or re-oriented through digital technology and (b) a digital representation or reflection of some aspects of an actual or imagined city.” [84]



	eco city
	“Eco-city is considered as a rural–urban transition process, to develop an integral system and concern about social, economic and environmental aspects. Rural issues should be also taken into account during this process, so as to improve the harmony and fairness among rural and urban residents.” [85]



	green city
	“Green cities are defined as those that are environmentally friendly. The greening of cities requires some, or preferably all, of the following: (1) controlling diseases and their health burden; (2) reducing chemical and physical hazards; (3) developing high quality urban environments for all; (4) minimizing transfers of environmental costs to areas outside the city; and (5) ensuring progress towards sustainable consumption.” [86]



	information city
	“Information city is defined as a large Internet-based site offering a range of online services, including access to social environments, community services, municipal information, and e-commerce to its info habitants. Its boundaries are potentially unlimited, scaling as far as the available computation and storage capacity allow in order to manage huge volumes of content and millions of users simultaneously.” [87]



	intelligent city
	“Intelligent cities are territories with high capacity for learning and innovation, which is built-in the creativity of their population, their institutions of knowledge creation, and their digital infrastructure for communication and knowledge management.” [88]



	knowledge city
	“Knowledge cities can be referred to as cities in which both the private and the public sectors value knowledge, nurture knowledge, spend money on supporting knowledge dissemination, and discovery and harness knowledge to create products and services that add value and create wealth.” [89]



	learning city
	“A learning city is a complex social construct. Its development means enabling learning at all city levels (inhabitants and their families, organisations and city administration through networks). The collective learning of individuals and their participation in partnership networks are especially important.” [90]



	resilient city
	“A resilient city is a sustainable network of physical systems and human communities.” [91]



	smart city
	“Smart cities are all urban settlements that make a conscious effort to capitalize on the new information and communications technology (ICT) landscape in a strategic way, aiming for (i) environmental sustainability, (ii) urban system functionality, (iii) quality of life for all, (iv) knowledge-based development and (v) community-driven development. In this sense, their basic components are the urban setting, ICTs, people and communities and a strategic approach towards one or more of the previous aims. Without one of these components, a city cannot be regarded as a fully-fledged ‘smart’ city.” [92]



	sustainable city
	“Sustainable cities work towards an environmentally, socially, and economically healthy and resilient habitat for existing populations, without compromising the ability of future generations to experience the same.” [93]



	ubiquitous city
	“Ubiquitous city defined as the advanced city that is able to play the role of providing increased convenience of life and greater quality of life, systematic city management, the innovation of various city functions through systematic management, and the generation of various markets, by offering a ubiquitous service to the city space using the advanced information and communication infrastructure.” [94]



	virtual city
	“Virtual city is an application of virtual reality in geo-science, and it should have three main characteristics: city simulation, interaction and network sharing of city information.” [95]



	wired city
	“Wired cities refer literally to the laying down of cable and connectivity (not in itself necessarily smart).” [96]
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Table 3. Smart city dimensions.
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	No.
	Source
	Dimensions/Elements/Pillar/Aspects
	Number of Dimensions





	1.
	Citiasia Center for Smart Nation (CCSN) [109]
	Smart governance; smart branding; smart economy; smart living; smart society; smart environment.
	6



	2.
	Cities in Motion (2020) [1]
	Economy; human capital; social cohesion; environment; governance; urban planning; international projection; technology; mobility; transportation.
	9



	3.
	Angelidou 2017 [92]
	Technology, ICTs, and the Internet; human and social capital development; entrepreneurship promotion; global collaboration and networking; privacy and security; locally adapted strategies; participatory approach; top-down coordination; explicit and workable strategic framework; interdisciplinary planning.
	10



	4.
	European smart cities 4.0 (2015) [83]
	Smart economy; smart mobility; smart environment; smart people; smart living; smart governance.
	6



	5.
	Hassan and Aggarwal 2020 [110]
	People and communities; leadership and organization; advanced machinery; policy context; control; economy; infrastructure; natural surroundings.
	8



	6.
	Dameri 2017 [111]
	Technologies; governance; urban area; environment; people.
	5



	7.
	Adio-Moses and Oladiran 2016 [112]
	Smart governance; smart energy; smart building; smart mobility; smart infrastructure; smart technology; smart healthcare; smart citizen.
	8
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Table 4. Sustainable city dimensions.
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	No.
	Source
	Dimensions/Elements/Pillar/Aspects
	Number of Dimensions





	1.
	Shmelev and Shmeleva 2009 [113]
	Sustainable energy; quality of life, health; sustainable transport; psychology of interaction with the environment; environmental conscience, behavior; democratic participation; sustainable transport; material flows, waste management; green space, biodiversity; landscape architecture, eco-design, modernization; preservation of the natural and cultural heritage.
	10



	2.
	Jenks and Jones 2010 [114]
	Land use and built form, environmental energy conservation, recycling and re-use, communication, and transport.
	4



	3.
	Allen 2009 [115]
	Economic sustainability, social sustainability, ecological sustainability, sustainability of the built environment, political sustainability.
	5
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Table 5. Categorization of research topics in scientific publications related to smart and sustainable cities.
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	No.
	Dimension
	Research Topics





	1.
	Technology
	Wireless sensor network; machine learning; cloud, edge, and fog computing; semantic web; big data analytics; privacy and security; computer vision; Internet of things (IoT); virtual reality.



	2.
	Energy
	Power plant; smart building; renewable energy.



	3.
	Environment
	Disaster mitigation; greenhouse effect; climate change; pollution; waste management; green space; water resource management.



	4.
	Transportation
	Traffic management; vehicle ad hoc network; smart parking; public transport.



	5.
	E-governance
	E-government; politic and economy; citizen participation.



	6.
	Human capital and welfare
	Education; housing; tourism, food, and agriculture.
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