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Abstract: The problems that decision-makers face can escalate under imbalances, turbulent develop-
ment, risks, uncertainties, disasters, and other influences. The development of processes in technical
and economic structures is generally considered complex and chaotic, and it usually expands into
innumerable dynamic influences. The paper focuses on the evaluation of the decision criteria choice
structure, such as the factual cause of the consequences (e.g., future threats, opportunities, chances,
occasion). It offers a graphical vision of the future forecast. It draws attention to prevention and
prophylaxis versus criterion-generated time–space (TS). The paper deals with the question: Is it
possible to choose and recommend the right time and place of process activities? The paper formu-
lates a positive answer and illustrates a range of consequences. Developed activities (investment,
production, etc.) take place in a defined TS; over time, they create new time-series states and expand
the space by defining processes as a time series of activities. In a broader context, the article deals
with the issue of the lifecycle of decision rules (dynamic proposal of opportunities) as the first step of
decision making, i.e., the decision about the existence of opportunity. On the one hand, it respects
static applications based on equilibrium states, while on the other hand, it draws attention to the
need for a dynamic view of turbulent, dynamic, chaotic, and nonlinear phenomena.

Keywords: decision making; decision rules; data memory; decision opportunity; utility; decision space;
cellular automata

1. Introduction

The modern debate about sustainability encompasses the application of commonly
used complex simulations that are considered useful to predict tomorrow’s world opportu-
nities with good accuracy [1–4]. Some authors, such as [5], claimed that the economics and
financial industry and risk management, in particular, need more advanced and detailed
mathematical models [6–8]. Others, especially representatives of the Austrian School of
Economics [9], have long denied the appropriateness of mathematical methods for eco-
nomic and technical economic research. The approach has deep roots and, in part, good
and simplistic arguments.

Tarasov aptly summarized the differences in opinion conducted in the 20th century
and late 19th century by stating that modern economics was born in the marginal revolution
and the Keynesian revolution. These revolutions led to the emergence of fundamental
concepts and methods in economic theory, which allow for the use of differential and
integral calculus to describe economic phenomena, effects, and processes. At present,
the new revolution, which can be called memory revolution, is taking place in modern
economics [10]. In this context, we are addressing the development of discipline dynamics
economic [11–13] and the narrow profiles of the methods and theories used to date [1,14,15].
The works of Mandelbrot are still interesting contributions (see [16,17]). Statistical models
challenged by the authors in [18] emphasize the need to capture unexpected events, and
the authors proposed the use of fractals. Fractals are, in Mandelbrot´s approach, tied to
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the geometrical criteria. The approach presented here shapes decision rules (DRs) as a
logical construct (based on verbal formulated premises and valid in time). Therefore, DRs
form the decision space [19], and moreover, they concretize the admissibility of potential
solutions (e.g., variants, alternatives). The DRs fulfil the dual role of being judges (for the
past) on the imaginary time axis of the simulation calculus and being legislators (for the
prospect of the future).

Fractal features appear in almost any economics data and any modern project realiza-
tion. However, all real projects have strict dynamic behavior in time. Most calculations
about such a project are based on deterministic equilibrium, such as in the design, financing,
use and innovation. The need of a more sophisticated theoretical approach is desirable,
and more practical experience is necessary. There are many different project realizations.
The general theory and analysis are, therefore, extremely difficult. An economical dynamic
of fractals is still developing. The path and direction of the theory may already be known,
but an effective application tool is still missing.

The initial state is determined by assigning a starting position for a cell in time
sequence t = 1, 2, 3, . . . , m as the utility value u(t) [20]. Any new generation step is created
by following a logical decision rule. The rule determines the new states of the current
short-term ex post situation in its past neighborhood.

The idea of a 2D cellular automaton (CA) was originally discovered in the 1940s
by Stanislaw Ulam and John von Neumann at the US Los Alamos National Laboratory
and presented as Conway’s Game of Life (see [21] for more). The idea was subject to
significant academic debate, through which scholars developed discrete simulation models
that are studied in mathematics, physics, and theoretical biology, which can be found in
Wolfram’s Approaches to Complexity Engineering, as seen in [22,23]. However, the idea’s appli-
cations in an economic context have been fragmented into many professional fields [17,18].
Furthermore, the author in [10] classified, in his review, the development of dynamic mod-
els in economics into five stages: autoregressive fractionally integrated moving average
(ARFIMA) [24], fractional Brownian motion, econophysics, deterministic chaos, and math-
ematical economics. The affinity of Turing-completeness (for simulating data manipulation
sets) to CA was published by Wolfram in [25], who pointed out CA applications in many
science areas.

A decision rule in this paper is a deterministic function that generates a structure of
opportunity actions over a problem-oriented time–space. The processing is devoted to
aspects that are passable for IT deterministic simulation calculations.

This paper focuses on the interpretation of CA/fractals and on the economic context,
that is, by means of combinational logic devoted to the formation of the decision space.
The difference from Mandelbrot’s approach lies in the formation of criteria. Mandelbrot
forms criteria on the geometric basis. The general explanation about the decision process is
given in the second subsection of Section 3 (i.e., Analysis).

The decision process and paper structure are based on three steps:

• Space for decision making (i.e., formation): Most of the arguments for fractal dynamic
modelling are included in Section 2.2. Figure 1 shows the long-term application of a
decision rule in the dynamic decision space SA = (A, t), where A is a set of activities
At, j located in time t and their affiliation j to SA for tracking opportunities as (0;1)
or (N;Y), or expressed as colors. The choice or activity is determined by professional
regulation (standards, laws, guideline, etc.);

• Decision making: Opportunities in SA are calculated using decision rules
Dopportunities = {(Drules, Mdata)|SA}. A look at the calculation of opportunities is of-
fered in Section 3. It deals with a basic decision rule grounded on a general, verbally
formulated logical requirement. Comparing memory Mdata dependence is the topic
of the paper. This problem is treated as the productivity of the Drule in Section 3 as
well as Figures 2 and 3;

• Decision evaluation: Utility is the final step addressed in the article. Section 4 ad-
dresses the need for valuation opportunities. More implementation is offered in
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Section 5. Both the space for decision making and the decision making itself create an
introduction to practical application in the Appendix A example. The evaluation of
the utility is also listed in the illustrative example as an evaluation of the frequency of
maintenance and renewal interventions. The extensive construction of utility functions
is, however, a separate problem in the design of decision rules.
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Calculation support found in [24]. Notes: Range of activities n = 1023. Number of time steps, m = 512.
S� = 1023 × 512 = 523,776, which is the total space that is available to be influenced by the horizon
T = 512; S∆ = 1023 × 512

2 = 261,888 cells, is the decision space influenced by Dα; SN = ∑ut,j, is the total
utility potential, influenced by the decision rule α.
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Figure 3. Process scheme period for the decision rule Dβ, taking into account the data from the
second most recent data t − 2 from the closest right and left neighbors, which in this case is the rule
Scheme. Comments: Range of activities covered by the decision rule in t = 512. Number of time
steps: S� = 1023 × 512 = 523,773; total space available to be influenced, Sβ

∆ = 512 × 512
2 = 131,072

cells, influenced space by the decision rule Dβ, Sβ
N = ∑ut,j, the total utility potential, influenced

by the decision rule β, decision rule Dβ as ut,j ⇔ IF((At−2,j−1 = At−2,j+1) then ut,j = 0⇒ white, else
ut,j = 1⇒ blue).
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The decision process is constituted of (a) decision-making rule D [26], (b) a decision-
making space S [23], (c) the decision data structure (M, memory data [27–29], which are
data about past decisions), and (d) the evaluation of the decision space positions (U, utility
set) [30].

2. Materials and Methods
2.1. The Decision Process—Decision Rule Horizon and Decision Rule Memory

The decision criterion (i.e., the decision rule) generates (or forms) the decision space.
In the present paper, the economic applications are illustrated as a 2D space (t,j) for eco-
nomic decision-making in time (sequence t = 1, . . . , m) as one dimension and activities
(j = 1, . . . , n) as the second dimension of S. The calculation of the benefit of activity Atj
in the decision space is assessed in terms of potential utility utj (i.e., it is awarded util-
ity, e.g., 0/functional award (value); or 0/1; false/true; impossible/possible; keep/sell;
white/red; −100/+500). The assessment in decision-making requires calculation evalu-
ation. The evaluation creates values u(t,j), and these represent the economic interpreta-
tion [30,31]. The result is a matrix U, which covers the decision space, as presented in (1),
that is, they are ex post values for the present state data. With advancing calculation time
steps, the data of activities of the present Atj become data about the past At-τ,j, and are read
as history and memory

U =



u1,1 · · · u1,j
...

. . .
...

ut,1 · · · ut,j
...

. . .
...

um,1 · · · um,j

· · · u1,n
. . .

...
· · · ut,n
. . .

...
· · · um,n

 (1)

where Atj is an activity j adjusted (implemented) in time t.
The decision rules, D, have a broad interpretation in this article (see the formulation

in (2) for more details). The D rules can be defined either on a geometric basis (e.g., [16]),
as a mathematical function [25], or as a statistical dataset [17]. This paper prefers a logical
structure, economic interpretation, rationality, or aesthetic principles, among other things.
In most practical applications, the rudimentary decision criteria shape the space in time,
which is described here as a dynamic development. In a multifaceted socioeconomic
environment [32,33], which we perceive as a dynamic process [34], we recognize decision
rules (criteria) as a dominant element. The paradox is that even if an economic decision
criterion is held steady over time, this changes the opportunities inside the decision-making
space (see Figure 1a and compare with Figure 1b–d).

For example, it is true that during different periods, the same set of rules can lead
to significantly different results. Specifically, rules may lead to a certain outcome in the
context of long-term decision making, represented here as DLong. The time horizon T is
significantly distanced from the initial t (i.e., T >> t), and shows various outcomes; this is
seen in the context of short-term decision-making (DShort), where T = 1 or 2, or decisions
are typically developed without time horizons, that is, T = 0. In economics, decision rules
typically serve the pragmatic purpose of selecting a goal, setting preferences, selecting
options, identifying alternatives, representing regulatory requirements, and other acts of
predominantly short-term execution. The substantive impact on decisions is the fuzzy time
horizon (short-, medium-, long-term). Economic decision criteria are predominantly based
on defined logical conditions and mostly relate to a general experience.

Figure 1 shows how different the decision-making situation is in the relatively short-
term time horizon (see Figure 1a,b) and for the long-term horizon (see Figure 1c,d). The
visual differences are already striking: the short-term and long-term time horizon T evokes
the “experience” that the rule for long-term decision-making creates a more significant
density of application (i.e., “opportunities”).
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One further important component is to be noted, namely, the memory of data [35].
In an economic context, a decision rule is related to ex post events, which are events with
an evaluated history. In other words, the data memory is fixed to time (t − τ). If decision
criteria use data from the past to develop an excluded decision rule with memory, the
assumption is typically made to implement the decision rule D based on a general formula,
such as

IF ((D is true) then (evaluation Atj as utj = 0) else (evaluation Atj as utj = 1)) (2)

Every space element (t,j) may host activities Atj or remain empty. The decision rule
distinguishes the suitability of location (t, j) for activity Atj. The utility can be evaluated as

utj = F(Atj|N) (3)

where N is the selected neighborhood of the cell (t, j) and F is an arbitrary functional
specifying the utility value for the (t, j) location. The economic interpretation of the neigh-
borhoods are logical rules or administrative rules, legislation, environmental requirements,
etc. In this paper, the analysis will simply refer to the calculation based only on a set of ex
post data.

If the analysis focuses on the current state t = 0 and a reflection on the last past outcome
τ as −1, or the last and penultimate result −1 and −2, etc., then it is said to consider the
decision rule memory. The delay τ defines the range of memory and specifies (or influences)
the phenomenon of the actual economic opportunity. This is represented graphically in
Figure 1a–d. More details are given in Figures 2 and 4. The short-term memory decision
rule Dα is set as

IF((At−1,j−1 = At−1,j+1) then ut,j = 0⇒ field fill white else ut,j = 1⇒ field fill red (4)
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The color fill in Equation (4) simplifies the interpretation of Equation (2). The decision
rule Dα is described as follows: When the last past period of both neighboring activities is
successful, or when both activities are unsuccessful, no activity will be developed (white in
the graph). The success of one of the neighboring activities in the past leads to the decision
to implement one’s own activity. Figures 1a and 2 have an identical initial simulation
step. Further steps in Figure 1a–d show how long the horizon can change the structure
of opportunities.

The illustration is given in Figure 1 (see Figures 3 and 4 for more) and verifies the
demand for more comprehensive research of decision rules.

In a broader view, we touch on the sensitive issue of long-life dynamics decision-
making. It is visible from practice that there is a gap in the methods used to date. This is
mainly reflected in tenders and projects with a long lifecycle, innovative projects, etc. Some
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questions that emerge as follows: (a) to what extent D is bound to the space SA; (b) to what
degree are the benefits of U related to the functionality of D over time; (c) to which extent
are the benefits of U are related to the link between D and historical (or memory) data;
(d) to what extent is the lack of opportunities in SA (opportunities = 0) an obstacle to the
development of the investigated technical–economic projects.

2.2. Research Question

The essential question is to what extent the construction of the decision rules influences
the decision space and how intensively the data memory might influence the decision
space. If the data history significantly shapes the decision space, there is a need to give
careful consideration to this information. Stored data about the past are relevant for the
present and might shape the decision space for the future.

Real data sources typically represent a technical economic process. For this analysis,
we substitute a real process with CA. Furthermore, we identify the process as a fractal
created on the basis of decision rules, extending the interpretation of [17]. It is assumed
that the decision rule is implemented in a process, according to Expression (2), whereby
this expression is a schematic model that can be applied to most activities in a technical–
economic context, as per Figure 2.

Typical examples of interpretations of this analytical approach are life-governing rules
that factually form a dynamic process. The sequence (i.e., the dynamic) of time and space
is often considered defined by increasing completeness and efficiency. Accordingly, the
main focus of this paper is to shed light on this.

Specifically, the paper develops a response to the following questions:

• To what extent does the construction of the decision rules influence the decision space?
This question reflects the considerations posed by [36];

• How intensively might the data memory influence the decision space?

We see a dispersion of activities (investment, knowledge, etc.) as a result of the
technical–economic rules (built-in technicalities or prescribed functional properties). Section 3
further deals with the issue of evaluation of the decision criteria in detail. This concept is
applicable in many areas of development, innovation, construction, and architecture. The
present paper applies this concept to the development of technical–economic processes
that represent regional development, investment, etc. [6,37]. An illustrative example is
given in Appendix A, Figure A2, i.e., the horizontal form of the decision space SA (read as
SBridge maintenance), time steps 1–80.

The frequency of activities applied acts across time and per space of activities, as
shown in Figure 2 and comparison to Figures 3–5. The spread of activities in time depends
on the decision rule and the use of historical data. The rule states that if the former time
period was successful for one of the next neighboring activities in the immediate past,
the decision makers need to build on the success while in the current position (that is,
initial innovation occurs, knowledge is gained, investment follows, along with further
development [38]). It is believed that memory, information, and experience from the last
time period are sufficient for making a decision in the current time period [29]. In other
words, the memory of the recent time period is the primary enabler of decision-making for
the current period.

The interpretation of memory data is frequently related to computer science and oper-
ation systems in practice [27]. In the context of the simulation described above, we could
speak about dynamic time-dependent data and data memory that is constantly refreshed.

Business managers, engineers, and architects will face this dilemma at many points
in time, and they make a decision based on the best information available to them at
that point in time [39]. The decision maker has to evaluate whether the information is
complete, unbiased, and authentic. The quantity and quality of data available for decision
making become important for them to understand the quality of the decision made. Due to
the uncertainty [40,41] of information, which is inherent to the dynamic situation of the
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business or other practical contexts, a decision maker has to evaluate an uncertain outcome,
which is considered a random variable [42].
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ut,j ⇔ IF((At−3,j−1 = At−3,j+1) then ut,j = 0⇒ white, else ut,j = 1⇒ blue).

2.3. Research Hypotheses

Three hypotheses can be developed to provide insight into the mechanism of decision
making and data memory:

• Decision rules change the operational decision space for the decision maker depending
on the time horizon of the memory used, e.g., (t − 1), (t − 2);

• The spread of activities in time is conditioned by the chosen DR. Comment: Indus-
tries and companies typically request stable regulation rules (in terms of regulatory,
economic, ecological, or political rules, etc.), mostly without calculating the expected
opportunities and their usefulness;

• The DR simulation utility characterizes the decision criterion both for (a) a schedule
of opportunities and (b) individual activities over time.

3. Analysis

The previous chapter dealt with the broader context of the effects of the decision rule
on the decision space and the potential of its use. An illustrative example is shown in
Figure 3. To select suitable solutions (variants, alternatives of DR), it is necessary to quantify
the use of created opportunities, their expiration, and intensification [43]. The DRC used
for the simulation of opportunities in Figure 2 applies its basic graphical form, as given
in Figure 3.
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Using the decision rule, the structure of implementation opportunities to achieve
reasonable utility outcomes needs indicators.

The opportunities created are unquestionable. These are the intensities of oppor-
tunities measured by the frequency of their occurrence in individual time periods and
individual activities forming the monitored project. They are the main evaluation content
in Figure 2 [44].

The sums of utilities in the time (applied activities in time sequence) are shown
in the right part, by a vertical graph. They characterize the use of activities (individual
utilities, in the sense of Equation (3), are evaluated as 1), introduced for simplicity: ap-
plied activity = utility = 1. Similarly, the frequency of application of individual activities
in the simulation time sequence is characterized by the graph at the bottom of Figure 2.
Fluctuation in the utilities is provided by individual activities.

The immediate characteristics that are offered for quantification are as follows:

(a) The total space S� for the involved activities in the project: S� = 1023 activities× 512 time
horizon = 523,776 potential interactions;

(b) Total application space after Dα activation: S∆ = 1023/2× 512 = 261,888 potential interactions;
(c) Total space after Dα simulation: SN = 19,171 proposed interactions according to Dα.

From the comparison of the defined space of activities S∆ and the total potential of
concentrated activities S�, we obtain (S∆/S� = 261,888/523,776); we interpret this as the
percentage of the potential of allocated activities. We see that for the limit purposes in Dα,
it is possible to use only 50.00% of the total interaction space. The Dα reduces the available
space for S∆ application in Figure 2 to 7.32%; the simulation of opportunities on the basis
of Dα reduces these spaces further—fractal simulated opportunities use 3.66% of S� space.

The economic consequences and limits for different applications are significant in
this context of dispersion. Application deals with opportunity and possibility. These are
mostly investments, innovations, the application of inventions, patents, development
strategies, and more [45]. The usability of opportunity at the level of percentage units is
only associated with the usability of invested resources. In the current interpretation, we
move on to the level of generalizing and reasoning. The effort to improve the productivity
and efficiency of the decision-making rule through deeper binding to data obtained from
the historical past has its limits.

In the following text, the article deals with the question of the consequences of con-
necting the criteria with historical data (as in statistical data, databases of knowledge,
experience, evaluated experiments, and others).

The economic consequences and limits for different applications are significant in
this context of dispersion. Application deals with opportunities and possibility. These
are mostly investments, innovations, the application of inventions, patents, development
strategies, and more. The usability of opportunity at the level of percentage units is only
associated with the usability of invested resources. In the current interpretation, we move
onto the level of generalizing and reasoning. The effort to improve the productivity and
efficiency of the decision-making rule through a deeper binding to the data obtained from
the historical past has its limits.

3.1. The Influence of Data Memory (i.e., Data History) on Decision Rules

The creation of the process structure in Figure 2 is based on the use of the most recently
available ex post data (t − 1); the decision rule Dα, described earlier, is summarized in
Table 1, and the simulation results shows and clarifies Figure 3. Similarly, Figure 4 is based
on the (t − 2) memory scheme in Table 2, and the last (t − 3) of Table 3 results in Figure 5.

We need to distinguish the data forms of the past and current data used in the decision
rule and the future (data ex ante). Suppose that Equation (2) represents a real process (such
as a project of investment or innovation benefits or the spread of knowledge) that occurs
in the market environment and causes the placement of quantitative parameters. This is
interpreted as a market product and is presented in Figure 2 as blue-filled spaces.
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Table 1. Decisions rule Dα on the basis of the most recent (t − 1) memory data.

Decision Rule Dα for At,j

Memory Data (t − 1) Decision on t about
Remarks

(j − 1) j (j + 1) At,j

ut,j ⇔
IF((At−1,j−1 = At−1,j+1)

then 0
else 1)

0 ~ 0 0 Due to the negative result for At−1,j−1 and At−1,j+1
(*) in t − 1,

the rule Dα , states that the action is not recommended.

1 ~ 1 0 Due to the full capacity for At−1,j−1 and At−1,j+1
(*) in t − 1,

the action is not recommended

0 ~ 1 1 Due to the positive outcome in t−1 and the free capacity (**),
the action is recommended

1 ~ 0 1 Due to the positive outcome in t − 1 and the free capacity (**),
the action is recommended

Note: (*) can be interpreted as innovation, spread of knowledge, development, inventions, investment, etc. (**) for t = 0, 1, 2, . . . , m and for
j = 0, 1, 2, . . . , m.

Table 2. Decision rule Dβ for the second most recent (t − 2) memory data.

Decision Rule Dβ for At ,j

Memory Data (t − 2) Decision on t about
Remarks

(j − 1) j (j + 1) At ,j

ut,j ⇔
IF((At−2,j−1 = At−2,j+1)

then ut,j = 0
else ut,j = 1)

0 ~ 0 0 Due to the lack of previous experience (*), the action is not
recommended.

1 ~ 1 0 Due to the fully exhausted capacity in the previous period (*),
the action is not recommended.

0 ~ 1 1 Due to the one positive outcome in t − 2 and the free capacity (**),
the action is recommended

1 ~ 0 1 Due to the positive outcome in t − 2 and the free capacity (**),
the action is recommended

Note: (*) can be interpreted as innovation, spread of knowledge, development, inventions, investment, etc. (**) for t = 0, 1, 2, . . . , m and for
i = 0, 1, 2, . . . , m.

Table 3. Decision rule Dγ for the second most recent (t − 3) memory data.

Decision Rule Dγ for At ,j

Memory Data (t − 3) Decision on t about
Remarks

(j − 1) j (j + 1) At ,j

ut,j ⇔
IF((At−3,j−1 = At−3,j+1)

then ut,j = 0
else ut,j = 1)

0 ~ 0 0 Due to the lack of previous experience (*),
the action is not recommended.

1 ~ 1 0 Due to the fully exhausted capacity in the previous period (*),
the action is not recommended.

0 ~ 1 1 Due to the one positive outcome in t − 3 and the free capacity (**),
the action is recommended

1 ~ 0 1 Due to the positive outcome in t − 3 and the free capacity (**),
the action is recommended.

Note: (*) can be interpreted as innovation, spread of knowledge, development, inventions, investment, etc. (**) for t = 0, 1, 2, . . . , m and for
i = 0, 1, 2, . . . , m.

To have a practical interpretation in mind, it can be assumed that Figures 1–4 show
the decision rules, which are the basis for a potentially successful strategic decision (e.g.,
investment or another economic asset). The calculation conditions are detailed in Tables 1–4.
The purpose is to draw attention to the possibility of creating computational decision rules
based on a text source or verbal formulation of decision rules. The formulations, which
cannot be converted into a decision rule, most likely contain a formulation or interpretation
defect. Simultaneously, with the transfer of the text to the decision rule, it is expedient to
assess the question regarding to what extent it is desirable to use (incorporate) data with
memory (statistical data, experience, and more) into the decision rules.

The usefulness or benefit created by means of the decision rules α, β, and γ as a
tree structure is presented in particular time periods in Figures 2, 4 and 5. Details of the
structure are offered in the frequency graphs on the right side and bottom of these figures.
It is possible to distinguish the cycle and the excessive frequency values and volatility in
some time periods for the decision rules α, β, and γ. The decision rules differ across time
series and enable a comparison of decision rule implementation efficiency.
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Table 4. Summary of findings according to the decision rules based by data memory, developed on extensions [44].

D Rule and
Data Memory

Decision Rule Formula
for 512 Periods of Simulations

Max Spread of
Aj in t = 512

Total Space Available
S���=a × b=1023×512

for Dαβγ

Influenced Space
Available S∆= a×b

2

Space
Used

SNNN

Of S�
Used

S∆ as %

Of S∆

Used
SNNN as %

- (a) (b) (c) (d) (e) (f) = e/c (g) = e/d

Dα : (t − 1)
ut,j ⇔ IF((At−1,j−1 = At−1,j+1)
then ut ,j = 0⇒ white
else ut ,j = 1⇒ blue)

1023 523,776 261,888 19,683 3.76% 7.52%

Dβ : (t − 2)
ut,j ⇔ IF((At−2,j−1 = At−2,j+1)
then ut ,j = 0⇒ white
else ut ,j = 1⇒ blue)

512 523,776 131,072 13,123 2.51% 10.01%

Dγ : (t − 3)
ut,j ⇔ IF((At−3,j−1 = At−3,j+1)
then ut ,j = 0⇒ white
else ut ,j = 1⇒ blue)

342 523,776 87,552 8493 1.62% 9.70%

Notes: Data in columns represent the influence of memory data: (a) Formulation of decision rules for 512 simulation steps results in
Figures 2, 4 and 5. (b) S� used for percentage comparison, both as the basis of the fraction and as an indication that it is still the same
space with a range (t = 512, j = 1 to 1023 of potential activities). (c) The spread of activities based on memory-dependent decision rules
Dα, Dβ, and Dγ. (d) The total space available S�. (e) The potential space S∆ required for simulation; Dα, Dβ, and Dγ influenced and
initiated decrease from 261,888 (=100%) to 131,072 = 50% and 87,552 = 33.4%. (f) The space SN, used as application opportunities offered by
memory-dependent decision rules Dα, Dβ, and Dγ. (g) The space use S∆ in %; S� = 100%. (h) The space use SN in %; S∆ = 100%.

It can be seen in Table 4 that, for example, productivity for At,j is the highest for
decision rule α.

3.2. Comparison of Decision Rule Productivity

The decision rules influence the outputs of the process under investigation and its
utility (productivity). The decision rules based on ex post data (t − 1), (t − 2), (t − 3)
explained in Tables 1–3 form the utility (productivity) of activities At,j. The shape of the
decision outcome is evident from the dispersion of activities in Figures 2, 4 and 5.

The summarized results are concentrated in Table 4. The range SN points out the
ability to spread the benefits of activities At,j in simulating the opportunities in the defined
space S∆. We see that the utilization dispersion indicates the volatility in (g) in the obtained
data of Table 4.

The three research hypotheses formulated in “Section 2.3” find their confirmation in
the simulations of Figures 2, 4 and 5. Dependencies are not linear; they have long-term
dynamic development. The use of decision rules on memory leads to a narrowing of the
application space (Table 4, columns of default data in columns (b), (d), and subsequent).

The usefulness or advantage created by the decision rules α, β, and γ as a tree structure
is shown in time (simulation steps) in Figures 2, 4 and 5. Details of the structure are shown
in the frequency graphs on the right and bottom of these figures. It is possible to distinguish
high or low values of frequency and high volatility in some periods for decision rules α,
β, and γ. Decision-making rules differ in time steps and allow for a comparison of the
implementation effectiveness of the decision-making rules.

It can be seen, for example, that the spread of application opportunities (productivity)
is the highest for the decision rule α. The volatility in simulation steps changes over time.
Under such circumstances, significant follow-up economic and technical consequences
may occur.

3.3. Productivity Efficiency of Decision Rules α, β, and γ

The summary of the results based on decision rules α, β, and γ is given in Table 4.
Results are attained on the basis of long-term simulation. A number of observations can
be made:

• Decisions based on the data memory narrow the range of information and space
available for potential actions Aj (opportunity of economic response), as seen in
Figures 2, 4 and 5;

• The inclusion of a backward (historical data) time (t − 1) into the decision criterion Dα

(t − 1) in Figure 2 leads to a decrease in opportunities to 50.0% of the influenced space
(261,888 units), compared to space available (523,776 units). The reduction of 131,072
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of 523,776 units is 25% for decisions on the basis of two time periods (t − 2), as well as
the reduction on the basis of data (t − 3) to 16.72% (523,773 units to 87,552) for Dγ on
the basis of data (t − 3); details are in Table 4 and Figures 2, 4 and 5. The inclusion of
one or more backward time steps into the decision criterion leads to narrowing the
influenced implementation area (SN(t − 1) in Table 4, column (e) 19,683 as 100%) to
13,123; this is 68.4% for (t − 2), and 43.1% for (t − 3). Further comparisons are given
in Table 4;

• The spread of the impact of decision rules of activities Aj slows down at a rate of
tangent α; (indicator) is given as tg(Dα) = 0.999 to tg (Dβ) = 0.500 and tg(Dγ) = 0.334.

On this basis, conclusions can be drawn about the avoidance of risk [46,47] or conser-
vative behavior. The economic consequences are a decrease in productivity for an ongoing
process, as well as the reduction in opportunities as a future economic response.

4. Discussion

The above analysis provides the answer to fundamental questions regarding decision
processes in real life. An example of a maintenance schedule is given in Appendix A. Some
important questions are as follows:

• Does a decision process really act in a homogeneous decision space? The decision
space is not homogenous for the rules modelling real-life situations, which were
examined in this paper as decision rules (α, β, and γ). A time range of productive
periods for Dαβγ exists, as do a range of unproductive time arrangements, which
exhibit a lack of utility [48];

• Does the lack of homogeneity of the decision space affect the environment for imple-
menting decisions? The decision space creates bubbles that cover substantial areas of
the decision space. These bubbles indicate the absence of productive activity. More-
over, the decision space affects the utility (productivity) of subsequent time periods
and parallel-running activities in the long term. To some extent, these are affected ac-
tivities Aj, which can cause a long-term negative domino effect, that is, the productive
space at various subsequent time steps is a sensitive structure of opportunities. The
knowledge about decision consequences, which helps to choose an appropriate action
in an appropriate time step, helps to generate a higher utility [49];

• To what extent is the decision in the decision layers (t− 1), (t− 2), (t− 3), etc., affected
by decisions in previous layers (i.e., the decision history)? Binding Dαβγ to data with
history causes significant changes in the decision space; it changes the range of effects
that are available (see Figure 6). The pattern of productive activity is exhibited in
Figures 3 and 4. This clarifies the significant modifications across the decision layers;

• To what extent is the decision in the decision layers (t − 1), (t − 2), (t − 3), etc., able to
influence decisions in future layers?

• The pattern of active (productive) space in Figures 2, 4 and 5 shows a strong sensitivity
of Dαβγ to ex ante development. Because of this, the Dαβγ exhibits similarity.
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5. Conclusions

Decision making is one of the crucial tools supporting progress in any discipline. The
paper argued that the prerequisite of successful development is to know the expected
chances of future development. In this sense, we presented the idea about opportuni-
ties. This is an inverse to the concept of missed opportunities. Figure 1 illustrates the
consequences, the long-time application of a relatively simple decision rule. The decision
opportunity was introduced as Dopportunity = {(Drule; Mdata)|SA } and is a surrogate for
term prognosis, plans, prospect, etc.

A preview of the long-simulated simulation segment (a, b, c, d) suggests the following:

• A long-term life of activities included in the created decision-making space;
• The “thickening” opportunities over time;
• The existence of bubbles without application opportunities and their displacement

during the lifecycle of the decision rule;
• Creating application cycles of opportunities.

Information on the consequences of the application of the decision criterion has a long-
term strategic character. This creates an essential support of economic and technical disciplines.

Decision-making rules in common practice are based on the experience and knowledge
created in the past. They compose the future based on the knowledge of the past. This
issue was addressed in particular by the investigation of the examples in Sections 2 and 3
of this article.

We appreciate this point for situations in which transparent, mostly long-term valid
databases dominate. Empirical confirmation is generally a necessary condition, but not
without sufficient exceptions [50,51]. The values created by large national units should
comply with the principles of evaluation, based on the idea of sustainable economic
growth [52] and the need for return on investment, capital, and invention, to create long-
term benefits [53,54]. However, many carefully selected activities do not achieve their
goals [55,56]; for instance, the completion deadline was exceeded, the solution sustainability
failed, or the externality costs unexpectedly rose [57].

Consequently, it is often misunderstood that the dynamics of the application oppor-
tunities for the intended economic and technical capital goods are dominant [58,59]. The
calculation of opportunities is often overlooked, and it either did not occur or internal
or external influences were excluded. The discussed fact is that future developments are
difficult to detect. This argument is not full-fledged because of the current absence of tools
for evaluating the decision criteria, and their application in processes depicting the space
in which activities (such as large capital-intensive projects) are to be invested.
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Appendix A

An application example in a fractal environment is seen in the maintenance and
renewal of a pedestrian–cyclist bridge. Engineering projects are known as investment-
intensive. At the same time, they also have high costs for maintenance, renewal, and
modernization during their lifetime. It is these issues that are neglected or ignored at
the time of investment. The correct selection of construction variants or alternatives is
essential. Figure A1a,b illustrates the two projects of the integrated column. The presented
pedestrian and cyclist bridge case study follows the scheme in Figure 3, and it shapes the
space for maintenance application. The individual activities of the bridge construction
(i.e., structural elements) are the foundation (A1), pillars (A2), integral beams girder (A3),
girder (A4), and deck (A5). The example brings the presentation closer to the usual time
schedule scheme; the time axis is horizontal. In Figure A3, the information is divided
into the past (information on the feasibility of individual structural elements), present
(implementation), and future (forecast of the design of time intervals for the implementation
of cyclic maintenance and renewal).

The study has its specific background in a number of bridge structures such as foot-
bridges in the Czech Republic. There was also a reclassification of these structures to the
category of “emergency”. Photographs are shown in Figure A1a,b. They illustrate the new
design solutions chosen for the new installations in Prague–Troja and Pisek.
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Vojtasek, Construction journal; published by KONSTRUKCE Media Plc., 2020.; (b) Reproduced with
permission from H. Malik, Construction of the Year 2019; published by Triangl Corp., 2019.
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Although the project of the new solution focuses on technical functionality and the
authorial effect, it is in the public interest that the costs of the entire lifecycle are efficient
per unit time. The economics of evaluating technical solutions, i.e., the applied rules of
current decision practice, are mostly based on (empirical) cost budgets. This has to do
with short-term horizons, as in the project is limited to the design and construction (the
pedestrian bridge Prague–Troja m2 cost ca. EUR 5859 and length meter ca. EUR 23,437;
Pisek–Pleskot bridge, ca. 5809 EUR/m2, and ca. 17,428 EUR/m).

The paper offers an alternative as a dynamic fractal life cycle. Figure A2 shows the
spreadsheet segment and comments. The construction structure is simplified. Most EU
national economies work with a standardized work breakdown structure (WBS). The
reason for using a WBS is to eliminate the cost control risks of construction projects. A
summary of the calculation using the decision rule α is shown in Figure A3.

Sustainability 2021, 13, x FOR PEER REVIEW 16 of 19 
 

national economies work with a standardized work breakdown structure (WBS). The rea-
son for using a WBS is to eliminate the cost control risks of construction projects. A sum-
mary of the calculation using the decision rule α is shown in Figure A3. 

 
Figure A2. The calculation scheme—MS Excel; Bridge activities A1–A5 and time steps for t = 80. 

The main result of the case study is the creation of a maintenance and renewal sched-
ule based on the fractal structure created by the decision rule α. The individual mainte-
nance cycles are a fractal structure (Figure A3). Moreover, activities A1–A5 create mainte-
nance cycles with a fixed time and structure of the activities. They are visualized as bar 
graphs. A total of 44 maintenance interventions are included. The bridge deck in A5 re-
quires 16 hits (as shown in the horizontal density graph, Figure A3 in the right part). Sim-
ilar information about technical lifecycle is presented in a vertically oriented density 
graph for individual time periods of maintenance. 

 
Figure A3. Calculation results: (a) maintenance time schedule, (b) construction elements maintenance density (service-life 
80 years, in right), (c) for two technical life cycles, 2 × 40 years. 

A clear segmentation of the individual maintenance cycles is shown separately in 
Figure A4. The time sequences are particularly noticeable. 

Figure A2. The calculation scheme—MS Excel; Bridge activities A1–A5 and time steps for t = 80.

The main result of the case study is the creation of a maintenance and renewal schedule
based on the fractal structure created by the decision rule α. The individual maintenance
cycles are a fractal structure (Figure A3). Moreover, activities A1–A5 create maintenance
cycles with a fixed time and structure of the activities. They are visualized as bar graphs. A
total of 44 maintenance interventions are included. The bridge deck in A5 requires 16 hits
(as shown in the horizontal density graph, Figure A3 in the right part). Similar information
about technical lifecycle is presented in a vertically oriented density graph for individual
time periods of maintenance.
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A clear segmentation of the individual maintenance cycles is shown separately in
Figure A4. The time sequences are particularly noticeable.
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The issue of maintenance cycles is summarized in Table A1. Attention is given to the
high concentration of maintenance needs for activities A5 and A4. For the first cycle of
technical life, it is necessary to spend 36.36% + 18.18% of interventions. In this case, it is
54.54% of maintenance activities.

Table A1. The issue of maintenance cycles.

Activity Cycle Density * Density **

Maintenance Years LC 80: % Σ 44: %
(a) (b) (c) (e)

A5—Deck 5 20.00% 36.36%
A4—Girder 10 10.00% 18.18%

A3—Integral beams
girder 20 10.00% 18.18%

A2—Pillars 20 5.00% 9.09%
A1—Foundation 25 10.00% 18.18%

Note: * Maintenance density %; life cycle (LC) 80 years. ** Maintenance density %, construction elements. Applied
(44 times) in LC 80 years.

However, the actual engineering standard of the project consists of innovations of ele-
ments A3, A2, and A1. Although disproportions can be further supported by cost analysis,
the possibilities of project modifications can already be deduced from the assessment of
the fractal structure.
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