
sustainability

Article

Parallel Code Execution as a Tool for Enhancement of the
Sustainable Design of Foundation Structures

Jiri Brozovsky 1, Radim Cajka 2 and Zdenka Neuwirthova 2,*

����������
�������

Citation: Brozovsky, J.; Cajka, R.;

Neuwirthova, Z. Parallel Code

Execution as a Tool for Enhancement

of the Sustainable Design of

Foundation Structures. Sustainability

2021, 13, 1145. https://doi.org/

10.3390/su13031145

Academic Editor: Castorina

Silva Vieira

Received: 30 November 2020

Accepted: 19 January 2021

Published: 22 January 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Department of Structural Mechanics, Faculty of Civil Engineering, VSB-Technical University of Ostrava,
708 00 Ostrava, Czech Republic; jiri.brozovsky@vsb.cz

2 Department of Structures, Faculty of Civil Engineering, VSB-Technical University of Ostrava, 708 00 Ostrava,
Czech Republic; radim.cajka@vsb.cz

* Correspondence: zdenka.neuwirthova@vsb.cz

Abstract: Civil engineering structures are always in interaction with the underlying parts of the
Earth. This form of interaction results in deformations and stresses that affect the service life of
structures. Long and predictable service life is one of important aspects of sustainable design. Thus,
good knowledge of the interaction effects is an essential part of sustainable design. However, to
obtain this information, the use of complex numerical models is often necessary. In many cases, the
creation and analysis of such complex models are not possible with the tools usually available in civil
engineering practice. Technically, the necessary software and computer hardware exist, but their use
for such tasks is still very infrequent and includes many challenges. The main aim of this article was
thus to propose an approach of numerical analysis that utilizes parallel supercomputers and software
based on the finite element method. The paper concentrated on the feasibility of the solution and on
calculation times, because these aspects are usually the main reasons why engineers in practice tend
to reject these approaches. The approach was demonstrated on a model case that was compatible
with actual in situ experiments executed by the author’s team, and thus the validity of the computed
results is verifiable. Limitations of the proposed approach are also discussed.

Keywords: finite element method; supercomputer; soil-structure interaction; ANSYS; parallel
processing; parallel code execution

1. Introduction

Design of sustainable civil engineering structures (that is, effective and durable struc-
tures with a long service life and with a minimal environmental footprint) is often limited
by the available design tools. Today, it is common to use computers and advanced numeri-
cal tools like the non-linear finite element method. However, it is hard to use these tools
in some areas because their complexity still requires computational power, which is not
available with contemporary personal computers nor workstations. One problem area is
the soil–structure interaction. This problem is often reduced to the interaction between
the foundation structure, or even just a part of the foundation structure, and the soil [1].
Such an approach is common in civil engineering practice, but it does not respect the fact
that there is an interaction between the whole structure (definitely not just the foundation)
and the area of the Earth under the structure, which can be measured in tens or hundreds
of meters (for the sake of simplicity, such areas are addressed in this article as “soil”).
Such soil is in reality non-homogeneous space that usually has several layers of materials
with different properties (soils, rocks of different types [2]). It is obvious that there is a
little space for simplification and that reduction of the problem to the interaction of some
structural members with limited Earth volume have to lead the designs that incorporate
many inaccuracies [3]. The importance of these inaccuracies increases with time due to
time-related changes in all materials and structures involved. Thus, for the design of
sustainable structures, it is necessary to use approaches that will make it possible to create
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numerical models of structures and their surrounding environments (especially these parts
of the Earth volume that are in interaction with the structure). Thus, this paper focuses
on the soil–structure interaction problems. Necessary computational [4] and numerical
tools exist [5]. However, their actual use requires additional efforts that have to be studied,
developed, and then introduced to civil engineering practice.

As it was mentioned above, numerical modelling of building structures is used in
every phase of the design process and for every possible material choice to predict various
phenomena and independence. Analysis can be performed as linear or nonlinear [6–8].
In both cases, the numerical modelling of building structures requires a large number of
simplifications [3]. Material properties are often assumed to be linear elastic or elastic-
plastic. The behaviour of many structural elements is idealized and structural supports
are often idealized or simplified too. It is still common that ideal models of supports
(e.g., hinges, fixed supports) are used. Modern finite element software packages for civil
engineering [9,10] often incorporate less or more sophisticated models for soils, which
can be used for better representation of soil–structure interaction problem. Some of this
software models the compression-only nature of the soil–structure interaction, others
do not. Simplified models are often based on the Winkler subsoil model [11,12] or its
derivatives like the Pasternak or Kolar models [13]. Models that are based on elastic half-
space also exist [14,15] and they are implemented, for example, in the Soilin model of the
SCIA software [9,16] or in the academic code by Cajka et al. [17,18].

These models are in general 1D or 2D-oriented and they replace the 3rd dimension
(the soil depth and all soil and rock layers) with one or a few parameters. It makes them
less suitable for modelling of complex (but very common) situations like the interaction
between several buildings with foundations in different depths or even for modelling of
a single building that has several levels of foundations. In these cases, the 3D model is
required. It can be based on a combination of finite and semi-infinite elements [19,20] or it
can be represented as a limited part of 3D half-space. Such a model allows for the inclusion
of several material layers with different material properties. These properties can be linear
elastic or (preferably) elastic-plastic (the Drucker-Prager or the Mohr-Coulomb models are
common).

Using these 3D computational models may achieve more precise results. The calcu-
lation must be well prepared including the computing method and all input parameters.
Using this detailed computing method will help to design optimized buildings. Optimiza-
tion will result in less construction material used and therefore in a lower carbon footprint
per structure. Making optimized buildings will result in lower production of building
materials and have a positive effect on the environment [21].

These 3D models introduce several problems. The issue of obtaining and verifing
proper material data is out of the scope of this article. This information is available
in other articles that publish results of the experimental program by Cajka et al., for
example [1,17,21]. Another important issue is the modelling of boundary conditions. It
is well known [22] that the type of boundary condition can importantly influence model
behaviour. In this paper, boundary conditions based on study [3] were used. Model
behaviour of course also depends on the size of the modelled area: the smaller the area is,
the bigger are the unnecessary influences on stress and strain state in the modelled area.

One of the biggest issues is a model’s size. Finite element models of buildings can
have thousands to millions of unknowns. The subsoil area related to a structure is usually
4–20 times bigger than the structure itself and it extends in all three directions. This size
can be determined approximately. For example, the authors of [23] propose an analytical
method designed for environments close to the studied one.

Thus, the model of this area may have many times more unknowns than the model
of the building itself [24]. For larger cases, it is easily possible to reach the size of tens of
millions of unknowns for the whole model. Computation times will be increased if the
material model is non-linear or if there are measures for modelling used of a compression-
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only nature for the soil–structure interaction (for example, if so-called contact elements [25]
are used).

One of the possible approaches to shorten computational time is the use of parallel
processing. At the current time, most personal computers and workstations use multi-
core central processing units (CPU) [26–28], with 4–32 cores. For a larger number of
CPUs or cores, it is necessary to use a supercomputer [4]. This article is going to discuss
investigations of the possible use of such supercomputers [29] for soil–structure interaction
problems.

Using a supercomputer does not necessarily mean a larger carbon footprint. Tasks
computed on a supercomputer wait in the queue and are optimized before their calculation.
The supercomputer usually works all the time without delays. Some supercomputers focus
on lowering the carbon footprint. The main problem with supercomputers is the large
amount of heat that is produced as a side effect of their usage. They usually need a large
cooling system. The most popular solution is a connection of the cooling system to the
heating system and the use of this energy for building heating, taking a step towards being
carbon-neutral [30].

Therefore, it is also important to investigate the optimal size of a model, so the model
is detailed enough without consuming too many resources or taking too long [22].

2. Approach Description

The main idea of this article is to use supercomputers to make possible a more detailed
numerical analysis of the soil–structure problem. The proposed approach includes these
steps:

1. Preliminary analysis (based on analytical formulas or simple numerical models and
on field testing data). In this stage, the size of the modelled soil volume should be
determined.

2. Initial numerical model based on finite element method. This model may be used for
verification of the general behaviour of the numerical model. Size and complexity of
this model has to be feasible for a common desktop computer.

3. Preparation of a detailed numerical model for a parallel computer. Such models can
be prepared in a similar fashion as that of the usual numerical models. The usual
problem is size of the model, which makes it impractical (or even impossible) to
create it on a desktop computer. However, some contemporary engineering software
allows for a combination of a numerical model of civil engineering structure (which
usually can be created interactively with the use of usual engineering software) with
the subsoil model which may have to be generated (non-interactively) directly on the
supercomputer with support of program commands. For example, the ANSYS [25]
software uses the APDL command language, which was used for this work in the
example presented below.

4. Numerical analysis of the prepared model on a supercomputer. In this step, linear
elastic material properties should be used and the results (at least deformations)
should be compared with those from Step 2. This step is necessary to reveal possible
critical errors or incompatibilities of the model. In addition, time consumption needs
to be assessed to ensure the non-linear solution. It is also necessary to note that
parallel code execution offers further challenges, which may have negative influences
on the solution. For at least some finite element programs, it is true after a certain
problem size, the solution may become unstable, and the maximum possible size
of the problem has to be searched [31]. This of course requires re-modelling of
the problem (number of finite elements of the soil volume have to be scaled down
without changing the building structure model). This task can be eased if a parametric
command language like the APDL is used.

5. Non-linear analysis on a supercomputer with all desired non-linearitys (contacts
between elements and material non-linearity, for example).
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6. Analysis of results. This task may also require processing on a parallel computer.
Once again, it is recommended to use program commands to extract the desired result
data.

The following text discusses this approach on an example of a structure on soil. The
main reason for the selection of such a structure was the availability of results obtained
during the long-term experimental program headed by Cajka [1,3,32,33]. The experiment
allowed us to study only relatively simple structures in situ (slabs up to 2 × 2 m) thus
numerical models follow their geometry. Steps 1 and 2 are not discussed here because in
this particular case, already available data from previous works were used.

The article concentrates on computational times to demonstrate feasibility of the
proposed approach. Results of the particular case are not discussed here, just some basic
data are shown to verify that the behaviour of the model analysed on parallel computers
correlates with the experimental data.

3. Finite Element Modelling

Numerical models were prepared with the use of the finite element method [34].
Both commercial ANSYS [25] and in-house developed finite element packages were used.
The material of the subsoil part of the model was assumed to be both linear elastic and
elastic-plastic. The material of the structural model was assumed to be linear in most cases.

The model included a sub-volume of subsoil and a model of a reinforced concrete
slab, which represented the building structure.

3.1. Used Finite Elements

In the presented work, the brick-shaped, isoparametric, 8-node serendipity family [35,36]
finite elements are used. These finite elements are available in the ANSYS software
(SOLID45, SOLID65) [25] and in the uFEM finite element code (BRICK9), which was
developed at the VSB–Technical University of Ostrava [37].

These finite elements use shape functions of the following form [35]:

Ni(ζ,η,ξ) = 0.125 (1 + ζζi)(1 + ηηi)(1 + ξξi)(ζζI + ηηI + ξξI − 2) (1)

where ζ,η,ξ are natural coordinates of an arbitrary point and ζi, ηi, ξi are natural coordinates
of the ith node of finite elements. The shape functions (Ni) are used for approximation of
unknown deformations. These elements are discussed in greater detail in [35].

The 8-node element has 3 unknown parameters in every node (displacements in x,
y, and z directions), thus a single element has 24 unknown parameters. The reinforced
concrete slab was in most cases [38] represented by the same brick-shaped finite element
types as were used for the subsoil model (the SOLID45 and the SOLID65 elements of the
ANSYS).

The connection of parts of the model was first assumed as ideal (node-to-node connec-
tion) then so-called contact finite elements were used (the TARGE170 and the CONTA175
elements of the ANSYS). These elements were used to simulate the compression-only
character of the soil–structure interaction

3.2. Model Description

The designed numerical models were based on an actual experimental setup of the
STAND device at the VSB—Technical University of Ostrava [33].

The model included two main parts: a subsoil model that was the shape of a brick
and a reinforced concrete slab model that was located in the centre of the top surface of
the subsoil model. The reinforced concrete brick was assumed to have dimensions of 2
× 2 × 0.15 m in all cases. The dimension of subsoil was altered. The main computations
presented in this paper were done on a model with dimensions 42 × 42 × 20 m.

Dimension of the modelled area and sizes of finite elements were based on previous
works [21]. They also depended on computer resources available for this particular research



Sustainability 2021, 13, 1145 5 of 12

task. The problem of mode size for this particular class of cases was studied in greater
detail and previously published [3,22].

The load was modelled in the form of forces located in the area of 0.2 × 0.2 m in the
centre of the reinforced concrete slab.

Initial model behaviour was studied on a simple model with a small number of finite
elements. The reinforced concrete slab was omitted in this case. Thus, this model did
not include contact elements. One of the setups for this model is shown in Figure 1. This
model used linear elastic material parameters (Young Modulus and Poisson Ratio), listed
in Table 1. The initial model had a larger soil volume (42 × 42 × 42 m) because it was
modelled with the use of the uFEM [32] software, which allows for the use of an arbitrary
number of processors.
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Table 1. Material parameters of soil.

Parameter Value

Young Modulus 24 × 107 Pa
Poisson Ratio 0.35

Cohesion 24× 107 Pa
Friction Angle 0.45 rad

Dilatancy Angle 0.20 rad

Further models were created in the ANSYS with the use of greater numbers of finite
elements and with non-linear material parameters. These models used two different
materials: Drucker–Prager elastic-plastic model for soil (Table 1) and the Willam–Warnke
model for concrete (Table 2). The Willam–Warnke model implemented in the ANSYS
software is based on elastic-plastic behaviour combined with a material softening model
for modelling concrete cracking and crushing. The soil model was thus constructed from
SOLID45 finite elements and the reinforced concrete slab from the SOLID65 elements. The
compression-only connection between soil and slab was envisaged and it was modelled
with the use of TARGE170 and CONTA175 contact finite elements. These elements were
located on the interface between the slab and the soil volume. The load was applied in the
form of pressure located at the 0.2 × 0.2 m area on the centre of the top of the slab.
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Table 2. Material parameters of reinforced concrete.

Parameter Value

Young Modulus 27 × 107 Pa
Poisson Ratio 0.20

Open Shear Transfer Coefficient 0.40
Closed Shear Transfer Coefficient 0.20

Uniaxial Cracking Stress 640 × 105 Pa
Uniaxial Crushing Stress 320 × 106 Pa
Biaxial Crushing Stress 384 × 106 Pa
Hydrostatic Pressure 554 × 106 Pa

Hydro. Biax. Crush. Stress 464 × 106 Pa
Hydro. Biax. Crack. Stress 557 × 106 Pa

Tensile Crack Factor 0.6

We prepared models of different sizes: the basic model (7000 nodes, Figure 1a) was
designed to be used on a desktop workstation, the large model was designed to be executed
on a parallel supercomputer (642,330 nodes, Figure 2).
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3.3. Computational Procedures

Computations of the models were done with the use of several environments: The
initial model was analysed with the use of the in-house developed uFEM software. The
conjugate gradient method [39] with preconditions was used for the solution of the finite
element problem. The uFEM software allows parallelization of conjugate gradient solutions
by parallelization of key operations (matrix-vector and vector-vector multiplications, prob-
lem matrix construction, and results from computations, among others). The software is
written in the C language and uses the UNIX threads mechanism to execute parallelization.
The computations were executed on a workstation with the POWER9 central processing
unit (IBM Corporation, Armonk, U.S.A.) [40] and the Blackbird workstation (Raptor Com-
puting Systems, Belvidere, IL U.S.A.) [41]. This computer allows utilization of up to 16
processes with full performance (4 processes per one CPU core). Due to the available
platform (POWER9/Linux), it was not possible to run the ANSYS models on this setup.

The ANSYS models were executed in two different environments. The first was a
standard desktop workstation. Unfortunately, the available ANSYS setups did not allow
the use of more than 2 CPUs within this environment. Thus, it was not possible to discuss
the scalability or limitations of the solution within this environment.
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The second setup was the ANSELM supercomputer, which allows running ANSYS
with up to 512 CPU cores [31]. The limitation is caused by the limitation of the ANSYS
licenses in the National Supercomputing Centre IT4Innovations. The used solver was based
on a domain decomposition approach [5,42]. Distributed computing qA implemented with
the use of the message passing interface standard (MPI) [43].

4. Results

Computational times are discussed as they are the most important aspects of this pa-
per. The results of this particular study are only briefly mentioned. The computations were
compared with available experimental data (available, among others in papers [1,22,33,34]).
However, experimental data are limited to deformations (in most cases to slab deforma-
tions) and to limited stress sensor data. Thus, only selected deformation data are presented.

4.1. Computational Speed

It is often stated that computational procedures based on parallelization of the solution
of linear systems (the parallel conjugate gradients method, for example) can be effectively
accelerated with several CPU cores on shared memory computers (on personal computers
or traditional desktop workstations) with multiple CPUs or with multi-core CPUs. It is also
sometimes stated [25] that the speed increase is negligible on more than four CPU cores
or CPU threads. Thus, solutions on a 16-thread POWER9 CPU were conducted and the
results are summarized in Table 3.

Table 3. Computational speeds of the uFEM solution.

Number of Threads/Processes (-) Computational Time (s) Computational Time (m:s)

1 549 9:09
2 399 6:39
4 259 4:19
6 233 3:53
8 225 3:45
10 212 3:32

The ANSYS solution on the workstation for the model described above required 4:19
on 4 CPUs and 3:53 on 6 CPUs (Figure 3). Thus, it can be concluded that for this particular
problem (non-linear model of a given size), there is no noticeable increase in speed based
on more than 4 CPUs. This proves the recommendation stated in [25].
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4.2. Computational Speed on HPC

The parallel computing on a supercomputer was performed on the ANSELM su-
percomputer located in the National Supercomputing Centre IT4Innovations, Ostrava.
Detailed information about the submission and limitation of the supercomputer was pub-
lished before and included the optimization of the resource allocation [31].

We were allocated twice the number of cores than were actually used for computing
each case. The unused cores served as a memory buffer. Therefore, the calculation was
performed on 256 cores (allocating 512 cores), 128 cores (allocating 256 cores), 64 cores
(allocating 128 cores), 32 cores (allocating 64 cores), 16 cores (allocating 32 cores), and 8
cores (allocating 16 cores). Every calculation was performed three times to collect accurate
results (Table 4).

Table 4. Computational speeds of the high-performance computing solution.

Nodes Cores per Node HPC Licenses Solution Time (h:min:s) Average Solution Time (s) Average Solution Time (h:min:s)

32

16

256
0:18:59

0:19:080:19:04 1148
0:19:22

16 128
0:29:42

0:29:510:29:54 1791
0:29:59

8 64
0:52:39

0:52:520:52:47 3172
0:53:10

4 32
1:41:11

1:41:011:41:21 6061
1:40:32

2 16
3:29:26

3:29:053:29:24 12545
3:28:25

1 8
6:44:12

6:45:136:47:03 24313
6:44:25

Solution times from Table 4 were transferred to Figure 4. A horizontal axis shows solu-
tion time in seconds using a logarithmic scale. The ANSYS solution on the supercomputer
for the model described showed an exponential increase in speed.
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4.3. Deformation

Most of the modelled area had the shape of a rectangular brick, which allows for the
preparation of a very effective finite element mesh. As an example of the obtained results,
the deformation under the centre point of the slab is shown in Figure 5. The maximum
computed deformation was −0.653 mm, which correlates well with the data available from
experiments (average value of −0.6 mm) for the same point (bottom centre point of the
slab).
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5. Discussion

The solution on the workstation for the model described above required 4:19 on 4
CPUs and 3:53 on 6 CPUs, and it was concluded that there is no noticeable increase in
speed based on more than 4 CPUs. A larger problem was executed on a supercomputer
using 1 × 16 to 32 × 16 cores. The biggest time saving appeared with a change from 1 × 16
to 2 × 16 computation, where time was halved. This phenomenon occurred up to 64 cores.
Using more than this number seems to be unnecessary for this particular problem. The
presented case was relatively simple but it shows that the selected approaches are feasible
and can be used for the more complex problems that usually arise from the needs of civil
engineering design. However, it is obvious that in the case of supercomputers, there are
still available resources to solve more complex cases. Such resources would not be available
on much more constrained personal workstations like the one used for the purposes of
this article. It has to be noted that a single load case was solved. The actual design of any
new civil engineering structure requires solving several load case combinations and also a
number of design alternatives. All load cases combinations can be solved concurrently (in
parallel) on a supercomputer (provided that sufficient computer memory, CPU cores, and
software licenses are available). Software like the ANSYS and uFEM have abilities for non-
interactive evaluation of data based on their internal scripting languages, which also makes
it possible to execute preliminary evaluations of results (finding the most critical details or
stress-based or strain-based comparison of alternative designs) on a supercomputer and
thus save additional time.

6. Conclusions

This article proposed an algorithm to increase the speed of the numerical analysis of
large soil–structure problems by using parallel supercomputers. The algorithm is based
on the use of available software and numerical models. The approach was illustrated on
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an example based on an experimental program conducted by one of paper authors. The
presented information allows us to define these main conclusions:

• Parallel computations, especially if they are executed on large computers or supercom-
puters, make it possible to solve large civil engineering problems like soil–structure
interactions in much greater detail than is possible on the desktop computers that are
usually available to civil engineering professionals.

• The approach proposed in the article is feasible and it has the potential to be used in
civil engineering practice.

• Limitations: finite element solution scalability is limited to some extent. When these
limits are reached, it is more sound to use the available supercomputing resources for
the solution of model (design) alternatives or to speed-up the solution of load case
combinations by their concurrent execution. That is, time-savings of a single load step
solution or a single model solution are not the only nor the greatest benefits of the use
of supercomputers.

• It is always necessary to execute a multi-step computational analysis that will include
small-scale computation of less-detailed models and only then perform the large-scale
computations on a supercomputer.

• The above mentioned parallel computation approach gives the possibility of designing
enhancements that should lead to a more effective design of structures. The ability
to provide results of complex and detailed models of complete structures with the
foundation makes possible the selection of the best design alternatives in terms of
carbon footprint (material saving criteria) and also with the necessary level of durabil-
ity and service life (by a selection of alternatives with the smallest number of critical
structural points as possible).

It is obvious from the computation times that are shown in this article that actual opti-
mization approaches (which usually require hundreds, thousands, or even more repeated
computations of complete structural models) are still hard to accomplish.
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