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Abstract: Nowadays, agile software development is considered a mainstream approach for software
with fast release cycles and frequent changes in requirements. Most of the time, high velocity in
software development implies poor software quality, especially when it comes to maintainability.
In this work, we argue that ensuring the maintainability of a software component is not the result
of a one-time only (or few-times only) set of fixes that eliminate technical debt, but the result of
a continuous process across the software’s life cycle. We propose a maintainability evaluation
methodology, where data residing in code hosting platforms are being used in order to identify
non-maintainable software classes. Upon detecting classes that have been dropped from their project,
we examine the progressing behavior of their static analysis metrics and evaluate maintainability
upon the four primary source code properties: complexity, cohesion, inheritance and coupling. The
evaluation of our methodology upon various axes, both qualitative and quantitative, indicates that
our approach can provide actionable and interpretable maintainability evaluation at class level and
identify non-maintainable components around 50% ahead of the software life cycle. Based on these
results, we argue that the progressing behavior of static analysis metrics at a class level can provide
valuable information about the maintainability degree of the component in time.

Keywords: software maintainability; software quality; software evolution; trend analysis; static
analysis metrics

1. Introduction

Given the increasing demand to reduce the time-to-market, while coping with con-
tinuously changing user requirements, agile development methodologies have become
state-of-practice. In this context, software development is an iterative process of introduc-
ing new and updating existing features while at the same time maintaining software. This
last part, i.e., maintaining software, is often overlooked during the agile life cycle. One of
the most important reasons for this is that in the “speed vs. quality” dilemma, faster release
cycles appear more beneficial in a short term perspective. However, in a mid- to long-term
perspective, maintaining software at good quality ensures that risks are mitigated more
easily, while technical debt does not “explode”, this way leading to failure or challenged
(in cost and time) software projects. Given this constant change combined with the modern
software paradigm that involves multiple contributors and technology stacks, the need to
produce maintainable software is evident.

According to ISO/IEC 25010:2011 [1], software maintainability is defined as the
“degree of effectiveness and efficiency by which a product or system can be modified by the
intended maintainers” and is composed of the following five characteristics: Modularity,
Reusability, Analyzability, Testability and Modifiability [2]. The importance of maintainability
as a quality attribute is indicated by several studies [3,4], which conclude that only 30–40%
of the total man effort refers to development, while the remaining 60–70% refers to purely
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maintenance costs. This is also more than evident considering the fact that 90% of the
software life cost is related to its maintenance phase [5]. At the same time, software
sustainability is defined as “the capacity of the software to endure in time” [6], which is
closely related to software maintainability and may even use the same ISO definitions
to be quantified [7]. It is, thus, obvious that improving software maintainability directly
improves software sustainability and so the need for methodologies and tools to assess
and understand maintainability emerges.

Given the importance of maintainability towards achieving effective software devel-
opment, various metrics have been proposed that can be used as the information basis
upon which maintainability predictors and evaluators can be built. While various systems
have been proposed that quantify maintainability from different perspectives, most of
these systems assess maintainability on a snapshot of the source code, do not provide
explainability on the reasons why maintainability is poor and do not capture the rate that
the maintainability is degrading.

In this work, we propose a continuous maintainability evaluation methodology that
is explainable and provides actionable insights to software engineers. The proposed
methodology is based on the primary source code properties and the static analysis metrics
they consist of in order to identify software components that will eventually become non-
maintainable. Our approach employs data residing in code hosting platforms to create the
ground truth, upon which the progressing behavior of the software quality metrics will be
analyzed. The upward trend, along with the actual value of the metrics of a component
that has proven non-maintainable (has been dropped from the project it belongs to for
quality-related criteria) can provide valuable information and be the basis for actionable
recommendations towards the developers.

To this end, we extend our previous methodology proposed in [2]. There, we proposed
a methodology for evaluating the maintainability degree of a software package over time
on a per release basis. Specifically, we examined each new release and evaluated the static
analysis metrics regarding the primary source code properties per release. Our current
work differentiates from the previously proposed methodology in various axes. First, the
analysis of the static analysis metrics is performed on a weekly basis and not per release,
which goes hand in hand with the actual development process followed by the developers,
since new functionality is usually added constantly at the development stage (on a weekly
or biweekly sprint basis). Additionally, we propose the evaluation of the maintainability
degree at a class level, since it follows the way the developers actually organize their
functionality, without the need to aggregate metrics, which is a vital step of the package-
level analysis. To that end, we will also refer to the single class under examination as a
software component. The use of classes as the base of our approach introduces the need to
examine different metrics and create different models. Finally, while in [2] the only selected
feature that is used to train the different models is the trend of each single metric over time;
here, we argue that the final value of each metric (i.e., the value of the metric in the last
examined week) can also provide valuable information about the (non)maintainability of
the software artifact (which is now defined as a class software component).

The rest of this paper is organized as follows. Section 2 reviews current literature
approaches on maintainability evaluation using static analysis metrics, while Section 3
defines non-maintainability and presents the concepts included in our analysis. Section 4
describes the designed methodology along with the benchmark dataset and the training
procedure of the proposed maintainability evaluation models, while Section 5 evaluates
our methodology on a set of diverse axes. Finally, Section 6 examines the limitations that
threaten the validity of our system, and Section 7 provides insight for further research and
concludes this paper.

2. Related Work

The importance of maintainability as a quality attribute along with its widely recog-
nized value as a way to manage technical debt has drawn the attention of researchers for
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years [2,8,9]. Various approaches suggest employing code metrics as a way to quantify
the extent to which a software component is maintainable. One of the most dominant
approaches proposed is the “maintainability index” [10], which aggregates the Halstead
Volume (HV), Cyclomatic Complexity (CC) and Lines of Code (LOC) metrics. Various stud-
ies use the maintainability index (MI) as is [10–12] or modify it [13] in order to best fit the
empirically validated results. However, its applicability and accuracy are under discussion
since it uses fixed thresholds which are both project and technology dependent [8].

Estimating software maintainability through static analysis metrics is a non-trivial
task and often requires the aid of quality experts to manually examine the source code.
Obviously, the manual examination of source code can be very tedious, or even impossible
for large and complex software projects and/or projects that change on a regular basis.
This is the case for the vast majority of today’s projects, given the constantly increasing
demands both in terms of functional and/or non-functional requirements. On top of
that, using pre-defined thresholds has a negative impact on the ability of the constructed
maintainability evaluations models to generalize as they fail to incorporate the individual
characteristics of each software project under evaluation.

In an effort to overcome such restrictions, researchers have proposed deriving metrics
thresholds and/or acceptable intervals by applying machine learning techniques on bench-
mark repositories [14–18]. These techniques involve fitting the values of metrics into prob-
ability distributions [19], performing ROC Curve analysis [20] or even bootstrapping [21].
Additional maintainability evaluation approaches suggest the usage of Artificial Neural
Network (ANN) models [9] and Adaptive Multivariate Regression Splines (MARS) [22].

In the same context, Schnappinger et al. [23] resorted to engaging experts in order
to manually label a set of data regarding their maintainability degree and made use of a
set of various metrics to evaluate maintainability. Other recent research works examine
various metrics and approaches for evaluating maintainability, such as the examination
of open source projects and their maintainability degree [24], the combination of machine
learning techniques such as the Bayesian networks and association rules [25], the use of
soft computing techniques such as the neuro-fuzzy model [26] or employing ensembles to
predict maintainability on imbalanced data [27]. Other approaches involve the analysis of
software releases as a way for evaluating the maintainability degree of software. Samo-
ladas et al. [28] examine the maintainability degree of open-source software projects by
investigating how the maintainability index (MI) changes over the releases.

However, all approaches are still confined by the empirical evaluation of the software
projects towards the formulation of the necessary ground truth, which involves determining
the software components that are non-maintainable.

In order to overcome the aforementioned limitation, our previous approach involves
employing information residing in online software repositories and combining it with the
values of static analysis metrics [29]. Although using metrics can provide useful informa-
tion regarding the maintainability degree of software components, it is still restricted by
the fact that it can only identify non-maintainability after its occurrence, and thus, it is
unable to act in a preventive manner.

In this context, in an effort to predict non-maintainability at an earlier stage, we
resort in performing a full life cycle analysis across releases that harnesses the progressing
behavior of various static analysis metrics, which quantify certain primary source code
properties towards evaluating the degree to which a software component is maintainable.
In [2], we proposed a maintainability evaluation methodology, based on software releases,
which identifies non-maintainable packages at an earlier stage. The evaluation of the
maintainability degree is performed at package level and on a per release basis. Specifically,
the releases of a software project are examined, and the primary code properties are
evaluated. The values of these metrics form a time-series over releases, which is then
analyzed in order to calculate the trend of each property over time. Finally, a model is
created per each property, which aspires to identify components that eventually become
non-maintainable.
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In this work, we aspire to extend our previous methodology proposed in [2]. To that
end, the contributions of this paper span the following axes:

• Although effective, analysis on a per release schedule does not take into account
state-of-practice software development approaches; we argue that a per week analysis
is even more suitable.

Obviously, the evaluation of the maintainability degree per release of the software
project can provide stability, since a software release contains only completed functionalities
and architectural design choices and resembles an actual maturity level. However, such
a choice may have certain inherent weaknesses. The release schedule that is followed in
projects is usually not stable in time, which could bias the models and result in false positive
predictions. We consider that an analysis per week is more proper and goes hand-in-hand
with the actual development schedule the developers follow. Following this approach, one
can identify low degrees of maintainability at the time they occur and provide actionable,
yet on time, recommendations.

• We argue that the static analysis metrics at the class level can provide valuable infor-
mation that is lost at the package level.

At the same time, the maintainability evaluation in [2] is performed at a package
level, since the fluctuations in class-level static analysis metrics can lead to less accurate
results. Although true, one may argue that these fluctuations come from the way the
developers actually produce software, working on classes separately. Thus, it is a valid
hypothesis to assess maintainability from a developer’s perspective and identify non-
maintainable components at class level. Additionally, the averaging that takes place during
the calculation of the static analysis metrics at package level flattens the distribution of the
metrics, causing many times the loss of valuable information.

• We further extend our previously proposed modeling with the addition of the actual
value of each static analysis metric in the final week of analysis.

Finally, while the trend of a static analysis metric can be a good indicator of the
maintainability degree of the metric, it may not be adequate enough to indicate non-
maintainability. The final value of each software quality metric should also be taken
into account, as it reflects the current status of the software component’s maintainability.
Combining the current value of the static quality metrics along with their trends can
provide significant predictive ability to designate non-maintainability in advance.

In this work, we further extend our previous work [2] in order to include the afore-
mentioned modifications. Specifically, we employ data from code hosting platforms, as
well as their static analysis metrics, in order to examine the progressing behavior of these
metrics on a per week basis. Many models are created that aspire to evaluate the main-
tainability degree of a class derived from the trend of its software quality metrics and the
actual values these metrics appear. Different models are built for the evaluation of the
(non-)maintainability of a software component upon each metric, as well as the aggregation
of the decisions of these models upon each primary source code property. Finally, a general
model aspires to provide the final evaluation of the maintainability degree of a software
component, based on the respective predictions of the property models.

3. Quantifying Non-Maintainability Using Metrics Trends

In this section, we analyze the basic concepts that are connected to maintainability
and constitute our approach to evaluate the maintainability degree of a given compo-
nent. We discuss the definition of maintainability (and non-maintainability), as well as its
interconnection with software quality metrics.

Following the ISO/IEC 25010:2011 standard [1], the maintainability degree of a soft-
ware component is composed by various sub-characteristics; Modularity, Reusability, Ana-
lyzability, Testability and Modifiability, which are described at length in [30]. While a lot of
different metrics have been proposed that could constitute predictors for evaluating main-
tainability, we only select metrics that correspond to primary source code properties that
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are closely related to the quality characteristics proposed in the aforementioned standard,
which are the Complexity, Cohesion, Inheritance and Coupling properties.

In [2], we depict the relation that appears between the selected primary source code
properties and the quality characteristics that are related to maintainability. We argue
that Coupling and Inheritance affect all of the quality characteristics with a negative impact,
while Cohesion has a positive influence on all of them (i.e., the greater the value of the
Cohesion property, the stronger the characteristic). Complexity only affects Analyzability,
Modifiability and Testability in a negative manner (the lower the degree of Complexity is,
the more maintainable a software component is).

While the static analysis metrics provide a good reflection of the current status of
the software component under inspection, examining the progressing behavior of these
metrics can provide predictive ability and power. We argue that the identification of
metrics that appear to have a negative trend over time (have the tendency to get worse)
lead to actionable recommendations that could help the developers take action before the
component becomes non-maintainable and is dropped. Additionally, as already mentioned,
we claim that the design choice of examining the progressing behavior of the metrics not
per release but per week can identify non-maintainable components at the time they occur.
Figure 1 illustrates the degree of the Nesting Level (NL) metric of a given class selected
randomly from our dataset, as it is calculated by an analysis performed on a weekly basis
and the respective one performed after each software release. The blue line reflects the
NL of the class as it is measured on a weekly analysis, while the red line refers to the
NL calculated at each software release. It is obvious that the analysis per week is able to
identify fluctuations that, given that software releases are performed at random times, they
are unable to point out.

Figure 1. Trend of software quality metrics on per week and per release analyses.

In this work, we employ data residing in code hosting platforms in order to analyze
the progressing behavior of the software quality metrics that affect the primary source code
properties and influence maintainability. Towards evaluating maintainability and identify-
ing non-maintainable classes, we argue that components that have been dropped and left
out of the project can be used as a good indicator in combination with requirements set from
the quality point of view. A component that has been dropped from the software projects
that are examined not for functionality-related issues but due to non-maintainability can
provide useful information about the progressing behavior of the software quality metrics
until non-maintainability. Table 1 depicts the primary source code properties along with
the main static quality metrics they consist of. These metrics have been the basis upon
which our maintainability evaluation methodology has been built.
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Table 1. Primary source code properties and static quality metrics.

Static Analysis Metrics

Source Code Property Metric Name Metric Description

Complexity
NL Nesting Level

NLE Nesting Level Else-If
McCC McCabe’s Cyclomatic Complexity

Cohesion LCOM5 Lack of Cohesion in Methods 5

Inheritance

DIT Depth of Inheritance Tree
NOC Number of Children
NOP Number of Parents
NOD Number of Descendants
NOA Number of Ancestors

Coupling

CBO Coupling Between Object classes
NOI Number of Outgoing Invocations
NII Number of Incoming Invocations
RFC Response set For Class

4. Materials and Methods

In this section, we present our maintainability evaluation methodology that aspires to
assess the maintainability degree of software components based on specific source code
properties. As already mentioned before, our analysis is performed at a class level, so we
aspire to identify each class that eventually becomes non-maintainable.

4.1. Overview

Our analysis towards evaluating maintainability of software components is illustrated
in Figure 2 and it comprises multiple steps. First, we retrieve the necessary information
from popular Java repositories from GitHub (https://github.com/, Access Date: 19 Novem-
ber 2021). Using this information for each repository, we extract the set of classes that are
included in the project, as well as the information about when each class first appeared in
the project and the last week it existed within the repository, i.e., the life cycle of each class.
In the next step towards the maintainability evaluation of each class, we perform static
analysis at class level, in order to calculate the static analysis metrics of the primary source
code properties that are highly related to maintainability: complexity, cohesion, inheritance
and coupling. The maintainability degree of each class is assessed based on these source
code properties.

GitHub

Repositories
Information

Java 
Repositories

Class 
Selection

Static analysis
metrics

Week 
Analysis

Metrics
Trend

Maintainability
Evaluation 

Maintainability 
Models

Complexity

Cohesion

Coupling

Inheritance

McCC, NL, NLE
models

DIT, NOC, NOP, NOD, NOA
models

LCOM5
model

CBO, NOI, NII, RFC
models

Figure 2. System overview.

Having calculated the static analysis metrics for each class of the software projects,
in the next step, we calculate the trend of each metric across the weeks the class “lived”

https://github.com/


Sustainability 2021, 13, 12848 7 of 19

in the project. The trend reflects the progress of each class across weeks and can provide
valuable information about the maintainability of the class. With the trend information
about each class, the class life cycle details and the actual values of the static analysis
metrics of each source code property, we can create our models, evaluating maintainability
from each metric’s perspective. Then, we combine the maintainability “score” provided
by the modeling of each of the static analysis metrics by creating a separate model for
each primary source code property, i.e., the complexity model, the cohesion model, the
inheritance model and the coupling model. Our design choice for training different models
for each static analysis metric firstly and for each primary code property secondly relies in
the fact that we want to provide useful and actionable recommendations to the developers
that can be interpreted easily and lead to maintainability improvements of the software
project under evaluation. Finally, in the last step of our approach, we aggregate the output
of the four models into a single score that reflects the maintainability degree of the class
and predicts whether the class will be dropped soon due to maintainability-related inability
to sustain.

4.2. Dataset

Towards creating our system, we need to employ a dataset that contains a set of
different projects along with the static analysis metrics calculated for every class of the
software components. The projects need to exhibit some characteristics: They should have
a long life cycle (i.e., number of weeks the project is active and under development), a
number of different contributors that vary between them and a large number of different
classes. At the same time, the number of issues opened and closed per week needs to
be taken into account, as it depicts that new features are introduced constantly, while
the project is always under maintenance. We select three repositories as representative
for building the benchmark for our methodology that exhibits the defined characteristics:
antlr4 (https://github.com/antlr/antlr4, Access Date: 19 November 2021), aws-sdk (https:
//github.com/aws/aws-sdk, Access Date: 19 November 2021) and grails-core (https://
github.com/grails/grails-core, Access Date: 19 November 2021). Table 2 depicts some
statistics about the selected projects as they are calculated across their life cycle.

Table 2. Selected projects’ statistics.

Metric antlr4 aws-sdk Grails-Core

Total Lines of Code Analyzed 13,398,112 42,671,286 34,387,547
Number of Classes 2369 1168 2448
Number of Non-Maintainable Classes 1207 348 1864
Number of Contributors 263 6 237
Length of Life Cycle (Weeks) 440 434 584

The three selected projects contain a quite large amount of classes, which span across
a long project’s life cycle. There is a big number of classes that have been dropped at some
point in the software’s “life”, which can constitute our ground-truth towards identifying
components that eventually become non-maintainable and can be used to train our models.
Additionally, the number of contributors varies between the selected projects in an attempt
to examine projects developed by a varying number of developers and, thus, different
characteristics appear. The dataset is publicly available (https://doi.org/10.5281/zenodo.
5539789, Access Date: 19 November 2021).

As has already been mentioned before, our methodology is applied at a class level
and on a per week basis. As developers work and complete tasks almost per week, the
evaluation of the maintainability degree of the software components they develop at a
similar interval could provide actionable and applicable results towards the identification
of the components that could result in being non-maintainable. Figure 3 presents the
histogram of the length in weeks of the life cycle of all the classes from the three selected

https://github.com/antlr/antlr4
https://github.com/aws/aws-sdk
https://github.com/aws/aws-sdk
https://github.com/grails/grails-core
https://github.com/grails/grails-core
https://doi.org/10.5281/zenodo.5539789
https://doi.org/10.5281/zenodo.5539789


Sustainability 2021, 13, 12848 8 of 19

projects. The life cycle of a class is easily found by identifying the first and the last week
the class exists in the static analysis metrics of the dataset.

Figure 3. Histogram of the life cycle of each class in the dataset.

Figure 4 illustrates the distribution of the average lines of code per class (in logarithmic
scale) for the three different projects. The diversity both in the size of each software
component and in the number of weeks the class has been active and under development
can provide a generalization capability to our models.

10,000
 5000

 2000
 1000

Figure 4. Histogram of the life cycle of each class in the dataset.

4.3. Preprocessing

After creating our dataset by collecting all classes from the projects antlr4, aws-sdk
and grails-core, as well as their static analysis metrics, we need to process the data before
applying our models. First, we identify the classes that have been dropped at some point
of the project development time span, which will be used in the next steps of our modeling
procedure. Next, we filter the data in order to detect classes that have not been dropped
due to maintainability issues, discard these occurrences and eliminate biases. Additionally,
we inspect the evolution of the static analysis metrics over time, compute the trends and,
finally, we examine the trend coefficients in order to discard any outliers that could bias
the models.

The identification of the classes included in the three projects that have been dropped
at some point can be easily accomplished by making use of the static analysis information
and the weeks the name of each class appears on the dataset. Each class that does not exist
in a specific week of the software component under examination constitutes a possible
candidate for the non-maintainable classes.

As software classes can be dropped for various other reasons, such as change in
functionality or design choice, and not only for maintainability reasons, we need to examine
whether a class that has been dropped is, indeed, non-maintainable. To that end, we apply a
series of different filters to discard classes that were dropped for not maintainability-related
issues.
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First, we filter out classes that do not have at least one of the static analysis metrics
with a positive trend. As all of the examined static analysis metrics affect maintainability in
a negative manner, a positive trend indicates a decrease in the metric and, thus, a decrease
in class maintainability. Consequently, a class that appears to have all of its static analysis
metrics improving over time is probably dropped due to changes in features, obsolete
functionality or other reasons with no quality-related criteria. On the other hand, a class
that has at least one metric that becomes worse over a long period of time constitutes a
probable candidate for the non-maintainable classes, especially when this period is long
enough.

Additionally, we keep only the classes that appear in the project for at least four weeks
before being dropped. This design choice is based on the fact that classes that are dropped
in less than a month usually constitute one-off components, which are discarded due to
change in functionality. A class that exists within the project for a long time constitutes a
basic component of the software development process, implements core functionality and
they can possibly be dropped due to maintainability reasons.

Finally, we identify classes that are identical and provide the same functionality based
on the examination of the static analysis metrics and code cloning detection techniques in
order to exclude the cases where a class has been renamed or has been placed in another
directory over time.

Having identified the non-maintainable classes, the next step of our approach involves
the computation of the trend of each metric. The metrics that refer to a specific class
and are calculated on a weekly basis constitute a time-series of values, which refers to
the evolution of the metric over time. We can approximate this time-series with a linear
regression approach, which can be used to calculate the trend of a metric based on the
following equations:

Ẏi = α · Xi + β (1)

N

∑
i=0

[(α · Xi + β)− Yi]
2 (2)

In Equation (1), the approximation Ẏi of the real metric value Yi is calculated with
response to a specific week Xi, where α refers to the slope and β to a constant factor. The
approximation coefficients α and β are calculated with regard to minimizing the sum of
squared error from the trend line, calculated in Equation (2). These equations differ from
the respective ones defined in [2] on the basis upon which these values are calculated. While
in [2], these values refer to a release basis, the aforementioned equations are calculated on
a weekly basis.

From the trend calculation described above, we make use of the slope α of the trend
line, as it refers to the tendency of each quality metric to increase. However, the upward
trend of a metric may not be adequate enough to indicate non-maintainability, as, in
many cases, the actual value of the metric itself can also provide useful information. For
example, a high value of McCabe’s Cyclomatic Complexity [31] can be a significant sign of
non-maintainability, even with a small trend. Consequently, we also make use of the current
value of the metric as an additional input to our models for evaluating maintainability.

In the last step of our preprocessing stage, we need to examine the generated trends
for each metric and apply some filters in order to eliminate any outliers that could bias the
models. To that end, we calculate the 1% and the 99% quantiles of both the final values of
the metrics and the slopes of the trend lines and discard any class whose values are beyond
these limits.

4.4. Models Construction

In the previous steps of our approach, we have identified the classes that have been
dropped due to maintainability issues. In the next step, we construct our models, training
a different model for each static analysis metric from the list of quality metrics of Table 1.
We select to use different models for each metric, as our primary target is the creation
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of a system that can effectively provide actionable recommendations to the developers,
allowing them to easily interpret the results and apply targeted maintainability-related
fixes to their software components. For the modeling procedure, we select the Support
Vector Machines One-Class (SVMs One-Class).

The identification of a maintainable class is not a trivial task, and safe conclusions
cannot be made, since a class that exists within a project even in the final analyzed week
could be dropped in the next week of development. Thus, we can only identify the non-
maintainable classes, that have been dropped within the software development procedure.
Thereby, we select to use one class models (specifically the SVM One-Class models) that
aspire to identify classes that cannot be maintained. Table 3 depicts the number of non-
maintainable classes identified for each static analysis metric from the three selected
projects described above and the complete set of classes they contain. From the Table, we
can easily notice that the McCabe’s Cyclomatic Complexity (McCC), the Coupling Between
Object classes (CBO) and the Response set For Class (RFC) are the metrics with the most
identified non-maintainable classes.

Table 3. Number of non-maintainable classes per static analysis metric.

Static Analysis Metric # Non-Maintainable Classes

NL 281
NLE 276
McCC 777
LCOM5 453
DIT 453
NOC 265
NOP 447
NOD 266
NOA 453
CBO 735
NOI 496
NII 429
RFC 776

For the tuning of the meta-parameters of each SVM One-Class model, we perform
a grid search among all possible values of the ν and γ parameters of the model. The ν
parameter corresponds to the fraction of training errors and support vectors, while the
γ parameter is the kernel coefficient that reflects the distance in which a training sample
influences new samples under prediction. The final selection of the meta-parameters is
based on minimizing the percentage of False-Negative (FN) decisions of the model. Table 4
depicts the final values of the meta-parameters for each model, along with the percentage
of FNs.

The percentages of False-Negative predictions in the static analysis metric models
are significantly small, and they appear to have slightly higher values in the models that
include only few training samples, e.g., the NOD model. However, all the SVMs One-Class
can model the non-maintainability of a class based on a static analysis metric with a quite
high accuracy.

The models created for each static analysis metric can evaluate the maintainability
degree of a class component from the metric’s point of view and output a score that reflects
their prediction on whether the examined class will be dropped. In the next step, we
aggregate the decisions of each metric’s model by creating a model for each primary source
code property and, specifically, for complexity, cohesion, inheritance and coupling. Each of
these models evaluate the maintainability degree of a component based on the software
quality metrics it contains, which are listed in Table 1. The creation of these models follows
exactly the same procedure described above for the metrics models. Table 5 depicts the
number of non-maintainable classes identified per each primary source code property.
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Table 4. Meta-parameters selection per model.

Static Analysis Meta-Parameters
Metric Model Nu Gamma FNs

NL 0.01 0.1 1.67%
NLE 0.04 2.5 2.85%
McCC 0.0.01 0.1 1.67%
LCOM5 0.02 3 1.32%
DIT 0.01 3.7 0.44%
NOC 0.03 3.4 4.62%
NOP 0.01 0.3 0.45%
NOD 0.04 0.1 6.09%
NOA 0.01 0.1 0.44%
CBO 0.04 2.6 2.31%
NOI 0.07 2.1 4.64%
NII 0.01 0.3 4.66%
RFC 0.09 3.6 5.03%

Table 5. Number of non-maintainable classes per primary source code property.

Source Code Property # Non-Maintainable Classes

Complexity 245
Cohesion 453
Inheritance 210
Coupling 239

The meta-parameters ν and γ of the SVM One-Class model were once again selected
based on grid search and the percentage of False-Negative predictions. Table 6 depicts the
selected meta-parameters and the percentage of FNs for each model for the primary source
code properties.

Table 6. Meta-parameters selection per property model.

Source Code Meta-Parameters
Property Model Nu Gamma FNs

Complexity 0.01 0.6 0.82%
Cohesion 0.01 0.45 0.22%
Inheritance 0.1 0.2 2.50%
Coupling 0.01 0.95 0.84%

The trained maintainability evaluation models, based on different primary source
code properties, appear to have quite low percentages of False-Negatives and are able to
identify non-maintainable classes that will be dropped. The complexity model contains
three static analysis metrics: NL, NLE and McCC. The selected meta-parameters values for
ν and γ are 0.01 and 0.6, respectively, and the percentage of false negatives is 0.82%. The
cohesion model includes only the LCOM5 metric, and the meta-parameters ν and γ have
the values of 0.01 and 0.45, respectively, while the FN percentage is 0.22%. The inheritance
model consists of 5 different software quality metrics, which are DIT, NOC, NOP, NOD and
NOA. The percentage of false negatives is 2.50%, and the values of the meta-parameters are
0.1 for ν and 0.2 for γ. Finally, the coupling model contains 4 metrics: CBO, NOI, NII and
RFC. The selected values for the meta-parameters ν and γ are 0.01 and 0.05, respectively,
while the percentage of false negatives is 0.84%.

The last step of our approach involves the aggregation of the maintainability eva-
luations of the four primary source code properties and the decisions of the respective
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models into a final maintainability evaluation that reflects the probability of a class to be
dropped. The procedure remains the same; each source code property model outputs its
score that reflects its prediction on whether the examined class will be dropped based on
the quality characteristic under examination. These scores are given as input into the final
SVM One-Class model, which models the probability of a class being dropped according
to all of the examined static analysis metrics and source code properties. Table 7 depicts
the number of non-maintainable classes that were identified, meeting the requirements set
for each metric and property.

Table 7. Number of non-maintainable classes.

Model # Non-Maintainable Classes

General 197

A grid search is once again performed in order to select the optimal ν and γ meta-
parameters for the final model based on the optimal number of false positives. Table 8 depicts
the selected meta-parameters and the percentage of false positives for the general model.

Table 8. Meta-parameters selection for the general model.

Meta-Parameters
Model Nu Gamma FNs

General 0.01 0.1 0.67%

The general model aggregates the decisions made by the four primary source code
properties models; complexity, cohesion, inheritance and coupling. The selected values for the
ν and γ parameters are 0.01 and 0.1, respectively, while the percentage of false negatives
is 0.67%.

5. Methodology Evaluation

In this section, we present the assessment of our proposed methodology for evaluating
maintainability in software components and identifying non-maintainable classes. The
evaluation is performed on two axes. First, we assess the ability of our designed system
to evaluate the maintainability degree of classes from various randomly selected projects,
as well as the ability to identify the non-maintainable ones from a quality perspective.
Consequently, we evaluate the effectiveness of our approach in practice and, specifically, in
predicting non-maintainability before it actually happens.

5.1. Maintainability Evaluation

With respect to evaluating the effectiveness of our proposed methodology, we an-
alyze the ability of our system to assess maintainability and identify non-maintainable
classes from a quality perspective. To that end, we randomly select a number of classes
and extract their static analysis metrics over the weeks the class existed in its project.
These metrics are provided as input to our system, which evaluates the maintainability
degree of the component based on all metrics and predicts the (non-)maintainability of the
examined class.

Table 9 depicts the first class under examination, called AuthorizationUtil, along with
the trend of its metrics, the final value of each metric at the last analyzed week, as well as
the predictions of the metrics models and the primary source code properties models. The
column Metric Maintainable refers to the maintainability predictions of each separate metric
model (e.g., the NL model, the NLE model and the McCC model), while the column Category
Maintainable depicts the predictions of the aggregated category model (e.g., the Complexity
model). It is obvious that the class is complex, as the Nesting Level, Nesting Level Else-If
and the McCabe’s Cyclomatic Complexity metrics have both a high value and an upward
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trend that negatively affects the complexity over time. Additionally, Figure 5 illustrates
the upward trend of the three quality metrics (NL, NLE and McCC). Upon applying our
methodology, each metric’s model identifies the class as non-maintainable, leading to an
overall non-maintainability classification from the complexity model. In this example, even
though the values of the rest of the metrics are within acceptable limits, the system can
alert the developers that the class suffers from high complexity, which will eventually lead
to the inability of refactoring and maintaining the component.

Table 9. Maintainability evaluation on static analysis metrics of the AuthorizationUtil class.

Category Name Trend Final Metric Category
Slope Value Maintainable Maintainable

C
om

pl
ex

it
y NL 0.3 9 7

7NLE 0.34 9 7

McCC 0.46 11.2 7

C
oh

es
io

n

LCOM5 0.08 3 X X

In
he

ri
ta

nc
e DIT 0.05 2 X

X
NOC 0.02 1 X
NOP −0.01 2 X
NOD 0.02 7 X
NOA 0.12 4 X

C
ou

pl
in

g CBO 0.42 5 X

X
NOI 0.00 1 X
NII 0.01 7 X
RFC 0.11 3 X

Figure 5. The upward trend and high values of the AuthorizationUtil class of the complexity metrics:
NL, NLE and McCC.

Table 10 depicts the results of the examination of another class, called QueueFile.
Contrary to the previous example, this class has acceptable values for the complexity
metrics. However, the class lacks cohesion (LCOM5), while it appears to have a quite large
number of incoming (NII) and outgoing (NOI) invocations. It should be noted here that,
even if the tendency of the three metrics is small, the large values the metrics appear to have
at the analysis point make the component non-maintainable. In this case, the developers
should turn their focus on how to improve these metrics in general and not over time, as
they have only a small increase per week. Figure 6 illustrates the progressing behavior of
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the LCOM5, NOI and NII metrics, where we can easily notice that the increase per week is
relatively small, contrary to the actual value of each metric.

Table 10. Maintainability evaluation on static analysis metrics of the QueueFile class.

Category Name Trend Final Metric Category
Slope Value Maintainable Maintainable

C
om

pl
ex

it
y NL 0.1 4 X

XNLE 0.09 4 X

McCC 0.12 3.33 X

C
oh

es
io

n

LCOM5 0.13 41 7 7

In
he

ri
ta

nc
e DIT 0.06 3 X

X
NOC 0.02 6 X
NOP 0.05 2 X
NOD 0.12 3 X
NOA 0.11 2 X

C
ou

pl
in

g CBO 0.00 8 X

7
NOI 0.15 29 7
NII 0.12 58 7
RFC 0.05 11 X

Figure 6. The upward trend and high values of the QueueFile class of the complexity metrics: LCOM5,
NOI and NII.

5.2. Early Non-Maintainability Identification

The identification of a non-maintainable component as early as possible is critical, since
it directly affects the effort and time needed to refactor the code and improve the quality of
the software. We argue that our methodology successfully leads to early identification of
non-maintainabilities and provides actionable recommendations to the developers.

To support our claims, we follow the same evaluation approach followed in [2] in
order to examine whether our approach can be effective in identifying components that will
become non-maintainable at a latter stage of their life cycle. However, instead of counting
the life cycle of a given component in software releases, we have selected the weeks as the
basis of a software component’s life. Thus, we aspire to evaluate the number of weeks,
expressed as percentage of the life cycle of the component, and our approach can earlier
predict the non-maintainability of a given component before it actually happens.
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To that end, we make use of the metrics of a given class until the current week under
examination and calculate the trend of each metric using only the values of the previous
weeks. Given, for instance, a class that exists in its project for 100 weeks until it is dropped,
we examine the maintainability degree produced by our system in each week until the
last one. At week 50, we employ the static analysis metrics of the class for the 50 first
weeks of the life cycle, calculate the trend and predict the maintainability of the component.
If the class is predicted as non-maintainable, it means that we were able to identify the
non-maintainability 50% ahead of the component’s life cycle. Obviously, the earlier we
can identify the non-maintainability, the higher this percentage will be, which reflects
early detection.

Figure 7 illustrates the ability of the models of the four primary source code properties
(Complexity, Cohesion, Inheritance and Coupling) to identify the non-maintainability of a
given class in an early stage in a comparative way to Figure 8 of [2], which is illustrated
in Figure 8. The horizontal axis refers to the percentage of the component’s life cycle the
non-maintainability has been identified (starting from 100% ahead of the life cycle’s end). It
should be noted once again that the life cycle is measured in the number of weeks, contrary
to [2], where it reflects the number of releases. The vertical axis refers to the percentage
of the examined classes that have been identified as non-maintainable as opposed to the
previous work of [2], where the non-maintainable components examined are packages.
The four figures, i.e., Figure 7a–d, refer to the four primary source code properties models,
i.e., the Complexity, Cohesion, Inheritance and Coupling models, respectively.
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Figure 7. Prediction of non-maintainability during the life cycle of a class for the (a) complexity model, the (b) cohesion
model, the (c) inheritance model and the (d) coupling model.
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Figure 8. Prediction of non-maintainability during the life cycle of a package for the (a) complexity model, the (b) cohesion
model, the (c) inheritance model and the (d) coupling model.

The results indicate that the four models are able to identify a non-maintainable
component at least 40–50% ahead of the week the non-maintainability occurs for almost
60% of the examined classes. The identified non-maintainable components overcome the
respective ones from [2], where 60% of the non-maintainable packages are identified around
40% earlier than the non-maintainability point. At the same time, in almost any point of
the percentage of components’ life cycle, the percentage of non-maintainable components
identified by our current work (Figure 7) is quite larger than the respective one from our
previous work (Figure 8).

6. Threats to Validity

In this work, we presented our approach towards evaluating the maintainability
degree of a software class and identifying software components that eventually become
non-maintainable, based on the primary source code properties and static analysis metrics.
Based on the evaluation performed, we argue that our system achieves high internal
validity. The only limitation that arises and threatens the internal validity of our system is
the inability to evaluate our approach on software components that are not dropped, as we
argue that the existence of a software component within a project does not guarantee its
maintainability; the component could be recognized as non-maintainable and be dropped
in the exact next week of the final analysis.



Sustainability 2021, 13, 12848 17 of 19

As far as the external validity of our approach is concerned, one should take into
account the following limitations: (1) the use of the classes that were dropped as a non-
maintainability indicator and (2) the use of the current value of the static analysis metric as
an extra input to the maintainability models.

Our methodology for evaluating maintainability and identifying non-maintainable
components is mostly based on the recognition of the classes that were dropped from
their projects. We make use of this information as a non-maintainability indicator, upon
which our models are built and trained. However, leaving a class out of the project may
not be only due to non-maintainability, but it could be based on a set of different reasons,
such as changes in functionality or features or even a renaming of the component. In
order to cope with this limitation, we applied a series of filters, aspiring to identify only
the classes that were dropped due to quality criteria. First, code cloning techniques and
manual examination on the classes of the dataset have been performed in order to discard
identical classes. In addition, a class is considered dropped and added to our dataset only
if there is at least one static analysis metric that seems to negatively affect maintainability
over time and, also, only if the component has been existed within the project for at least
4 weeks, thus discarding temporarily used components. That way, we were able to limit
the biases that the aforementioned limitation introduces to our models.

Additionally, the prediction of the metrics models was based not only on the trend of
the respective metric, but also on the value the static analysis metric has at the time the
evaluation takes place. While the extra input to the model may bias the decisions, as the
model could be affected, for instance, by quite high values of the respective metric, our
evaluation strategy confirmed that the use of this value can help the system improve its
sensitivity in identifying non-maintainable components.

7. Conclusions and Future Work

In this work, we proposed a maintainability evaluation approach that depends on a
weekly analysis of a software project and, based on the static analysis metrics and their
trend over time, identifies non-maintainable components at the class level. Our approach is
formulated on the assessment of the maintainability degree of the progressing behavior of
four primary source code properties. These primary source code properties are Complexity,
Cohesion, Inheritance and Coupling. The maintainability evaluation of these properties breaks
down into a lower level by creating a single model for each one of the most important
static analysis metrics that each property comprises. The evaluation of our approach in
various axes indicates that our system can effectively identify non-maintainable classes
by analyzing their trend over time. The results of our modeling approach seem valid
both from qualitative and quantitative points of view, and the system can indicate the
source code property, as well as the static analysis metric, which are responsible for
the non-maintainability of the software component, this way providing actionable and
interpretable recommendations to the developers. Additionally, our system is capable of
detecting the non-maintainability of a given class almost 50% ahead of the point in time it
actually happens, which allows the developers to refactor the code, keep the component
maintainable and avoid extra effort, time and costs.

Future work lies in various axes. First, the selection of the components that are
dropped from the project they belong to as non-maintainability indicators needs to be
further examined in order to eliminate potential false positives in non-maintainable compo-
nents. Additionally, the calculation of the trend a static analysis metric exhibits over time
can be modeled in more detail by adding polynomial or non-linear types that could incor-
porate more information about the way a metric changes in time. Finally, more projects
with various characteristics could be incorporated, in order to examine the effectiveness of
our system under different conditions.
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