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Abstract: According to the United Nations Sustainable Development Goal (SDG) 4, “achieving in-

clusive and quality education for all”, foreign language learning has come to be seen as a process of 

integrating sustainable development into the socio-cultural aspects of education and learning. The 

aim of this study was to employ virtual reality (VR) eye tracker to examine how students with dif-

ferent levels of prior knowledge process visual behaviors for Japanese Mimicry and Onomatopoeia 

(MIO) while learning Japanese as a second foreign language. A total of 20 students studying at the 

Department of Applied Japanese at the university of Southern Taiwan were recruited. Based on the 

Japanese language proficiency test (JLPT) level, 20 participants were divided into high prior 

knowledge group (levels N1–N3) with 7 participants, and low prior knowledge group (level N4 or 

below) with 13 participants. The learning stimuli materials were created by Unreal Engine 4 (UE4) 

development tool to design a 3D virtual MIO paradise, including 5 theme amusement parks. 

Through a VR eye tracker, participants’ visual behaviors were tracked and recorded based on 24 

different regions of interest (ROIs) (i.e., ROI1–ROI24). This was done to discuss the distribution of 

visual attention in terms of different ROIs of each theme amusement park based on four eye move-

ment indicators, including latency of first fixation (LFF), duration of first fixation (DFF), total fixa-

tion durations (TFD), and fixation counts (FC). Each ROI of the two groups were then compared. In 

addition, a heat zone map was also generated to show the overall visual distribution of each group. 

After the experiment, based on the eye movement indicators and test scores in the pre-test and post-

test phases, statistical analysis was used to examine and evaluate the differences in visual attention 

and learning outcomes. The results revealed that the gaze sequences of the two prior knowledge 

groups gazing at the ROIs in theme parks were different, except for the gaze sequence in the circus 

theme park. Different prior knowledge groups exhibited differences in visual attention in the ROIs 

fixated on in each amusement park. Additionally, in terms of TFD and FC of different groups in 

each amusement park, there was no significant difference except in ROI10, ROI16, and ROI18. More-

over, after receiving cognitive comprehension processes introduced in the VR-simulated MIO 

scenes, students from both groups achieved higher post-test scores compared with pre-test scores, 

and such differences had statistical significance. In conclusion, the implications of VR eye move-

ment analysis on developing students’ competence related to learning Japanese and cross-cultural 

aspects, compatible with sustainable development, were presented. 
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1. Introduction 

In 2015, the United Nations set forth 17 Sustainable Development Goals (SDGs) and 

Education for Sustainable Development (ESD) is recognized as a part of SDG No. 4 to 

empower learners to take informed decisions, accept responsibilities, and devise solutions 

to achieve environment integrity, economic viability, and social justice [1]. Based on the 

concept of integrating sustainable development into education, relevant studies have con-

centrated on two basic elements of quality education, i.e., educational content and learn-

ing environment. The former covers locally and globally critical topics regarding nature 

conservation, biodiversity, challenges faced by culturally diverse communities, etc. [2], 

and the latter encompasses ecological, economic, social, and cultural aspects to predict 

and solve social environmental problems which affect learners’ understanding of the 

modern, diverse world’s interests and needs [3]. However, few studies have paid atten-

tion to (foreign) language education for sustainable development in comparison to other 

learning-related issues. Language, as a tool which helps build human relationships via 

education, is an essential instrument when people face global challenges of sustainable 

development. 

In addition to its role in traditional pedagogy, higher education institutions play a 

major role in the establishment and demonstration of ESD in which a foreign language 

competence is a key prerequisite for acquiring desired results for sustainable development 

in the 21st century. In response to the changes in the education environment in Taiwan 

and to the development of information education, students should be trained to master 

multiple languages in future curricula. Hence, besides English, it is also necessary to en-

courage students to learn a second foreign language to help them develop professional 

competence and enhance competitiveness. In recent years, Taiwan has witnessed a grow-

ing trend of internationalization and Japanese culture influence. According to the statistics 

of Japanese-Language Proficiency Test (JLPT), the number of global test takers was as high 

as 1.02 million in 2017, proving the increasing learning interest in Japanese. 

In the light of the evaluation and certificate of Japanese language proficiency of non-

native speakers, the JLPT has five levels: N1 (the most difficult), N2, N3, N4, and N5 (the 

easiest), and measures comprehensive Japanese-language communicative competence. 

The number of test takers in Taiwan has also set a record high with more than 86,000 test 

takers, ranking third among all countries other than Japan. Judging from the number of 

Japanese learners, when students face global competitions and challenges, learning Japa-

nese as a second foreign language has become a prominent choice for the present and 

future generations in Taiwan. 

Language is a fundamental expression of culture and a primary resource for social 

interaction. That is, language and culture are inseparable. To learn a language well, one 

must first understand the particular culture. In the context of Japanese culture, “Mimicry 

and Onomatopoeia, MIO” (the term “MIO” is quoted from [4]) is a form of Japanese ex-

pression acquired innately by the Japanese, frequently used in daily conversations and 

literary works by the Japanese people [5]. The abundant amount of “mimicry and ono-

matopoeia” (hereafter jointly referred to as “onomatopoeia”) makes Japanese expressions 

more vivid. In addition, onomatopoeia also plays a critical part in the text of news, adver-

tisements, animations, and games. By definition, onomatopoeia (giongo in Japanese) refers 

to a word used to imitate sounds made by things in nature (e.g., woof woof for dog barks). 

The sound heard by the ear is expressed in the form of onomatopoeia. On the other hand, 

mimicry (gitaigo in Japanese) is a word that describes the movement, appearance, shape, 

or state of objects or living beings (e.g., kira-kira for the twinkling stars). In other words, 

mimicry symbolizes what is seen by the eye (i.e., form, action, or appearance) by describ-

ing how it should sound. However, for non-native Japanese learners, onomatopoeia is 

extremely difficult, mainly because the abstract meaning of onomatopoeia must be mas-

tered before it can be used adeptly in communication. Besides, for Chinese native L2 learn-

ers, onomatopoeia is especially difficult, since they often rely too much on Kanji, i.e., the 

adopted logographic Chinese characters used in the Japanese writing system. 
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When learning onomatopoeia in the past, Japanese learners often tried to simply 

memorize the words. Then, supplementary materials with vivid pictures came into the 

pedagogy. By describing vivid actions and expressions, these materials allow learners to 

go beyond words and immediately understand the meaning of onomatopoeia words, so 

that they can learn Japanese onomatopoeia in a more effortless way. Since onomatopoeia 

words “simulate” sounds and states of objects, it requires a cultural tacit understanding 

and a common background to use onomatopoeia words in a natural way. [6] pointed out 

that understanding and imagining the meaning of onomatopoeia only through vivid pic-

tures can help learners relate to the usage of onomatopoeia, but since the teaching is not 

conducted verbally, it still cannot effectively improve the learning outcome. [7] also men-

tioned that Japanese onomatopoeia must be expressed correctly through various senses, 

and it includes many synonyms, reduplications, and assonances. Hence, it is considerably 

difficult to use onomatopoeia properly in Japanese conversations. 

To tackle this issue, [6,7] both used information technology to develop a context-

aware Japanese onomatopoeia learning assistant system called JAMIOLAS (Japanese 

Mimicry and Onomatopoeia Learning Assistant System). JAMIOLAS versions 1.0 and 2.0 

used, respectively, wearable sensors and a sensor network to automatically detect the par-

ticipants’ environment in order to achieve accurate learning results [7]. A later version, 

JAMIOLAS 3.0, used a web-based system which allows teachers to create an onomato-

poeia database and contextual scenarios, and can facilitate the context-aware learning of 

onomatopoeia by using the sensor data collected via the Internet [6]. However, most JA-

MIOLAS participants are Japanese students accustomed to using onomatopoeia in daily 

conversations. Hence, for L learners of Japanese, no empirical evidence can confirm 

whether the JAMIOLAS system can help them learn onomatopoeia in a more effective 

way. In this regard, [8] adopted a semantic differential (SD) method to predict the mean-

ing of onomatopoeia for non-native Japanese learners. The research concludes that only 

sounds and contextual clues do not suffice to help predict and understand onomatopoeia 

without the implementation of onomatopoeia teaching. To deal with this issue, [9] pro-

posed a learning system to help international students with onomatopoeia based on a 

previously-constructed system: SCROLL (System for Capturing and Reminding of Learn-

ing Logs). SCROLL is the result of a pilot study, and there is the problem of insufficient 

test functionality. That is, due to the relatively small number of participants, it can only 

be evaluated as a conducive system which meets the needs of students surveyed, and 

there is still much room for improvement. 

According to the cognitive theory of multimedia learning issued by [10] constructed 

based on the dual code theory [11], the brain does not interpret a multimedia presentation 

of words, pictures, and auditory information in a mutually exclusive fashion. That is, 

words and pictures complement, but cannot replace each other. When words and images 

are presented together, it helps students to produce mental constructs of language and 

images and build the relationship between the two mental constructs. Studies also found 

that combinations of text, imagery, and pictures in instruction facilitated conceptual un-

derstanding in multimedia learning [12–14]. [15] further contends that meaningful learn-

ing in multimedia environments occurs when learners choose relevant information, con-

duct the information to form coherent mental representations, and integrate new and ex-

isting representations. As a result, to adequately use adjective expressions becomes an 

important element in the context of multimedia learning while learning Japanese MIO 

words. Using the rhetorical way of speaking, especially in Japanese onomatopoeia, over-

seas students would have the solid understanding of the onomatopoeia situations not 

only to rich communication with Japanese native speakers, but also to properly express 

the usage of Japanese onomatopoeia depending on the situation where the participants 

are. Therefore, this study aimed to propose a VR scenario to improve the immersive learn-

ing environment and support the effectiveness of learning MIO words. 

Compared with traditional teaching materials, VR materials can offer richer experi-

ences. VR technology mainly presents real-time, dynamic, and interactive scenes, which 
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can simulate phenomena that cannot be operated or observed in a real-life teaching setting 

in a two-way communication of information, known as human-computer interface (HCI). 

This feature bridges the cognitive difference and allows users to interact with the virtual 

environment with appropriate software and/or hardware HCI. In this way, users can ac-

quire a more concrete learning experience, which in turn enhances the users’ learning in-

terests and outcomes. For example, [16] integrated VR technology into high school bio-

molecular education by developing a system called MolecularStudio and concluded that 

three-dimensional visual design stimulated students’ engagement and motivation when 

they were learning about protein structures. Another instance can be seen in [17], in which 

VR technology was adopted to create a learning system which teaches canine bone anat-

omy and related knowledge. [18], on the other hand, provided insight into the learning 

process and outcomes of using 3D virtual learning environment in computer engineering 

education. All these examples illustrate that various applications are being derived from 

VR technology, in fields including medicine, education, etc. 

However, with the development of information technology, users now have higher 

expectations for VR. If VR only realizes the interactive change of view anglevia the gyro-

scope or head rotation, it can no longer satisfy users. In this sense, innovations in VR must 

be made, and eye tracking technology is a possible answer as it can identify the true focal 

point of the eyes. Eye tracking technology has now become the largest application market 

for VR, as it can solve demands regarding VR experience. Through the acquisition, mod-

eling, and simulation of eye movement data, VR devices can better interact with users and 

thus enhance immersion and interaction. Thus, in the near future, the integration of VR 

and eye tracking technologies will very likely be one of the most important applications 

in teaching settings. 

Eye movement is a process in which a person’s gazes would center on interesting or 

informative areas of the image, leaving blank or uniform regions uninspected. This pro-

cess involves continuous movements of the eyes, and eye tracking technology is the de-

tection technology to observe such eye movement. The technology enables unobtrusive 

data collection of eye movement with certain software. In [19], eye tracking applications 

were surveyed in a variety of domains (such as neuroscience, psychology, industrial en-

gineering, and computer science) and human factors (such as marketing/advertising). [19] 

also reported that “Perhaps the first well-known use of eye trackers in the study of human 

(overt) visual attention occurred during reading experiments” ([19], p. 456). In addition, 

[20] pointed out that eye tracking technology is an important tool for natural and real-

time exploration of cognitive thinking. The information receiving process reflects the cor-

relation between eye movement and psychological change(s) of the reader. Hence, this 

technology is widely used to understand the reading process and other related topics (e.g., 

eye movement characteristics, perceptual breadth, information integration, etc.), and to 

test the cognitive process during different tasks [21]. 

In recent years, the innovation of hardware and software technology has made the 

collection and analysis of eye movement data easier [22], which allows researchers to rec-

ord individual fixation, saccade, and blink events in real time. The first two, i.e., fixation 

and saccade events, are the two most used parameters in the field of image cognition in a 

region of interest (ROI), i.e., an area of an object labeled based on a particular purpose and 

often defined according to research questions. 

In relevant research, “fixation” is usually defined as visual attention in a ROI which 

lasts for 200–300 milliseconds (ms) or longer; on the other hand, “saccade” is defined as 

rapid movements between fixations that help the eyes land on a specific visual target. 

During such eye movement, although some peripheral information can be obtained, in-

formation processing is constrained [20]. Moreover, the reading process includes a series 

of saccades and fixations, and the sequence is called a scan path [23,24]. Through eye 

tracking analysis, it is possible to explore the spots and trajectory of visual attention when 

a learner is focusing on a certain task, which can serve as supplementary evidence for 

scientific research. 
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From the two basic eye movement behaviors, i.e., fixation and saccade, a number of 

commonly used eye movement indicators are applied in empirical research to analyze the 

reading of scientific graphs and texts. These indicators include total fixation duration, fix-

ation count, number of saccades, sequence of fixation, ratio of total fixation, times of re-

gression in a text zone, and saccade amplitude [14]. Till now, few studies have accurately 

discussed the use of eye tracking technology to acquire and process visual attention when 

learners are watching or reading onomatopoeia-related materials. In addition, in terms of 

experiment materials, most eye tracking research (e.g., [25–28]) focuses on reading mate-

rials in Chinese or English, with few studies using Japanese texts as the reading material. 

What is more, results of recent studies related to learning have consistently illus-

trated that fixation duration is affected by both signal cues and prior knowledge. With the 

increase in prior knowledge, participants tend to have more and faster fixation regarding 

task-related information [29–32]. Moreover, [33] proposed that eye tracking technology 

provides a unique opportunity to understand learners’ perceptual processing in learning 

and helps to examine the influence of specific teaching methods on learning, which can 

serve as a reference for teaching material design. 

To bridge this gap, the present study aims to explore the eye movements and learning 

outcome of students with different levels of prior knowledge when they try to understand 

Japanese onomatopoeia, using eye tracker with contextual teaching content of onomato-

poeia enabled by VR. When each participant entered the virtual environment for onomat-

opoeia learning experience, their eye movements were observed, tracked, and recorded. 

By analyzing the total fixation durations, total fixation count, total viewing duration, and 

number of saccades, the study seeks to evaluate whether visual attention distribution dif-

fers in the ROIs, and to further compare the differences, if any, in the learning outcomes 

in a VR setting. The results can serve as reference for teaching strategies and the design of 

teaching materials, so that Japanese onomatopoeia teaching can be improved, and the 

practical value of attention-related research in a VR setting can be better demonstrated. 

2. Related Work 

Since 2016, with the concerted efforts of eye tracking technology companies from dif-

ferent countries, eye tracking technology in VR has gained much importance, but as of 

now, there are few application cases where eye tracking technology can be successfully 

equipped on VR devices. Based on the fact that the two technologies are not yet perfectly 

integrated into a practical application model, the present study aims to lay the foundation 

for eye tracking technology to become an “indispensable part” of VR technology in the 

future, by focusing on the application of VR in education, eye tracking technology and 

visual attention, eye tracking technology and multimedia learning, and eye tracking tech-

nology research related to prior knowledge, and also by conducting literature review of 

related work. 

2.1. VR Application in Education 

VR offers many unique benefits when used in education. The VR applications allow 

learners to immerse themselves in the learning environment and make full use of the sim-

ulated and interactive experience of VR, so as to increase interaction between learners and 

materials and provide learners with an immersive experience, while also breaking the 

constraints of space and time and making it possible for learners to practice repeatedly. 

As VR has matured as a novel technology, the use of VR has made an important applica-

tion to education in that learners are allowed to experience situations or environments 

that are hard to replicate by using traditional learning materials, such as lectures, Power-

Point slideshows, or videos. For example, [34] used VR technology to provide students 

with repetitive exercises that increase the efficiency and effectiveness of learning in 

knowledge acquisition, skills, and verification without increasing costs due to the use of 

additional consumables and availability of devices while providing a safe learning envi-



Sustainability 2021, 13, 11058 6 of 27 
 

ronment [35]. Ref [36] used immersive VR with a head-mounted-display (HMD) for envi-

ronmental education to expose students to an underwater environment to facilitate learn-

ing of climate change. Considering that VR can simulate the spatial relationship of human 

body structure, [37] used VR technology to build an interactive and immersive online vir-

tual human anatomy teaching system to improve the teaching of the structure (anatomy) 

of human body. [38] applied VR technology to build a teaching system called Anatomic 

VisualizeR to assist the teaching of clinical anatomy. [39] also designed a web-based vir-

tual system of human body structure to help teach human anatomy. In [40], the study 

used immersive VR games to develop players’ spatial awareness skills and construct their 

ability of spatial reasoning since spatial awareness skills are considered very important in 

designing urban mobility. [41] pointed out that teachers use VR technology in the class-

room to capture students’ interest, increase students’ creativity, allow students to take 

virtual trips, increase students’ motivation, improve students’ technology literacy, indi-

vidualized learning, and make students easier to understand difficult concepts when stu-

dents participated in STEM (Science, Technology, Engineering, and Mathematics). Re-

cently, [42] presented a new approach to the use of VR in the educational process for the 

needs of Industry 4.0. The study emphasized on the potential of VR to create dedicated, 

specialized virtual environments and resulted in a unified and comprehensive approach 

to designing, implementing, and developing training focused on the needs of individual 

industries based on the VR environment. Moreover, [43] used the idea of VR to structure 

the learning process concerning the transformation from the traditional teaching factory 

to teaching Industry 4.0. Ref [44] proposed a methodological approach to the use of VR in 

education and the evaluation of designer’s creativity for the deployment of an industrial 

design engineering course. Within medical education, experimental results showed that 

immersion, interaction, and imagination features of VR-mediated course contents have a 

positive impact on perceived usefulness and perceived ease of use, both of which contrib-

utors to behavioral intention to use VR learning [45]. 

2.2. Eye Tracking Technology and Visual Attention 

Concentration of attention is the first step in learning. In a learning environment en-

abled by computer-assisted teaching and multimedia, it is necessary to help learners focus 

and retain attention, so that they can actively integrate and absorb knowledge, and suc-

cessfully perform the expected interaction as in the teaching plan. Selection attention is 

the mental ability to select a fraction of all the stimuli present in our surroundings. [46] 

stated that individuals have capacity to perform specific selections and noted that infor-

mation processing begins with input and ends with outputs. In [47], it is mentioned that 

attention can be categorized into focused attention and sustained attention. During the 

learning process, learners must first manage to focus on the topic, and then sustain such 

focus for a period of time, so that they can achieve the goal of effective learning. According 

to [48], human behaviors, including learning, are made possible as we pay attention to the 

deciding characteristics of the stimuli in the environment. Then, humans further retain 

the information and adopt cognitive strategies so as to enable activities such as learning, 

memorization, and thinking. The information received by the senses can only be further 

processed and memorized when it is noticed. In other words, without attention, there 

would be no recognition, learning, or memory. 

In recent years, many science education researchers have paid attention to infor-

mation processing theory. Information processing theory began to gain importance 

around the 1950s. At that time, with the advancement of computer processing technology, 

psychologists believed that the mechanism of human psychology was similar to that of 

computers, i.e., the structure and process of human psychology could be understood by 

studying the processing of computer information. This trend has led many scholars to 

explore the relationship between perceptual information processing theory and cognitive 

process. They believed that eye tracking technology is the most direct and effective way 
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to study visual information processing, which can help observe the reading patterns and 

visual attention of learners and can also help teachers diagnose learning disabilities if any 

[25–28]. Visual reception is usually the sensory channel for humans to receive information. 

The information received through visual attention can be observed by recording eye 

movements, as there is a close connection between attention and eye movement. [49] pro-

posed “eye-mind assumption” which suggests that eye movements provide a dynamic trace 

of where attention is being processed. After the eyes receive the stimulus, the information 

is transmitted to the brain, and then goes through further cognitive processing, such as 

the stages of memory and comprehension. The theoretical basis with eye tracking tech-

nology to explore information and visual reception is that visual trajectories can reflect 

the transfer process of one’s internal attention. Therefore, monitoring eye movement is 

equivalent to monitoring real-time cognitive process and attention, which can help ex-

plore effective modes of information presentation. 

Eye movements that are often observed and measured via eye tracking technology 

are fixations and saccades. Composed of a series of fixations and saccades, scan path is a 

conscious eye movement related to the shift of attention, higher-level memory, and the 

cognitive process of comprehension [20]. In [25], eye tracking technology and electroen-

cephalograph (EEG) were combined to explore the relationship between reading compre-

hension and visual attention when students read misplaced words in Chinese sentences. 

The results showed that the misplaced words did not affect reading comprehension and 

increasing the number of misplaced words in a sentence did not prolong their fixation 

duration. In other words, most participants did not spend too much time fixating on the 

regions with misplaced words. Moreover, in [27,50], empirical analysis was conducted 

with eye tracking technology to explore how learners could be influenced when exposed 

to graphics designed to teach Spanish words related to the state of being high and low in 

the e-book, in order to explore how graphic design might affect learners’ visual behavior 

and learning outcome. In [28], eye tracking technology was adopted to collect and analyze 

eye movement data when participants used e-books to learn English words in order to 

explore the correlation between the students’ cognitive load and visual behavior and their 

learning outcomes. Moreover, [51] proved that eye tracking technology is an effective re-

search tool in information processing. In addition, eye tracking technology is very practi-

cal for verifying the knowledge acquisition and processing sequence of second foreign 

language learners when they process ambiguous information input. For example, [52] 

used eye tracking technology to examine the difference in the sequence and cognitive 

breadth of native Japanese speakers when they were seeing and reading texts in their na-

tive language (L1) and second language (L2). The research results showed that for L2 

readers, reading is preferred to seeing; when reading the target words in a sentence, there 

is a difference in the effectiveness of parafovea processing between L1 and L2 readers. [53] 

used eye tracker to observe the effect of a guiding cursor on the attention and learning 

outcome for learners while they were watching digital course images. Through different 

digital course interfaces, the study explored the subjects’ spots of fixation and eye move-

ments during the reading process. Their results showed that the use of a moving cursor 

in digital courses has a significant influence on the attention distribution of learners and 

affects the average saccade amplitude of learners when they watch the digital course. In 

addition, [54] used eye tracking technology to explore the design and development of dig-

ital teaching games and found that through the visual attention analysis of learning pro-

cess, learners’ learning outcomes and concentration level in game-based learning can be 

evaluated, and that incorporating clear goals into teaching games can effectively catch the 

attention of learners. 
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2.3. Eye Tracking Technology and Multimedia Learning 

In recent years, eye tracking technology has been frequently used in research on mul-

timedia learning, mainly because eye tracking technology provides insight into the allo-

cation of visual attention, which is adequate for exploring the differences in attention pro-

cess when participants are exposed to different types of multimedia and multi-layer 

graphic learning materials [33,55]. Ref [33] noted in the special issue of Learning and In-

struction, entitled “Eye tracking as a tool to study and enhance multimedia learning”, that 

eye movement data can provide researchers with an insight into a learner’s knowledge 

processing when he or she is learning. When eye tracking is used as a teaching tool, re-

searchers can understand what teaching materials in what section are making a difference, 

when they are making a difference, and how long they have been making a difference. 

Furthermore, researchers can better understand how teaching materials work, in order to 

depict a more detailed internal process when subjects are reading graphics. Hence, eye 

movement data can offer a more detailed and objective set of data to help explain the 

reading process of multimedia materials. Through eye movement data, researchers can 

understand how learners deal with specific multimedia information, which can further 

improve and reinforce multimedia content design [32]. In fact, as early as in the early 

1980s, [56] started to use eye tracking technology to explore subjects’ visual attention al-

location at different stages, further discovering how information is processed in the pro-

cess of learning. In recent years, the development of eye tracking equipment has become 

more mature and easier to operate with lower prices. The data collection and analysis 

software is easy to operate, which enables researchers in the field of education to actively 

incorporate eye tracking technology into their research. Therefore, introduced into multi-

media learning research, eye tracking technology provides a unique opportunity to help 

understand the perceptual processing of learners in the learning process of multimedia 

teaching materials. Properly utilizing eye tracking technology will help understand how 

specific teaching materials or teaching methods affect the process of cognitive information 

processing, and it will also help identify important factors for effective reading. For exam-

ple, in [57], learners watched animations of the complicated blood circulation system 

through eye trackers and were guided as different key areas were highlighted. The results 

were further divided into the unit of interest duration for analysis, in order to narrow the 

space for visual search and reduce the subjects’ cognitive load. By the same token, [32] 

pointed out that in multimedia learning research, it is of great importance to examine how 

learners learn and think through graphics, and how to help learners learn and think 

through graphics. [58] used eye tracking technology to explore the distribution of learners’ 

attention in the learning process of multimedia learning materials and the cognitive pro-

cessing of multimedia information. This research found that the text of the multimedia 

teaching materials seemed to attract learners more. According to the multimedia learning 

theory, [59] used eye tracking technology to examine the effects of redundancy, modality, 

and contiguity in the pedagogy design principles of multimedia teaching materials. Ref 

[60] proposed a dynamic analysis system for advertising videos based on eye tracking 

technology, integrating the three functions of “eye tracking”, “dynamic ROI module”, and 

“video analysis” to provide advertisers with objective analysis results to select the optimal 

advertising proposal. However, the analysis system does not support automatic detection 

of integrated objects of dynamic and static multimedia yet, and manual operation is re-

quired to define the ROI. Thus, researchers may need to explore more possibilities on how 

the system can effectively assist researchers with various needs for eye movement re-

search in the future, and how it can further boost the efficiency of eye tracking data anal-

ysis. 
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2.4. Eye Tracking Technology and Prior Knowledge 

Cognitive psychologists have long discovered that prior knowledge is an important 

factor which affects reading comprehension [61–63]. Ref [64] pointed out that prior 

knowledge is a well-structured and consistent knowledge base that can facilitate individ-

uals’ learning behaviors such as reasoning, conceptualization, and knowledge acquisition. 

Prior knowledge also contains relevant knowledge which may cause reading comprehen-

sion to be either easy or laborious when readers try to understand a relevant text. Humans 

can recognize speech and text mainly because the human brain has a mental dictionary. 

When external stimuli such as symbols or language reach a certain part of the mental dic-

tionary, it triggers word recognition. If the reader has no prior knowledge of certain vo-

cabulary which does not exist in the mental lexicon, how does the reader tell the meaning 

of an unfamiliar word? At present, many studies have confirmed that prior knowledge 

affects the degree of reading comprehension. It is found that readers with high prior 

knowledge can retrieve more information from the text, as well as better organize and 

construct its main points, than readers with low prior knowledge. This allows high prior 

knowledge readers to perform better in terms of reading comprehension. For example, 

[61] argued that if readers have richer prior knowledge, they are able to generate infer-

ences on their own initiative without having to rely on the information provided in the 

text for comprehension. Especially, when reading more difficult or less clearly interpreted 

texts, readers must utilize their prior knowledge to achieve reading comprehension [63]. 

In other words, when reading texts with low continuity, high prior knowledge readers 

can use prior knowledge to link the concepts, integrate information, and achieve better 

learning and reading comprehension; on the other hand, low prior knowledge readers 

cannot tap into their prior knowledge and must rely on the abundant information pro-

vided in the text to achieve reading comprehension [61,63,65]. 

In addition, prior knowledge also affects the distribution of attention. Individuals 

with higher prior knowledge tend to have faster and more fixations on task-related infor-

mation [29,30,32]. For instance, [30] employed eye tracking technology and eye movement 

indicators to examine how students with different levels of prior knowledge process text 

and data diagrams when reading a web-based scientific report in terms of attention dis-

tribution. The results show that high prior knowledge students showed longer fixation 

durations and more regressions on the graphics. Meanwhile, high prior knowledge stu-

dents showed more inter-scanning transitions not only between the text and graphics, but 

also between the two data diagrams. [66] used eye tracking technology to investigate how 

high school students with different levels of prior knowledge viewed and interpreted 

graphics on cellular transport. The results show that high prior knowledge students tran-

sitioned more frequently between representations of molecular cellular transport, 

whereas students with low prior knowledge transitioned more frequently between repre-

sentations of macroscopic cellular transport and between macroscopic and molecular rep-

resentations. What is more, students with high prior knowledge were more likely to at-

tend to the thematically relevant content in the graphics; in contrast, students with a low 

level of prior knowledge focused on surface features of the graphics to understand the 

represented concepts. Overall, low prior knowledge students experienced difficulties in 

understanding the graphics, as they tended to apply superficial processing strategies and 

had difficulties understanding the basic concepts. [31] used eye movement data to explore 

the behavior of learners with different levels of prior knowledge. When watching videos 

of fish swimming, high prior knowledge students would spend more time watching rele-

vant areas of the diagram and would pay more attention to the concept-related areas. In 

[29], as participants were asked to watch climate maps, those with high prior knowledge 

spent a longer time viewing relevant areas and achieved better results in a following test 

after receiving brief instruction. Similarly, [67] used the fixation information acquired by 

eye tracking technology to perform sequence analysis and identify the correlation among 

the ROIs. The data then helped to reconstruct the subjects’ cognitive process when they 
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were performing the tasks of program understanding and debugging. The results indi-

cated that those who achieved a low score may have less working memory, resulting in 

frequent calculation and note-taking behaviors, and lower mastery of programming 

knowledge. In contrast, those who achieved a high score have more logic in their approach 

of understanding/debugging, with richer prior programming knowledge at their disposal. 

2.5. Research Questions 

This study aimed to examine participants’ visual attention while interpreting Japa-

nese MIO words using a VR eye tracking. Specifically, this study explored how both of 

high and low prior knowledge students viewed the gaze sequence of participants and 

relative order of the capacity of the 24 ROIs (i.e., LFF and DFF) and the relative order of 

the amount of visual attention paid to the 24 ROIs (i.e., TFD and FC). In addition, statistical 

analysis method was performed to test whether learning outcomes of Japanese MIO 

words differed significantly between participants with different prior knowledge in both 

groups. According to the literature reviews mentioned above, the present study proposed 

the following research questions based on the VR technology, eye tracking technology, 

and the role of prior knowledge. By examining participants’ visual attention of Japanese 

onomatopoeia learning, five research questions were examined: 

1. What is the difference in the fixation sequence among different ROIs when partici-

pants with different levels of prior knowledge are viewing the VR content of ono-

matopoeia? 

2. What is the difference in terms of the visual attention in different ROIs, when partic-

ipants with different levels of prior knowledge are viewing the contextual VR content 

of onomatopoeia, i.e., is there a difference in terms of total fixation duration and total 

fixation count? 

3. Are the learning outcomes of onomatopoeia related to the total fixation duration and 

the total fixation count in different ROIs? 

4. Are the learning outcomes of onomatopoeia related to the number of visual attention 

transitions between different ROIs? 

5. Is the introduction of contextual VR content in the course materials conducive to the 

participants’ learning outcomes for Japanese onomatopoeia? 

2.6. Research Hypotheses 

To answer the five proposed research questions, an exploratory study with VR eye 

tracking technology was applied to observe participants’ eye movements and explore the 

differences on the visual behaviors of the participants with different levels of prior 

knowledge on Japanese competence while learning Japanese MIO words, four eye-move-

ment measures were used, including latency of first fixation (LFF), duration of first fixa-

tion (DFF), total fixation durations (TFD), and fixation counts (FC). These eye movement 

measures represent cognitive activities related to comprehension and movement of atten-

tion. First, LFF shows the type of ROI that attracts the visual attention of each participant. 

Second, DFF shows the capacities of all the types of ROI to hold the attention of each 

participant. The amount of attention paid to each type of ROI is expressed in TFD and FC. 

Besides, one-way ANOVA analyses of LFF, DFF, TFD, and FC were conducted to find the 

correlation of all types of ROI in the four variables. The one-way ANOVA along with the 

homogeneity tests was performed to find differences in eye movements between the dif-

ferent prior knowledge groups. The t-tests showed the cognitive achievement concerning 

learning Japanese MIO words based on participants’ prior knowledge. Since the sample 

size of this study was small and not normally distributed, the Wilcoxon rank signed test 

was used to examine the learning outcomes of the participants by pre-test and post-test 

scores in each group. Therefore, five research hypotheses were proposed as follows: 
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Hypothesis 1 (H1). For participants with different levels of prior knowledge, their fixation se-

quence of ROIs will be different when they browse the VR content of onomatopoeia teaching. 

Hypothesis 2 (H2). For participants with different levels of prior knowledge, when they browse 

the VR content of onomatopoeia teaching, they exhibit differences in visual attention in the ROIs, 

in terms of total fixation duration and total fixation count. 

Hypothesis 3 (H3). The learning outcomes of onomatopoeia is related to the total fixation dura-

tion and the total fixation count in different ROIs. 

Hypothesis 4 (H4). The learning outcome of onomatopoeia is related to the number of visual 

attention transitions between different ROIs. 

Hypothesis 5 (H5). The introduction of contextual VR content in the course materials is condu-

cive, and the difference in test scores in the pre-test and post-test (devised to test the participants’ 

learning outcomes) has statistical significance. 

3. Methods 

In this study, an analysis software powered by virtual reality (VR) eye tracking tech-

nology was utilized to understand whether participants with different levels of prior 

knowledge exhibit significant difference in term of visual attention. The software is inte-

grated into the “HTC VIVE Pro Eye” Head-Mounted Display (HMD), which is used to 

collect and record quantitative data of participants’ eye movements when they were view-

ing the contextual teaching content of Japanese onomatopoeia based on the eye gaze data 

recorded by eye tracking technology under the VR immersion experience. In addition, 

pre-test and post-test were employed to explore the learning outcomes of high- and low-

prior knowledge participants based on the scores they had received in the two tests. The 

methodology, procedure, and execution progress of the present study were addressed as 

follows: 

3.1. Participants 

The present study used VR eye tracker to record and analyze the eye movements of 

learners with different levels of prior knowledge when they watched contextual VR teach-

ing content of onomatopoeia, whereby to explore the differences in their visual attention 

distribution and learning outcomes. The participants were 20 students in the third and 

fourth years of study at the Department of Japanese of a university in Taiwan, with an 

average age of 20.6 years (SD = 3.3 years, range 20–22 years). All participants were healthy 

with normal or contact lens corrected-to-normal vision. Regardless of gender, the 20 par-

ticipants were grouped, according to their Japanese language proficiency test (JLPT) cer-

tification, into high prior knowledge group (levels N1-N3) (7 participants) and low prior 

knowledge group (level N4 or below) (13 participants). The experiment was performed in 

accordance with the guidelines of ethics approval obtained from Human Research Ethics 

Committee of National Cheng Kung University, Taiwan (No. NCKU HREC-E-108-234-2). 

Before the experiment, written informed consent was obtained from all participants. They 

were allowed to stop the experiment whenever they wanted to. No participants were ex-

cluded owing to the malfunction of eye tracking recording or a severe level of cybersick-

ness in this study. Thus, this kept us with 20 valid samples. 

3.2. Materials 

The experiment materials used in this study is a VR facility theme park named “MIO 

Land”, which was designed by Unreal Engine 4 (UE4) development tool. In this 3D VR 

MIO Land theme park, there are six main mimicry and onomatopoeia themes (in different 

contextual scenes), including climate (weather change), speed (roller coaster), mood 

(haunted house), rotation (Ferris wheel), animal sounds (circus), and food temperature 
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(popcorn booth). After entering the MIO Land via the VR eye tracker, participants can 

watch the 360-degree VR scenes, use the handheld controller to operate and select facili-

ties, begin to interact with the facilities, and then learn the onomatopoeia words corre-

sponding to the facility. The VR concept design of MIO Land is shown in Figure 1, and 

the completed version is shown in Figure 2. Each of the six amusement rides in MIO Land 

was designed using the UE4 game engine software, and each ride has a corresponding 

topic of onomatopoeia in Japanese. The contextual representation onomatopoeia is thus 

created for the participants to be immersed in the VR environment, so as to achieve the 

best learning effectiveness. For example, in the scene of the roller coaster facility, if the 

participant interacts with the scene, the facility will be activated immediately (see Figure 

3). During the ride, the participant will see onomatopoeia words generated from the facil-

ity context through the VR scene displayed by the system, so as to help the participant test 

their mastery of the content, deepen the impression, and evaluate their cognitive under-

standing (see Figure 4). 

 

Figure 1. Conceptual design of the six facilities in MIO Land. 

 

Figure 2. A captured VR scene in MIO Land. 
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Figure 3. A captured VR scene in the roller coaster facility. 

 

Figure 4. A captured VR scene with four MIO words in the roller coaster facility. 

3.3. Design 

The experiment design of this study focuses on learning attention and learning out-

comes based on the factor of prior knowledge. Through the introduction and application 

of VR eye tracking technology, data were collected as participants with different levels of 

prior knowledge watched three-dimensional contextual teaching content of onomato-

poeia enabled by VR, in order to explore the participants’ attention distribution and learn-

ing outcomes. To this end, the 20 participants in the present study were divided into two 

groups (i.e., high prior knowledge group and low prior knowledge group) according to 

their JLPT (Japanese language proficiency test) results, and eye tracker was used to record 

the subjects’ eye movement trajectories. Then, the eye movement data collected by the eye 

tracker were analyzed to compare whether participants with different levels of prior 

knowledge exhibit significant differences in the distribution of visual attention. Before the 

experiment, the two groups of participants both received a pre-test on the topic of ono-

matopoeia. The pre-test results were used to evaluate the participants’ cognitive under-

standing of onomatopoeia before viewing the VR teaching content and served as the co-

variate variable. After the VR experiment, the two groups of participants took a post-test 

to evaluate the effectiveness of the VR onomatopoeia teaching. The post-test results served 

as the basis for the evaluation of the participants’ learning outcome. The relationship be-

tween each variable in the experiment design is shown in the structure diagram in Figure 

5. 
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Figure 5. Structure diagram of the relationship between each variable in the experiment design. 

3.4. Instruments 

This study used HTC VIVE Pro Eye for eye tracking while displaying the VR content. 

The HMD of HTC VIVE Pro Eye has two AMOLED screens, with a resolution of 2880 × 1600 

pixels in total, with a refresh rate of 90 Hz and a field of view of 110°. We integrated an 

EyeNTNU-120p analysis software to collect the eye movement data with a sampling rate of 

120 Hz and the accuracy of 0.5° to the VR HMD, and then adjusted the camera module for 

capturing pupil movements to serve as a VR eye tracker eye tracker (see Figures 6 and 7). This 

VR eye tracker’s connection device supports the Windows 10 operating system. The operation 

procedure of this VR eye tracker with modified eye tracking software is shown in Figure 8. 

The VR eye tracker uses a miniature microscope lens to record the position of the eyeballs and 

measures the eye movement and the degree of pupil dilation. Then, the VR eye tracker uses 

the pupil movement and iris reflection to calculate the eye movement. Before the eye tracker 

starts to collect eye movement data from the participant, it needs to go through a calibration 

sequence with the assistance of the operator. A snapshot photo of a participant wearing the 

VR eye tracker during the actual experiment is shown in Figure 9. 

 

Figure 6. Instruments used in the experiment. 

 

Figure 7. HTC VIVE Pro Eye VR device. 
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Figure 8. System architecture of the VR eye movement analysis software. 

 

Figure 9. Actual VR eye tracking experiment in progress. 

The present study first referred to onomatopoeia teaching materials by various pub-

lishers, and then identified the two items of evaluation, i.e., “process” and “cognition”, to 

determine the participants’ learning outcomes. Then, the post-test questions were com-

piled by a professional teacher of the Japanese language. To ensure the content validity of 

the test, a native Japanese teacher of the Japanese language was recruited to review the 

questions. After the review, two students who had passed the JLPT (level N2 or above) 

were recruited to review whether they could understand the questions, to ensure that all 

participants would be able to understand the questions and to establish face validity. In 

this way, the questions can test the participants with different levels of prior knowledge 

and evaluate whether there is a significant difference in learning outcomes. 

3.5. Procedure 

3.5.1. Experimental Process 

Before the experiment, participants were required to conduct their pre-tests on the 

topic of onomatopoeia in a classroom. The pre-test results were used to evaluate the par-

ticipants’ cognitive understanding of onomatopoeia before viewing the VR content and 

served as the covariate variable. Each participant firstly went through a five-point calibra-

tion process for the VR eye tracker to capture the correct viewing position in a separate 

research laboratory. The experimenter had assisted the participant to correctly put on the 

VR eye tracker, the participants would receive a series of instruction for calibration, with 

their head moving as little as possible. When the calibration is in progress, both eyes of 
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the participant are making saccadic movements, and will move quickly in the same direc-

tion and amplitude. In order for the eyes to focus on the stimulus, the fovea will be aligned 

at the same position. However, sometimes there will be inconsistent alignments, espe-

cially during the initial fixations. In the absence of binocular coordination, saccades will 

cause different fixations and affect the visual process of reading. In the case of such a large 

difference in disconjugacy (change of disparity), a second sequence of binocular calibra-

tion must be run [24]. The VR eye tracker calculated the coordinates on the screen corre-

sponding to the saccade of the eyes based on the calibration results. Once calibration pro-

cess was completed, the formal experiment was immediately conducted. During the ex-

periment, only one participant was allowed to the separate room except where unavoid-

able. Through the completion of the calibration, participants entered a 3D VR MIO Land 

theme park created by Unreal Engine 4 (UE4) (i.e., learning material), including five main 

amusement parks and a climate situation for mimicry and onomatopoeia themes (in dif-

ferent contextual scenes), that is, climate (weather change), speed (roller coaster), mood 

(haunted house), rotation (Ferris wheel), animal sounds (circus), and food temperature 

(popcorn booth). Participants can watch the 360-degree VR scenes freely, use the handheld 

controller to operate and select facilities at their own pace, start to interact with the facili-

ties, and then learn the onomatopoeia words corresponding to the facility. The total dura-

tion of the VR experience was about 15 min (3 min per amusement park). After the VR 

experiment, every participant immediately took a post-test to evaluate the effectiveness 

of the VR onomatopoeia teaching in the research lab. The post-test results served as the 

basis for the evaluation of the participants’ learning outcomes. The VR eye tracker will 

calculate the coordinates on the screen corresponding to the saccade of the eyes based on 

the calibration results. After calibration is completed, the formal experiment is conducted. 

The experimental procedures of the present study were as follows: 

(1) Pre-test: The content of the pre-test was devised by the Japanese language experts at 

the Department of Applied Japanese Language. The questions were drafted based on 

the cognition, comprehension, and application of the six major types of onomato-

poeia, and then reviewed and revised by a native Japanese teacher to ensure accu-

racy. The test time is 15 min. The test papers were taken back after the test; the correct 

answers were not given. 

(2) Experiment: The experiment was set up in a separate research laboratory. Since there 

was only one set of VR eye tracking equipment available for use, the experimenter 

gathered all participants to inform that the aim of this experiment was to measure 

pupil expansion in response to visual stimuli. This was done to prevent participants 

from consciously conforming to the experimental goal, and then participants were 

allowed to get familiar with the VR environment before the experiment. After the 

illustration procedure, the 20 recruited participants for the experiment went into the 

separate room one after another to participate in the VR experiment. During the ex-

periment, only one participant was allowed to the separate room except where una-

voidable. When the experiment began, the participant first needed to complete the 

five-point eye movement calibration. After the calibration was completed, the exper-

iment would continue. 

(3) Output: During the experiment, participants need to watch the contextual teaching 

content on onomatopoeia via the VR device. In addition to having their eye move-

ment data recorded through the eye tracker, the participants also need to use a 

handheld controller to interact and click the end button to indicate the end of session. 

After the viewing session of the contextual VR teaching content is completed, the 

computer connected to the VR eye tracker will automatically export the participant’s 

eye movement data. The output files are, respectively, a video file and a text file. The 

video file (.wmv) is used to define ROIs, and the text file (.txt) is the participant’s eye 

movement data. 

(4) Post-test: The post-test was immediately completed in the separate room for each 

participant while finishing in performing the experiment. The content of the post-test 
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is similar to that of the pre-test. The test time is 15 min. The results serve to evaluate 

the learning outcomes of the two groups of participants after they have watched the 

VR teaching content. 

3.5.2. Data Collection and Analysis 

After eye movement data were recorded, the output video files and text files under-

went preliminary data collection and archiving with two auxiliary tools modified from 

the EyeNTNU-120p eye movement analysis software, i.e., VR Dynamic ROI Tool and Fix-

ation Calculator Tool. The VR Dynamic ROI Tool mainly helps operators define the re-

gions of interest, while the Fixation Calculator Tool can automatically process ROIs ac-

cording to the priority when ROIs are overlapping, which can avoid errors in the process 

of data analysis. The VR eye movement analysis software’s process for operating and de-

fining ROIs is shown as follows: 

1. The VR videos from the experiment are imported into the Dynamic ROI Tool soft-

ware. 

2. After the videos are imported, the research team starts playing the experiment vid-

eos. 

3. The research team clicks the left mouse button and drags the mouse to frame the area 

to be analyzed. Then, the left mouse button is released to complete the definition of 

the ROI. 

4. According to the Fixation Calculator Tool guidelines, the team repeats the previous 

step (step 3), until all ROIs in the videos have been defined. Then, the information of 

ROIs can be used for eye movement analysis. 

The present study used VR eye tracker to collect eye movement data from subjects watch-

ing the contextual VR teaching content. Visualization analysis software tool in the system ar-

chitecture is then used to calculate the fixation behavior indicators and analyze the distribu-

tion of visual attention when participants were watching the onomatopoeia teaching content. 

In this way, it is possible to evaluate whether the key ROIs emphasized in the VR content of 

onomatopoeia received visual attention from the participants. 

After participants viewed the VR content, the eye tracking system used in this study au-

tomatically exports a video file (.wmv) to help to define the dynamic ROIs. For example, the 

red boxes represent the ROIs which need to be defined after the experiment and their respec-

tive names. Since the contextual VR video contains dynamic multimedia content, in the pro-

cess of defining the ROIs, the experimenter used the keyboard bar to control the playback of 

the video file, so as to accurately complete the definition of all ROIs in the dynamic frames. 

After the dynamic ROIs had been defined for the entire video, the ROI definition tool module 

would generate a dynamic ROI file, which would be subsequently imported into the visuali-

zation analysis software for eye movement indicator analysis. A total of 24 ROIs were defined 

for the eye tracking data analyses. Three ROIs, ROI1~ROI3, indicate MIO words in the weather 

scenario. Four ROIs, ROI4~ROI7, indicate MIO words in the Ferris wheel facility. Four ROIs, 

ROI8~ROI11, indicate MIO words in the roller coaster facility. Four ROIs, ROI12~ROI15, indi-

cate MIO words in the circus facility. Four ROIs, ROI16~ROI19, indicate MIO words in the 

haunted house facility. Five ROIs, ROI20~ROI24, indicate MIO words in the popcorn booth. 

Take the contextual onomatopoeia scenes in the roller coaster facility as an example (see Figure 

10): based on the eye tracking data analysis, a total of four ROIs were defined out of this scene, 

respectively representing onomatopoeia words with different feelings of speed (i.e., 

ROI8~ROI11). To clearly recognize the scope of a ROI, the red boxes represent the ROIs which 

need to be defined after the experiment and their respective names. For each ROI, visualiza-

tion analysis software is used to calculate fixation behavior indicators, including Total Fixation 

Duration (TFD), Fixation Count (FC), Latency of First Fixation (LFF), Duration of First Fixation 

(DFF), and Number of Inter-Scanning Counts (NISC). After finishing watching the VR con-

tent, the participant can click the end button on the handheld controller in the interactive mode 

to complete the experiment. 
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Figure 10. The definition of regions of interest in the roller coaster facility. 

The study used eye tracking device and visualization analysis software to collect par-

ticipants’ eye movement data, which are subsequently examined using the following eye 

movement indicators and SPSS for Windows 22 for one-way ANOVA, to test whether 

there was a significant difference in visual attention for participants with different levels 

of prior knowledge when they read onomatopoeia words in the VR setting. The time unit 

for the following eye tracking indicators is milliseconds (ms). 

a. Latency of First Fixation (LFF): The latency from the onset of the stimulus to the initial 

fixation on the defined ROI, when the participant is reading the onomatopoeia words 

in the VR setting. 

b. Duration of First Fixation (DFF): The duration of fixation when a participant’s first 

fixation is formed in an ROI as he or she is reading onomatopoeia words in the VR 

setting. 

c. Total Fixation Durations (TFD): The total fixation duration when a participant’s fix-

ation falls into a certain ROI, as he or she is reading onomatopoeia words in the VR 

setting. TFD includes the duration of the first fixation and all fixations that follow. 

d. Fixation Counts (FC): The total number of fixations when the participant’s fixation 

falls into a certain ROI, as he or she is reading onomatopoeia words in the VR setting. 

FC reflects the importance of a particular ROI. Higher FC indicates that this ROI is 

more important to the participant or can provide more clues for him or her. 

e. Heat Zone Map: The visualization which depicts the overall fixation distribution of 

the participant to different ROIs. The most frequently staring points of the partici-

pants will be shown in red. 

f. Number of Inter-Scanning Counts (NISC): The number of fixation transactions be-

tween a pair of ROIs, which reflects the participant’s fixation sequence to analyze the 

eye movement among the points of fixation in different ROIs [68]. 

3.5.3. Learning Outcomes 

To evaluate learning outcomes, onomatopoeia test papers devised and reviewed by 

professional Japanese instructors were used in the pre-test and post-test. The scores then 

went through a paired samples t-test to examine the differences in the pre-test and post-

test scores within each group. In addition, to assess whether there was a significant dif-

ference in the two groups’ learning outcomes, the post-test scores from the two groups 

went through an independent samples t-test to examine the post-test performance of the 
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two groups. The Wilcoxon rank signed test was also used to test the learning outcomes of 

the participants in each group because the sample size of this study was small and not 

normality distributed. 

Based on the eye movement data collected by the VR eye tracker and then analyzed 

by the upgraded visualization analysis software, the proposed research hypotheses to be 

verified by the aforementioned eye movement indicators were as follows: 

Hypothesis 1 (H1) (in response to Research Question 1): For participants with different levels of 

prior knowledge, their fixation sequence of ROIs will be different when they browse the VR content 

of onomatopoeia teaching. 

Hypothesis 2 (H2) (in response to Research Question 2): For participants with different levels of 

prior knowledge, when they browse the VR content of onomatopoeia teaching, they exhibit differ-

ences in visual attention in the ROIs, in terms of total fixation duration and total fixation count. 

Hypothesis 3 (H3) (in response to Research Question 3): The learning outcomes of onomatopoeia 

is related to the total fixation duration and the total fixation count in different ROIs. 

Hypothesis 4 (H4) (in response to Research Question 4): The learning outcomes of onomatopoeia 

is related to the number of visual attention transitions between different ROIs. 

Hypothesis 5 (H5) (in response to Research Question 5): The introduction of contextual VR con-

tent in the course materials is conducive, and the difference in test scores in the pre-test and post-

test (devised to test the participants’ learning outcome) has statistical significance. 

4. Results and Discussions 

During the experiment, the participant’s view in the VR environment was projected 

in real time through the computer, so the eye movement of the participant could be mon-

itored simultaneously. Currently, the present study has completed 20 participants, includ-

ing 13 participants in the low prior knowledge group and 7 participants in the high prior 

knowledge group. The eye movement data of the 20 participants collected as they were 

watching the onomatopoeia teaching content in MIO Land were analyzed and compared 

to explore the different visual attention behaviors of students with different levels of prior 

knowledge. The analysis was conducted by discussing the following eye movement indi-

cators in each ROI of different facility scenes: Latency of First Fixation (LFF), Duration of 

First Fixation (DFF), Total Fixation Durations (TFD), and Fixation Counts (FC). The results 

of the present study were shown in Tables 1–17. 

4.1. Differences in Visual Attention for Participant with Different Levels of Prior Knowledge 

According to the eye movement data and results of the one-way ANOVA in Tables 

1–6, in terms of participants’ visual behavior of reading onomatopoeia words, the LFF 

data show that participants from both groups had the same fixation sequence only in the 

circus facility scene (ROI12→ROI15→ROI14→ROI13), while in other facility scenes, the 

ROI fixation sequences from the two groups are different. This finding illustrates that par-

ticipants with different levels prior knowledge have different cognition of the onomato-

poeia words in most facility scenes. In addition, according to the DFF data, except for 

ROI18 in the haunted house facility scene, participants from both groups directed their 

visual attention to different ROIs in other facility scenes. Hence, Hypothesis 1 (H1) is par-

tially valid. 

According to the eye movement data and results of the one-way ANOVA, as shown 

in Tables 7–12, in terms of the visual behavior for onomatopoeia in the VR content, par-

ticipants with different levels of prior knowledge do not exhibit significant difference in 

the TFD and FC indicators, except in ROI10 in the roller coaster scene (t(18) = −2.82, p = 

0.01, d = 1.35 and t(18) = −2.24, p = 0.04, d = 1.05), ROI16 in the haunted house scene (t(18) 



Sustainability 2021, 13, 11058 20 of 27 
 

= −2.40, p = 0.03, d = 1.13 and t(18) = −3.33, p < 0.00, d =1.56), and ROI18 in the haunted 

house scene (t(18) = −2.25, p = 0.04, d = 1.06 and t(18) = −4.53, p < 0.00, d = 2.13) (see Table 

13). Moreover, according to the statistical analysis of Table 13, the high prior knowledge 

group has longer fixation durations and more fixation counts than the low prior 

knowledge group does, namely ROI10, ROI16, and ROI18. This might be the reason that 

these three ROIs (i.e., ROI10, ROI16, ROI18) with significant differences were previously 

defined in the context of the roller coaster (speedy situation) and haunted house (fright 

situation) facilities at MIO amusement park. Apparently, it produced the significant dif-

ferences in participants’ patterns of the distribution of visual attention because high prior 

knowledge group happened more fixation durations than low prior knowledge group for 

cognitive process due to their instinctive awareness. That is to say, the context of exciting 

and thrilling situations obviously produced significant differences in distribution of vis-

ual attention between the two groups while the context of steady situations did not. 

Hence, Hypothesis 2 (H2) is partially valid. According to the heat zone map of the roller 

coaster facility scene output based on the participants’ fixation duration, the participant 

(#9) from the high prior knowledge group paid more visual attention to ROI10 than the 

participant (#18) from the low prior knowledge group (see Figure 11). The redder the 

color, the longer the fixation duration on that position. Hence, Hypothesis 3 (H3) is valid. 

Table 1. LFF and DFF in each ROI in the weather scenario (Time unit: ms). 

Indicator Group ROI1 ROI2 ROI3 

LFF 
Low PK (n= 13) 38,090.63 55,947.75 55,827.88 

High PK (n= 7) 21,549.14 49,619.50 55,710.00 

DFF 
Low PK (n= 13) 121.36 112.25 257.88 

High PK (n= 7) 125.57 174.00 119.75 

Table 2. LFF and DFF in each ROI in the Ferris wheel facility (Time unit: ms). 

Indicator Group ROI4 ROI5 ROI6 ROI7 

LFF 
Low PK (n= 13) 68,505.00 61,594.50 60,197.16 72,992.83 

High PK (n= 7) 89,523.52 82,179.33 77,319.50 67,765.00 

DFF 
Low PK (n= 13) 96.33 129.16 130.83 166.33 

High PK (n= 7) 105.62 117.23 132.00 123.21 

Table 3. LFF and DFF in each ROI in the roller coaster facility (Time unit: ms). 

Indicator Group ROI8 ROI9 ROI10 ROI11 

LFF 
Low PK (n= 13) 71,266.25 84,548.25 70,748.00 81,387.00 

High PK (n= 7) 54,212.50 70,746.66 65,486.50 57,087.66 

DFF 
Low PK (n= 13) 178.50 150.00 174.00 200.20 

High PK (n= 7) 181.75 106.66 113.66 118.83 

Table 4. LFF and DFF in each ROI in the circus facility (Time unit: ms). 

Indicator Group ROI12 ROI13 ROI14 ROI15 

LFF 
Low PK (n= 13) 26,593.167 39,910.63 37,912.62 35,653.429 

High PK (n= 7) 23,240.00 55,010.60 52,010.67 46,368.75 

DFF 
Low PK (n= 13) 142.50 157.12 157.12 122.86 

High PK (n= 7) 126.00 123.40 126.48 165.00 

Table 5. LFF and DFF in each ROI in the haunted house facility (Time unit: ms). 

Indicator Group ROI16 ROI17 ROI18 ROI19 

LFF 
Low PK (n= 13) 127,230.00 120,766.00 104,478.50 119,388.00 

High PK (n= 7) 43,408.14 43,012.13 42,168.28 34,775.00 

DFF 
Low PK (n= 13) 74,605.50 81.00 77,854.00 103.00 

High PK (n= 7) 108.00 132.03 250.00 124.00 
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Table 6. LFF and DFF in each ROI in the popcorn booth (Time unit: ms). 

Indicator Group ROI20 ROI21 ROI22 ROI23 ROI24 

LFF 
Low PK (n= 13) 52,354.50 33,248.00 51,893.50 81,594.75 40,686.40 

High PK (n= 7) 49,530.33 46,728.46 23,340.00 33,417.00 40,982.53 

DFF 
Low PK (n= 13) 135.50 90.00 107.50 112.00 71.21 

High PK (n= 7) 120.83 112.38 108.00 143.00 135.33 

Table 7. TFD and FC in each ROI in the weather scenario (Time unit: ms). 

Indicator Group ROI1 ROI2 ROI3 

TFD 
Low PK (n= 13) 933.18 1530.77 1652.44 

High PK (n= 7) 814.42 2789.16 1563.75 

FC 
Low PK (n= 13) 7.33 10.25 10.22 

High PK (n= 7) 6.57 19.75 9.25 

Table 8. TFD and FC in each ROI in the Ferris wheel facility (Time unit: ms). 

Indicator Group ROI4 ROI5 ROI6 ROI7 

TFD 
Low PK (n= 13) 677.33 1770.16 1483.50 816.50 

High PK (n= 7) 228.33 158.16 323.50 759.67 

FC 
Low PK (n= 13) 5.33 11.33 10.28 5.50 

High PK (n= 7) 1.66 1.16 2.50 6.40 

Table 9. TFD and FC in each ROI in the roller coaster facility (Time unit: ms). 

Indicator Group ROI8 ROI9 ROI10 ROI11 

TFD 
Low PK (n= 13) 1857.50 884.33 522.33 1082.80 

High PK (n= 7) 787.67 106.66 974.16 786.50 

FC 
Low PK (n= 13) 9.25 6.13 4.25 8.16 

High PK (n= 7) 8.13 1.33 7.13 6.33 

Table 10. TFD and FC in each ROI in the circus facility (Time unit: ms). 

Indicator Group ROI12 ROI13 ROI14 ROI15 

TFD 
Low PK (n= 13) 985.16 1529.37 1559.37 812.28 

High PK (n= 7) 588.66 1232.20 1432.20 859.16 

FC 
Low PK (n= 13) 7.33 13.50 10.50 6.57 

High PK (n= 7) 4.16 8.33 8.20 6.06 

Table 11. TFD and FC in each ROI in the haunted house facility (Time unit: ms). 

Indicator Group ROI16 ROI17 ROI18 ROI19 

TFD 
Low PK (n= 13) 268.62 181.33 303.30 487.03 

High PK (n= 7) 881.66 801.16 882.14 250.33 

FC 
Low PK (n= 13) 2.77 2.12 2.84 4.24 

High PK (n= 7) 10.71 8.83 11.13 1.33 

Table 12. TFD and FC in each ROI in the popcorn booth (Time unit: ms). 

Indicator Group ROI20 ROI21 ROI22 ROI23 ROI24 

TFD 
Low PK (n= 13) 1245.33 497.63 1840.38 204.33 134.88 

High PK (n= 7) 331.67 434.38 616.66 497.13 233.16 

FC 
Low PK (n= 13) 9.33 4.33 19.66 2.33 1.33 

High PK (n= 7) 2.66 3.66 5.33 4.16 2.13 
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Table 13. TFD and FC of participants with different levels of prior knowledge in the most fixated ROIs (Time unit: ms). 

Indicator ROI 
M (SD) Degree of 

Freedom 
t Value p Value 

Effect Size * 

(d) Low PK (N = 13) High PK (N = 7) 

TFD 
ROI10 

522.33 (298.58) 974.16 (833.00) 18 −2.82 0.01 1.35 

FC 4.25 (4.52) 7.13 (3.65) 18 −2.24 0.04 1.05 

TFD 
ROI16 

268.62 (623.69) 881.66 (331.79) 18 −2.40 0.03 1.13 

FC 2.77 (6.37) 10.71 (4.11) 18 −3.33 0.00 1.56 

TFD 
ROI18 

303.30 (639.82) 882.14 (277.85) 18 −2.25 0.04 1.06 

FC 2.84 (4.57) 11.13 (3.69) 18 −4.53 0.00 2.13 

* Cohen’s d is the effect size of the t-test: d >= 0.2 indicates a small effect, d >= 0.5 indicates a medium effect, and d >= 0.8 

indicates a large effect. 

  

Figure 11. Heat zone map of the fixated regions of interest for low prior knowledge group (left, participant #18); heat zone 

map of the fixated regions of interest for high prior knowledge group (right, participant #9). 

4.2. Differences in NISC for Participants with Different Levels of Prior Knowledge 

According to the results of the one-way ANOVA in Table 14, there is no significant 

difference in the number of inter-scanning counts (NISC) between the two groups, t(18) = 

−1.05, p = 0.31, d = 0.49. There is no significant difference in the NISC between the two 

groups. Hence, Hypothesis 4 (H4) is not valid. 

Table 14. NISC of participants with different levels of prior knowledge (Time unit: ms). 

Indicator 
M (SD) Degree of 

Freedom 
t Value p Value 

Effect Size * 

(d) Low PK (n = 13) High PK (n = 7) 

NISC 10.15(2.82) 11.71(3.77) 18 −1.05 .31 0.49 

* Cohen’s d is the effect size of the t-test: d >= 0.2 indicates a small effect, d >= 0.5 indicates a medium effect, and d >= 0.8 

indicates a large effect. 

4.3. Differences in Learning Outcome for Participants with Different Levels of Prior Knowledge 

As shown in Table 15, the average pre-test score of the low prior knowledge group 

is 28.46 with a standard deviation of 6.88, while the pre-test score of the high prior 

knowledge group is 58.57 with a standard deviation of 8.99. The analysis results of t-test 

show that students with different levels of prior knowledge do exhibit significant differ-

ences in the cognitive comprehension of onomatopoeia (t(18) = −8.39, p < 0.00). As for the 

post-test, the average post-test score of the low prior knowledge group is 53.85 with a 

standard deviation of 6.50, while the post-test score of the high prior knowledge group is 

84.29 with a standard deviation of 5.35. The results of the t-test analysis show that students 

with different levels of prior knowledge still exhibit significant differences after watching 

the VR teaching content (t(18) = −10.57, p = 0.01), but the outcome in the two groups is 
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similar in terms of performance and progress. In other words, the experiment activities in 

this study rendered similar results in the effectiveness of improving cognitive understand-

ing for students with different levels of prior knowledge. 

Table 15. Results of the t-test on the pre-test and post-test scores of participants with different levels of prior knowledge. 

Item 
Low PK High PK 

MD t Value p Value Effect Size * (d) 
M (SD) M (SD) 

Pre-Test 

Score 
28.46 (6.88) 58.57 (8.99) 30.11 −8.39 0.00 3.97 

Post-Test 

Score 
53.85 (6.50) 84.29 (5.35) 30.44 −10.57 0.01 4.96 

* Cohen’s d is the effect size of the t-test: d >= 0.2 indicates a small effect, d >= 0.5 indicates a medium effect, and d >= 0.8 

indicates a large effect. 

According to pre-test and post-test scores and the analysis of the paired samples t-

test in Table 16, the average scores of the pre-test and post-test of participants from the 

two groups both exhibit significant difference (t(12) = −11.79, p < 0.00, d = 3.79 and t(6) = 

−6.97, p = 0.01, d = 3.48). The post-test scores of the low prior knowledge group (M = 53.85, 

SD = 6.50) are significantly higher than the pre-test scores (M = 28.46, SD = 6.88). The post-

test scores of the high prior knowledge group (M = 84.29, SD = 5.35) are also significantly 

higher than the pre-test scores (M = 58.57, SD = 8.99). Hence, either in the low prior 

knowledge group or the high prior knowledge group, participants’ post-test scores are 

higher than those of the pre-test after they watched the contextual VR teaching content of 

onomatopoeia, and the differences reached a significant level. This result is consistent 

with that in [69], which concludes that using immersive VR as a teaching tool can improve 

learning outcome. Additionally, due to a small sampling size (<30 samples) and not nor-

mally distributed in this study, the nonparametric statistical Wilcoxon rank signed test 

was performed to determine whether learning outcomes of Japanese MIO words using 

VR eye tracking technology differed significantly in high and low prior knowledge 

groups. Table 17 showed the results for the learning outcomes by pre-test and post-test in 

both groups. The differences between pre-test and post-test results were significant for 

both groups (Z = −3.235, p = 0.001 < 0.05; Z = −2.214, p = 0.027 < 0.05). Therefore, the statis-

tical results showed that participants achieved significant improvement in cognitive pro-

cess of Japanese MIO words using VR eye tracking technology in both groups. It can thus 

be proved that the introduction of Japanese onomatopoeia in a contextual VR setting is 

conducive to the learning outcome for students either with a high or low level of prior 

knowledge. Hence, Hypothesis 5 (H5) is valid. 

Table 16. Results of the t-test on the learning outcomes of participants with different levels of prior knowledge. 

PK 
M (SD) Degree of Free-

dom 
t Value p Value Effect Size * (d) 

Pre-Test Score Post-Test Score 

Low 28.46 (6.88) 53.85 (6.50) 12 −11.79 0.00 3.79 

High 58.57 (8.99) 84.29 (5.35) 6 −6.97 0.01 3.48 

* Cohen’s d is the effect size of the t-test: d >= 0.2 indicates a small effect, ·d >= 0.5 indicates a medium effect, and d >= 0.8 

indicates a large effect. 

Table 17. Wilcoxon rank signed test of the learning outcomes of both groups for pre-test and post-test. 

PK 
M (SD) Number of 

Participants 
Mean Rank 

Sum of 

Ranks 
Z 

Sig.  

(Two-Tailed) Pre-Test Score Post-Test Score 

Low 28.46 (6.88) 53.85 (6.50) 13 7.00 91.00 −3.235 * 0.001 

High 58.57 (8.99) 84.29 (5.35) 7 3.50 21.00 −2.214 * 0.027 

* indicates p < 0.05. 
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5. Conclusions and Suggestions 

5.1. Conclusions 

In the present study, Unreal Engine 4 (UE4) was used to construct a three-dimensional 

VR “MIO Land” with various facility scenes. Through the application of eye tracking analysis 

software, the difference in visual attention of participants with different levels of prior 

knowledge when they viewed the contextual VR content was explored by analyzing the eye 

movement data. Although VR and eye tracking are not two brand-new technologies, they can 

be integrated on the VR eye tracker, which can be used to analyze the dynamic visual behavior 

for Japanese onomatopoeia presented in the VR content. This can be an important reference 

for the future development of VR in the field of language learning. The key findings of the 

present study were as follows: 

1. According to the LFF data, participants from both groups had the same fixation sequence 

only in the circus facility scene (ROI12→ROI15→ROI14→ROI13), while in other facility 

scenes, the ROI fixation sequences from the two groups are different. 2. According to the 

DFF data, except for ROI18 in the haunted house facility scene, participants from both 

groups directed their visual attention to different ROIs in other facility scenes. 

2. As indicated by the TFD, in terms of the indicators of TFD and FC, there is no significant 

difference in the visual attention behaviors for onomatopoeia in the VR context between 

the two prior knowledge groups, except in ROI10 (in the roller coaster facility), ROI16, 

and ROI18 (both in the haunted house facility). In other ROIs, the TFD and FC show no 

significant difference. 

3. According to the participants’ pre-test and post-test scores, whether in the high prior 

knowledge group or low prior knowledge group, all participants’ post-test scores are 

higher than those in the pre-test, after they watched the VR simulation content of Japa-

nese onomatopoeia. Such difference has statistical significance. The results show that the 

use of immersive VR as a language teaching tool can improve the learning outcomes of 

students. 

5.2. Suggestions and Implications 

This study not only provided concrete evidence of the visual attention while learning 

Japanese onomatopoeia for overseas students, but also extended existing applications of vis-

ual behaviors immersed in VR environment in real time. This evidence of visual behaviors 

may be applied to future empirical research in the field of VR eye tracking. Because few liter-

ature works far has documented an experiment of this kind, the finding results of this study 

may help VR designers and eye tracking researchers to integrate both technologies making 

VR eye tracker attractive to target students. The results of the ANOVA statistical analysis 

showed that the usage of MIO words using VR eye tracker is effective for learning MIO and 

increases the learning outcomes of comprehension. With the prior knowledge of how learners 

learned Japanese, learning material designers now know how to construct and attract the at-

tention of learners who can learn the Japanese MIO words with both of meaning and feeling. 

The present study is enabled by the combination eye tracking and VR technology. The 

aim of the study is to integrate eye tracking technology and data acquisition of dynamic ex-

periment materials into immersive VR environment to construct and arrange proper curricu-

lum design as well as effective learning environment. The concept of using eye tracking in 

virtual reality for education has explained the technological aspects and inspires interest in the 

field of foreign language learning from sustainable education. Therefore, the system not only 

proves foreign language education efficiency for achieving education for sustainable develop-

ment (ESD), but also enables students’ better understanding of fundamental principles of sus-

tainable development competences via foreign language learning. According to the finding 

results of the present study, it is hoped that future research can raise students’ positive aware-

ness and perception to apply foreign language knowledge on quality education and to find 

out the prevailing trends in the field of higher education for ESD based on foreign language 

competence. 
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5.3. Study Limitation 

This study explores the visual attention of learning Japanese onomatopoeia via VR eye 

tracker and studies the association between the Japanese MIO expression learning and learn-

ing outcomes. However, a study limitation needs to be taken into account. That is, small sam-

ple sizes of this study tend to reduce the power of the statistical analysis. However, all of the 

20 participants’ eye movements were successfully recorded in the present study, the statistical 

results of the study might not be statistically significant but of sufficiently large size to be of 

interest [70]. Further studies with larger sample sizes will enrich the generalizations of the 

study findings. Nevertheless, it should be noticed that for the eye movement data, since every 

participant in the study engages in six MIO expression situations with 24 ROIs, as a result, 

there were obviously 408 sets of eye movement data in total (20 participants times 24 ROIs) 

because of dynamic stimuli. When these eye movement data were pooled together, the 

amount of data was actually quite large for an explorative study. Actually, this results in a 

major difficulty of applying remote eye tracking technology in the educational research. On 

the other hand, when sample sizes increase, the eye movement data would become quite large 

and make the consequent data analyses complex. This phenomenon leads to a time-consum-

ing problem, but on the other, educational studies on novel technologies need large sample 

sizes of participants to generate and identify significant behaviors. In the future, more empir-

ical eye movement data should be acquired to reveal a significant index for learning effective-

ness when considering visual behaviors of learning Japanese MIO words during VR eye track-

ing technology. 
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