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Abstract: When analyzing smart metering data, both reading errors and frauds can be identified.
The purpose of this analysis is to alert the utility companies to suspicious consumption behavior that
could be further investigated with on-site inspections or other methods. The use of Machine Learning
(ML) algorithms to analyze consumption readings can lead to the identification of malfunctions,
cyberattacks interrupting measurements, or physical tampering with smart meters. Fraud detection is
one of the classical anomaly detection examples, as it is not easy to label consumption or transactional
data. Furthermore, frauds differ in nature, and learning is not always possible. In this paper, we
analyze large datasets of readings provided by smart meters installed in a trial study in Ireland by
applying a hybrid approach. More precisely, we propose an unsupervised ML technique to detect
anomalous values in the time series, establish a threshold for the percentage of anomalous readings
from the total readings, and then label that time series as suspicious or not. Initially, we propose
two types of algorithms for anomaly detection for unlabeled data: Spectral Residual-Convolutional
Neural Network (SR-CNN) and an anomaly trained model based on martingales for determining
variations in time-series data streams. Then, the Two-Class Boosted Decision Tree and Fisher Linear
Discriminant analysis are applied on the previously processed dataset. By training the model, we
obtain the required capabilities of detecting suspicious consumers proved by an accuracy of 90%,
precision score of 0.875, and F1 score of 0.894.

Keywords: anomaly detection; unsupervised and supervised machine learning; big data; smart grid;
fraud detection

1. Introduction

The Non-Technical Losses (NTL) represent a challenge, as electricity theft is identified
in both conventional meters and smart metering systems and buildings [1]. They cause
significant financial losses that threaten the security of supply and lead to collective burden
as NTL are included in the utility companies’ tariff and paid by all consumers in countries
such as India, China, Brazil [2], Tunisia [3], Uruguay, etc. Furthermore, analyses of the smart
meters data of a grid operator in the Czech Republic are performed to identify suspicious
behavior [4]. Hence, resilient and performant investigations with ML algorithms or energy
theft detection systems and on-site inspections are required to discourage and penalize
dishonest behaviors [5].

Various approaches have been studied to identify frauds in electricity consumption.
Most of them rely on supervised ML algorithms, namely classification, or combining
clustering with classification. In addition, anomaly detection is performed as most of the
time, the target or flag is not available. Some famous researchers in ML, namely Andrew
Ng, state that anomaly detection is actually a better approach for identifying frauds, as
there are fewer similarities among them that make the training impossible [6]. Furthermore,
anomaly detection is indicated when the expected number of positive examples is small,
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as most of the consumers are normal. The large number of negative examples allows us
to fit the Gaussian parameters and estimate the probability. Smart metering systems lead
to different types of anomalies that are not usual for conventional meters. Therefore, they
generate many types of anomalies that makes it hard for any algorithm to learn, as future
anomalies may look less similar.

Thus, we identified at least two major challenges regarding fraud detection in electric-
ity consumption. The main challenge in developing performant models for electricity fraud
detection is to reduce number of false positives, meaning the consumers falsely identified
as suspicious by the algorithm, and the costs associated with on-site investigations while
maximizing the true positive or the real suspicious consumers. Another challenge is created
by consumers that continuously steal some of the electricity they consume, as it is not an
obvious anomaly, especially when the smart meter data are unlabeled.

In the proposed two-stage method that combines unsupervised and supervised ML
algorithms, the first stage aims to label the data, whereas the second stage, classification
with Two-Class Boosted Decision Tree and Fisher Linear Discriminant for feature selection,
brings an additional validation regarding suspicious consumers initially detected by SR-
CNN and an anomaly trained model based on martingales for determining variations
in time-series data streams. Thus, the hybrid method both label the data and classify
the consumers. Compared with the method without classification, the hybrid method
increases the accuracy of the model by providing more confidence based on metrics. For
example, in case anomaly detection identifies a suspicious consumer (labeled with 1), and
the classification methods also classify it as 1, there is clearer evidence that the consumption
is fraudulent, and the consumer should be verified onsite. Otherwise, if anomaly detection
indicates 1 and classification indicates 0, then the suspicion is not confirmed, and the utility
company may choose not to investigate further.

The benefits of classification as a second stage include the following: validation of
anomaly detection, bringing more confidence, reducing the costs of onsite investigation,
and training the utility company’s employees to conduct such investigations. In our hybrid
method, the classification model is quite helpful, providing consistent metrics such as an
accuracy of 90%, precision of 0.875, and F1 score of 0.894.

The results of the two unsupervised methods, namely SR-CNN and an anomaly
trained model based on martingales for determining variations in time-series data streams,
are compared, indicating the best combination of a hybrid approach. Therefore, in compar-
ison with anomaly detection only, the proposed method including a classifier adds more
value and increases the confidence of analyses on smart metering consumption data.

This paper is structured in six sections. The second section provides a literature survey
of the most recent studies and research; the third section describes the data transformation
methodology proposed for electricity anomaly detection in a smart grid environment.
It consists of the workflow design and instrumentation stage. The fourth and fifth sec-
tions are dedicated to the implementation of the algorithms and simulations with real
consumption, using large datasets that are available courtesy of the Commission of Energy
Regulation (CER) and Irish Social Science Data Archive (ISSDA). Conclusions are drawn in
the final section.

2. Literature Survey

A robust multitask feature extracting fraud detector and a deep learning model (com-
bining a de-noising autoencoder [7] with a deep Siamese network and a day discriminant
network) are proposed to manage high-dimensional data and identify consumption pat-
terns [2]. The model is trained, using half-hourly smart meter records of over five thousand
Irish consumers for 535 days, with significant results weaving the advantages of super-
vised and unsupervised ML algorithms. It evaluates the false positive rate and recall with
a semi-supervised approach.

Another study that handles the Irish consumption dataset uses a pattern-based
anomaly detector, combining clustering and classification techniques that improve the
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predictability of normal and suspicions consumers identifying non-malicious changes in
consumers profile by investigating a small sample of data [8].

Classification algorithms can be useful to detect suspicious consumers [9]; however,
most of the time, labeled data are not always available, and synthetical malicious data
are not efficient in detecting issues in consumption data [10]. Using an Artificial Neural
Network (ANN), the current consumption is repeatedly compared with the forecast or
typical profile, and if the difference is over a threshold, a suspicion is raised. Furthermore,
recent works using deep learning models and dynamic mode decomposition techniques for
probabilistic and short-term load forecasting are proposed in [11,12]. A forecasting method
based on gradient boosting neural networks is proposed for network traffic classification
that can be adapted for electricity consumption forecast as input for fraud detection [13].

The efficiency of the detection methods (Support Vector Machine (SVM), Random
Forest (RF), which proved to be the best in this study, and ANN) are assessed considering
the fines amount and on-site inspection costs. This approach is formulated as a versatile
pipeline method and validated with real data from Uruguayan consumers and increases
the profit and assists with planning the budget for the NTL of the utility company [14].

Six steps are implemented for anomaly detection in smart metering data [4]. First,
data segmentation is performed as creating datasets per day and per smart meter. Then,
the association rule mining is applied to identify frequent events instances with an A Priori
algorithm. Third, the set of most frequent events is selected from more than one data
segment, whereas less frequent events are assimilated with suspicions. Fourth, additional
contextual data are augmented to the previous step. Fifth, clustering with clustering
silhouette thresholding is performed to detect anomalous behavior. Sixth, the less frequent
events are analyzed and clustered to verify if they fit into the existing clusters.

Different deep neural networks architectures are proposed in [15,16] computing the
mean per-class error to assess the performance on multiple datasets and identify the
consumption anomalies. Deep multilayer perceptron, fully convolutional networks, multi-
convolutional neural networks, and residual networks are evaluated together with other
classification specific algorithms for time-series [17] such as Bag-Of-SFA-Symbols in Vector
Space (BOSSVS).

The XMR charts method is applied to time series to detect fraud [18] in a set with
consumption data recorded between 2005 and 2012 of 106 Serbian customers. In 93.4%
of the time series with suspicions, the XMR charts successfully indicate an abnormal
consumption pattern. It is essential to analyze regular readings; otherwise, this approach
affects the Moving Ranges (MR) component of the charts that is the difference of the two
consecutive X values.

Linear programming is applied to reduce the NTL and false positives by considering
the impact of technical losses in smart grids. In this sense, two novel anomaly detection
schemes for smart metering systems and two metrics, loss factor and error term, are
suggested to calculate technical losses. Suspicious consumers or malfunctions in smart
meters can be identified even if the NTL is intermittent [19]. This approach considers the
equilibrium of quantities at the substation level, meaning that the sum of energies that
exits the substation plus technical losses should be equal with the energies that entered.
Otherwise, theft and/or malfunction of the smart metering system occur.

An electricity theft detection method using interpolation for missing data, empirical
mode decomposition, and K-Nearest Neighbors (K-NN) that is adequate for a time series is
proposed in [20] using a labeled dataset provided by State Grid Corporation of China that
consists of over 42,000 of daily time series that stretch over 1035 days. Time-series feature
extraction is implemented underlying the most significant features for the classification
process. Outliers and unbalanced data are adjusted with a simple approach considering the
mean and standard deviation, respectively the Synthetic Minority Oversampling Technique
(SMOTE), Adaptive Synthetic (ADASYN) sampling approach, etc. Some other approaches
are emerging with the progress of IoT and fog technologies [21,22], regularly analyzing
data steaming. The idea is to catch the irregularities in consumption and perform on-site
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verifications in a short time interval, compared with the classical way of analyzing larger
datasets and performing more analyses that could bring a serious time gap between the
problem identification and inspection.

3. Materials and Methods

The ML is supportive for optimizing the screening processes of fraud use cases.
From the research perspective of the impact of our proposed methodology, we have used
smart meter electricity data from Ireland. Our main objective is the maximization of the
provided services and minimization of potential electricity leaks. By appealing to the
advanced and real-time analytics and using the ML algorithms, we foster the efficiency of
different cross areas, such as fraud and risk management, the dynamics of the operational
services, anomaly detection, and fast adjustments of the energy economics, based on close
monitoring of supply and demand.

3.1. Workflow Design Considerations

In the energy system, electric power is the vector for the end use for the household
services. The new era of smart energy industry offers unprecedented opportunities to
ensure predictive, scalable, and reliable services. To sustain the technical deep dive in this
direction, we develop our paradigm as a computational model based on ML algorithms for
data platform modernization for electricity consumption.

In general terms, the data science process comprises several steps of iterations: (a) the
overview of the business needs; (b) perspectives of data collection; (c) data processing;
(d) implementation of the analytical results; and of course, the validation of the delivered
methodology. We applied the same hypothesis with the goal of deploying the ML model to
obtain anomaly detection capabilities and predictive analytics for electricity consumption,
as detailed in the proposed workflow in Figure 1.
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We define the lifecycle of ML methodology regarding the electricity consumption
that we followed, starting from the business need for the utility companies to detect
malfunctions or suspicious consumption behavior that could uncover a fraud. The next
step consists of data acquisition converted in datasets further offered as a pipeline, from
which the key variables are subtracted for the architecture developed as a solution. In
the energy sector, collected data will consist of consumptions in time frames. Further on,
the data are explored and cleaned through different mechanics. For example, this will
involve transforming and editing data formats from the meters measurements, converting
timestamps data, importing them in a suitable form to be incorporated in databases,
reviewing data, and subtracting consistently the most relevant one. After the tuning stage
is finished, the trained algorithms can be next exploited to model data. The last two stages
mentioned constitute the pre-processing part of the workflow. After the analytical data
are validated, it can be further consulted to flag up consumptions that can be considered
normal or anomalies in the last post processing stage. In the end, the results can be scaled
out for featuring decisional actions.

We consider moving forward with a more granular perspective, for the type of al-
gorithms of the ML that can be used, and we focus on the identification of the following
core components applied on the electricity consumption evaluation described in the data
science assessment methodology for electricity consumption (as in Figure 2).
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In general terms, this methodology comprises the outlined key points (objectives:
forecasts, identification of anomalous patterns, data segmentation, and potential forecasts
for the type of consumers; and methods: anomaly detections in time series, data clustering
and classifications for potential fraud points). The ML models for electricity consumption
evaluations make use of supervised and unsupervised algorithms. The supervised ones cover
for example regressions and classification (we will adjust these methods on our hybrid
proposed framework and make use of the suitable methods for our analysed dataset),
whereas in unsupervised learning, the datasets lack labeling. Therefore, an unsupervised
algorithm will need additional information to organize data in a manner that will allow a
correct strategy implementation to achieve the retrieval of the most important points of
interest [23].
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3.2. Instrumentation Stage
3.2.1. Pre-Processing Data

Our methodology will focus on data that have no labels, so the implementation of
unsupervised algorithms will be necessary. The raw data contain smart meter readings for
almost 4300 households from Ireland, which are collected over 2 years with the following
details: Meter IDs, five-digit codes for timestamp codification (such as day code: digits 1–3,
time code: digits 4–5 for 1–48 for each 30 min with 1= 00:00:00–00:29:59–in a format such
as: RowNumber, DateAndTimeFormat, Consumption:0,2009-09-25T01:30:00.0000000,0.13) and
electricity consumption for 30 min intervals, measured in kWh. Thus, we manage the date
time conversion with the CAST function.

The consumption data have 157,992,996 rows and contain measurements from smart
meters. We will also include codes for tariff categories according to residential areas, such
as Residential stimulus (Control, Bi-monthly detailed bill, Monthly detailed bill, Weekend
tariff), Residential tariff, and Small and Medium Enterprise (SME) allocation for residential
smart meter electricity participants.

3.2.2. Data Transformation

Our approach proposal will make use of a mix of unsupervised and supervised
algorithms. The hybrid methodology can be applied to any dataset (labeled or unlabeled)
for electricity consumption to detect anomalies and make fraud classifications. Therefore,
we aimed to detect with the unsupervised algorithms the predominant consumption
anomalies within the group of consumers and to decide the benchmarks for potential
frauds for the meter readings. The remote data-driven insights will determine the top k
meters with potential fraud readings for the selected time frames. Those readings can be
analyzed and flagged accordingly considering a threshold for detecting the anomalies.
At this stage, we transform the complex data into a simpler and more organized form
and select thresholds that can be used for supervised algorithms to determine suitable
predictive consumption solutions for targeted consumers clusters.

In summary, for data modeling, various ML algorithms can be run in parallel. For our
strategy, the selected model highlights that the anomaly detection with the unsupervised
learning and fraud classification for the meter readings with supervised learning represents
a reliable solution.

3.2.3. Feature Extraction

Once we run out the unsupervised algorithms on our set of data, we establish a
threshold, considering that if more than 15% of the data points in the time series are
detected as anomalies, we mark the respective electricity consumption meter as suspicious
and we label it for further analysis. From this point onwards, we can apply supervised
learning algorithms to predict if a certain household is likely to be fraudulent.

We factor out that the feature selection process needs to also be included, since the
collected datasets incorporate large raw datasets, and we implement a suitable frame-
work to achieve data refinement for any type of smart meter measurements. The scope
is to propose a framework applicable to any data input type to obtain normalized and
minified datasets while keeping essential features for optimizing computational costs and
boost performance.

From the electricity consumption perspective, for the state-of-the-art model, we pro-
pose a framework to reduce any type of the dataset to one that contains only valuable
features. When data with many features are available, it is helpful to have a pre-existing
algorithm that helps transforming and choosing relevant information for training the
model. This is an iterative process that frequently must be run to ensure that the most
suitable information continues to be used. This is how issues such as missing values, data
and feature redundancy, duplication, or high correlated variables (a phenomenon called
multicollinearity [24]) are avoided.
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In our proposed model, we also obtain the labeled data for meters: marked as suspi-
cious or non-suspicious, labeled with “0” or “1”, and other features such as measurements,
anomalies, codes residential-tariff allocation, residential-stimulus allocation, and SME allo-
cations. Using this dataset, we determine the most suitable algorithm to be included for the
feature extraction. There are several models, such as Kendall’s or Spearman’s correlation
coefficient [25].

In Table 1, for the experiment, we chose and compared the most applicable ones for
the feature selection algorithms: Chi-squared statistics, which helps identify how close
the expected results are to the actual ones, and Fisher score, which scores how much
information can be provided based on others, to identify the most predictable feature
columns to be used for the meters marked as suspicious.

Table 1. Comparison of tested dataset results against different feature selection methods.

Feature Column Chi-Squared Fischer Score

Anomalies 93.597439 1.05212

Residential-stimulus allocation 12.182575 0.026703

Residential-tariff allocation 14.311532 0.081486

SME allocation 0.971378 0.005146

To obtain the scores from Table 1, we evaluated the chosen models against the men-
tioned feature columns from our labeled dataset, such as Anomalies, Residential-stimulus
allocation, Residential-tariff allocation, and SME allocation. For these algorithm results,
we needed the labeled columns and feature columns only with numerical data for Fisher
scoring. We transformed the used raw data as detailed in Sections 3.2.1 and 3.2.2 and
pre-processed dataset transformations to be eligible for the feature selection methods. The
dataset input format for the feature selection algorithm will have the following structure,
as outlined in the sample extract from Figure 3.
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As seen in the above Figure 3, the already transformed dataset contains information for
meter ID, measurements taken per meter, anomalies detected, codes, residential-stimulus
allocation, residential-tariff allocation, SME allocation, and suspicious activity. The input
data used for the Chi-squared and Fisher score statistics were already transformed. Our
proposed data transformation stage was included in our hybrid methodology and can be
applicable for most of the electricity consumption unlabeled raw dataset formats. Our main
contribution is the proposal of a hybrid methodology that comes against the challenge of
obtaining valuable information, such as fraud predictability indicators only from unlabeled
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data. By being able to apply supervised learning and training models on transformed label
datasets, we enhance data computation capabilities with outcomes such as the likelihood
of fraud for a consumer, based on contract parameters. Such results could not have been
obtained by only training unsupervised ML models. This is due to be demonstrated in our
state-of-the-art hybrid methodology approach from Section 4 and the experimentation part
from Section 5.

For both Chi-squared and Fisher Linear Discriminant statistical approaches, the input
data had to be valid and normal distributed, the algorithms expecting only unique numeri-
cal values for Fisher and all data types for Chi-square. For data that do comply with the
rules, error status codes will be returned. Therefore, the data transformation processes for
obtaining suitable input datasets played an essential role.

We run the experiments for both algorithms against the same selected columns. These
experiments had the goal of using statistical methods to determine the features of the
dataset, with the best predictability for the data output. We will further outline how the
statistical methodologies were run out for consumption dataset inputs.

The Chi-squared algorithms evaluate how near the expected outcomes are to the end
results. The algorithm starts with the presumption that all the parameters are arbitrary and
deducted from samples with autonomous parameters. The Chi-squared experiment, in
the context of the used data samples for electricity consumption, is a random distribution
of households/consumers to groups, representing normal consumption and suspicious
consumption. We consider that there are k groups; the first one represents the normal
consumption and the remaining k−1 correspond to suspicious consumption. We denote
with n the total number of consumers from the experiment and Oi the number of consumers
we study from the mentioned groups, with i taken values from 1 to k. The statistical method
will consider the group of normal consumption corresponding to the O1 studied consumer,
the suspicious group 1 corresponding to the O2 consumer, and the suspicious group (k−1)
corresponding to the Ok consumer. The goal is to prove that the initial hypothesis is
expected under the null assumption that there are arbitrarily distributed consumers to each
group. There is also an expectation that we will have a portfolio of qi consumers of each
of the n users to be arbitrarily distributed to i, which takes values from 1 to k. In this case,
there will also be Ei = nqi to be distributed to each group, so that Oi − Ei is insignificant
to the expected outcome Ei. The difference between the studied and expected outcomes

from each group will be counted as (Oi−Ei)
2

Ei
. Applying the same for all the groups, with

i = 1, . . . , k will provide the measurement of how reliable the studied outcomes are from
the expected results. This statistical model behind the scores was obtained by applying the
following:

Resultk−1
2 = ∑k

i=1
(Oi − Ei)

2

Ei
= ∑k

i=1
(Oi − nqi)

2

nqi
. (1)

The score will represent the indicators for predictive features on the data output. In
the model, if the number of extracted features is greater than the columns from the input
dataset, then all the features will be returned. If in the algorithm we chose fewer outcome
columns and then the number of desired features, the extracted features will be rated in
descending order.

The Fisher statistical method provides the volume of information that one param-
eter can give about the unexplored other variables on which it relies. The Fisher Linear
Discriminant Analysis algorithm narrows down data dimensions, since it identifies and
places a combination of features onto a reduced feature dimension workspace, but it still
considers the data that distinguish between classes [26]. The computational principles of
this algorithm are based on the inputs (so-called eigenvectors [27]) and resulted outputs
(transformed feature workspace for the eigenvectors).

The statistical methodology of Fisher is used for the consumption data input. We have
labeled data, which are marked as suspicious or not. Since the dataset dimensionality is
high, we will be applying the statistical method to reduce the dimensionality of the trained
data, and the Fisher model is the best one to be used to keep the discriminative information
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throughout dimensionality reduction. The algorithm is to be applied for handling the
consumers marked as suspicious or not. There is a subroutine on which the Fisher method
is being used. If we denote the following input vectors {vi} from the dimension dim,
and we have a set of classes Classn = {i |vi belongs to class #n} for each n = 1, . . . , N, N
representing the dataset dimension space, we will obtain the output vectors {ri} [26]. The
corresponding subroutine for dimension space reduction is the following:

f or k = 1 : dim
f or i = 1 : size({v_i})

ri = Eliminate kth component of vector(ri)
Resultk = Fisher({r(k)i}, {Classn})

end
end

If M is defined as M = max
k

Resultk then:

f or i = 1 : size({vi})
ri = Eliminate Mthcomponent of vector(vi)

end.

We run out the Fisher feature model by selecting the columns outlined in Table 1.
We also defined the number of feature extractors as the number of the extracted columns
that we expected as outcome. Thus, we chose 2. If the feature selection was to be 0 for n
columns defined as input, there would have been n features selected as new data values
for the n dimension space.

We experiment with the Fisher Discriminant Analysis for the labelled data as ex-
plained above for two feature extractors. The feature columns from the datasets relevant
for the suspicious meter identification are obtained with the following statistics, optimally
splitting the data based on the computational statistics (mean, median, min, max, standard
deviations, and missing values) as in Table 2 and Figure 4.

Table 2. Feature extractor columns from the Fisher Linear Discriminant analysis.

- Column 1 Column 2

Mean −158.0523 5.4357

Median −156.4861 5.6542

Min −171.8289 2.7343

Max −141.6672 9.279

Standard Deviation 7.7107 1.5527

Missing Values 0 0

Feature Type Numeric Feature Numeric Feature

Both methods scored highly for anomalies, being the most relevant feature to be
used as relevant information for the dataset, with a Chi-square of 93.59 and Fischer score
of 1.05 (as in Table 1). The proposed methodology is a demonstration of the phases that
must be undertaken for even more complex and various datasets, where data inputs with
the highest predictability power must be identified. By applying the feature extractor
technique, the data with the suspicious categorization will be prepared for the ML models
for electricity consumption fraud predictions.
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4. Implementation of the Proposed Approach

We propose a combined architecture of different ML models that covers the challenge
of handling the generalized information from unlabeled raw datasets for anomalous
detections for electricity consumption. We propose a hybrid framework that handles the
initial unlabeled data with unsupervised ML models and then the application of supervised
algorithms for fraud classification with the intention of obtaining predictive analysis.
This proposed framework methodology offers easy data ingestion and transformation
workflows and implements the most context-suitable ML models, within the following
sequential steps (as in Figure 5).

The novelty of our contribution to the above framework comes from the hybrid ap-
proach in two stages. First, we identify the anomalies in an unlabeled time series with the
SR-CNN algorithm, and then, we label it as suspicious or not, by establishing a threshold
for labeling, when more than 15% of the data points in the time series are detected as
anomalies. Two unsupervised ML methods are used for detecting the anomalies in the time
series, and their performance is then compared. In the second stage, we use the now labeled
time series and associate their tag with the contract offers the consumers have. Since now
we have labeled data, supervised ML can be used for training a model that is able to detect
the likelihood of someone committing a fraud based on the different parameters of their
contract. For this task, we are using a two-class boosted decision tree. The methodology
logic and implementation steps are detailed in this section. Considering the targeted mul-
titude of set points {p1 , p2, . . . , pn} with the distributed features f 1(1), f 2(2), . . . , f n(n),
the anomaly detection is the process of identifying data points that are deviating from the
normal pattern in the dataset. The training models t

(
pexperiment

)
will classify the points that

are normal or anomalies, based on a computed probability and an established limit, such as
if t
(

pexperiment
)
≤ limit, the anomaly is outlined, else, if t

(
pexperiment

)
> limit, a normal flag

will be provided [6]. For the anomaly detection methodology, there are several ML models
for different classified groups such as nearest-neighbor based algorithms, local correlation
integral, K-NN, influenced outliers, connectivity-based outlier factor, and local outlier
factor; classification-based techniques include Bayesian Networks, ANN, Decision Tree;
statistic-based techniques include parametric and non-parametric models; and clustering-
based algorithms include local density cluster-based outlier factor and cluster-based local
outlier factor. The approaches for anomaly detection can consist of ANN (Autoencoder),
Principal Component Analysis, Multivariate Gaussian Distribution, One-Class SVM, or
Neural Nets [28].
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By monitoring the electricity consumption half-hourly, the anomaly detection method
will be applied for an univariant time-series model. Therefore, we utilize as a deep
learning model the Spectral Residual-SR model from the visual saliency detection field.
The Convolutional Neural Network (CNN) model is due to learn a discriminative rule
on the saliency map, train through automatically generated anomalies, arbitrarily choose
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points in the time series, and compute the injection value to substitute the original point.
The injection value will be calculated as:

x = (x + mean)× (1 + var)× r. (2)

This model has a high predictability for the electricity consumption evaluation [29].
The principles of the SR-CNN unsupervised algorithm are the following: (1) Fourier

Transform (F) to acquire the amplitude spectrum; (2) Computation of SR; and (3) Trans-
posed F that metamorphosizes the grouping to the spatial dimension [30]. The mathemati-
cal model behind a sequence x, which is an input sequence with the shape n × 1, consists
of the following:

A( f ) = Amplitude(F(x)) (3)

P( f ) = Phrase(F(x)) (4)

L( f ) = log A( f ) (5)

AL( f ) = hn( f )× L( f ) (6)

R( f ) = L( f )− AL( f ) (7)

S(x) = F−1
(

exp(R( f ) + P( f ))2
)

(8)

n f ( f ) =


1 1 1 · · · 1
1 1 1 · · · 1
...

...
...

. . .
...

1 1 1 · · · 1

 (9)

A( f )—amplitude spectrum of a sequence x;
P( f )—corresponding phase spectrum of a sequence x;
L( f )—log representation of A( f );
AL( f )—average spectrum of L( f ), which can be approximated by convoluting the

input sequence by hn( f )-an n × n matrix defined as n f ( f );
R( f )—spectral residual;
S(x)—saliency map.
In parallel, we also experiment with the Machine Learning Studio trained model for

anomaly detection and compared the outcomes. This model covers the challenges of obtain-
ing fake anomalies from time-series data with changing data values. The proposed model
adds to two mechanisms for evaluating fluctuations from time-series trends: (1) assessing
the magnitude of variations (if, for example, the consumption for a meter looks stable for a
given timeframe, and after a while, a significant decrease is spotted), and (2) computing
the timings and directions of the variations.

The configuration of this model implies connections with the provided time-series
data. There is the possibility to transform the data with the Structured Query Language
(SQL) Transformation Module or perform a conversion with the Execute R. Afterwards,
the anomaly detection model can be adjusted with the selection of the martingale function,
which is used to manage the reactivity of the anomaly detector, the strangeness function
(which can be RangePercentile, SlowPosTrend, and SlowNegTrend), the strangeness val-
ues to establish the history window, and the alert threshold for anomaly scoring, which
measures the probability of encountering the time-series anomalies. The mathematical
approach for martingales in this model comes from [31]. Martingales are classes of arbitrary
variables V0, V1, . . . , Vn, n = 0, . . . , Mn, with weighable functions f1, f2, . . . , fn, where
V0 is a constant and Vn ≥ E (Vn+1|V1, . . . Vn) for a martingale Mn = E(Vn+1|V1, . . . , Vn) .
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When defining a class of martingales, the above-mentioned power martingale is indexed
by ε ∈ [0, 1], where pn are arbitrary martingales with an initial value 1:

M(ε)
n =

n

∏
i=1

(
εpε−1

i

)
(10)

and ε can be eliminated with the usage of the following:

Mn =
∫ 1

0
M(ε)

n dε. (11)

The benefit of this approach is the usage of one single algorithm and the ability to be
applied on large amounts of data. The challenge that remains open regarding this model
rests upon the establishment of a baseline martingale before the distribution transformation.
In addition, there is not an evaluation of the errors around the change identification,
and there is not a confidence measurement for the occurred changes. For comparing
benchmarks, we experiment with the SR-CNN algorithm on the same data sample to be
able to assess the anomaly detections sensitivity per meter. Thus, we do the same by using
the trained model with a martingales setup. By comparison, we obtain the accuracy statics
as shown in Figure 6.

In Figure 6, we established the alert threshold to a higher value, and the anomaly
score was calculated with a deviation of 0.72. By overlooking the time series for the same
data batch with the other algorithm, we are able to identify a better precision of anomaly
detections per meter ID. The alert threshold uses the highest suitable value, but it did not
reach the accuracy of the SR-CNN algorithm anomaly detections.
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By using the SR-CNN algorithm outputs, we move forward with the proposed hybrid
framework steps with ML models for electricity consumption fraud classifications. Follow-
ing the previous outlined framework, we start by uploading the data files containing the
consumption in a storage of the type of Azure Data Lake Storage Gen2 [32]. This storage is
connected to an Azure Synapse Analytics environment [33]. In the Azure Synapse Analyt-
ics workspace, we create an ingestion pipeline that reads the text files and inserts the data
into a SQL table. We perform the data mapping and also import the data regarding each
consumer’s tariff and status. The five-digit code specifying the electricity consumption’s
date and hour in the Datetime format was converted and added as a column in the table
containing the consumption data.

During the conversion, we note that the format of the code for the date and hour
does not always follow the format specified in the manifest file. Normally, the hour
should have been registered as a code ranging from 01 to 48, showing 30 min intervals
(30 min × 48 = 24 h, so one day). However, we found values of 49 and 50 for this code.
Basically, these values overlapped the measurements for the next day. Taking this into
account, it is impossible to create a coherent time series, as we have identical timestamps
for different values. Thus, we decided to ignore the values for the codes 49 and 50. Further-
more, an Azure Cognitive Service of the type of Anomaly Detector was created [34] that can
analyze a time series and identify the indexes containing anomalies [35]. The method used
by the Anomaly Detector is based on unsupervised learning using the SR-CNN algorithm.
Further on, we use code written in Python to build a chronologically ordered time series
for each electricity consumption meter. Then, each time series using the Anomaly Detector
service was analyzed.

Therefore, for anomaly detection identification, we recognize unusual patterns in the
data per day, which can be flagged for further analysis. For the smart meter time-series
data, alerts can be sent out when drifting, since this can imply potential anomalies. By
using the trained SR-CNN model, the algorithms can provide accurate deviations for cycles,
spikes, and downs and possible pattern detections.

In this section, we detailed our main contribution, which is represented by the innova-
tive methodology proposal, which combines supervised and unsupervised ML algorithms.
The final goal is to obtain fast and accurate predictions regarding the fraudulent house-
hold consumers. Of course, this seems unrealistic when we have available only unlabeled
raw data inputs. For this, to reach the end goal, we brought our contribution to build
the state-of-the-art framework methodology, after performing input raw data refinement,
data digestion, applying statistical methods for features extraction, evaluating, comparing,
refining, training, and selecting the most suitable models and algorithms to be applied. We
obtained scoring regarding fraudulent households with data that were not suitable for any
singular or pre-existing ML model. We contributed to the achievement of predictions by
applying combined ML models: unsupervised ones at the beginning and by establishing
thresholds transforming data to be eligible for supervised ones. Another important contri-
bution to be considered is the reduction of a complex process to a feasible, detailed, and
performant one, which can be integrated to be used by the field consumption electricity
evaluators. In the next section, we will demonstrate the simulation results.

5. Results

A closer look per meter ID, after applying the anomaly detector algorithm, will
provide summarized information regarding the number of measurements and number
of detected anomalies in the time series for different indexes. We can zoom in, taking for
sample purposes the assessment results from a random meter, for which we obtained a
total number of measurements of 466, with detected anomalies in the entire time series at
different indexes as shown in Figure 7.
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We can access the anomaly detection trends information. Consumption increased for
the last 1.10 days on record. For instance, consumption jumped from 0.07 to 0.12 during
its steepest incline between Sunday 27 September 2009 and Sunday 27 September 2009.
Consumption was unexpectedly high on Sunday 27 September 2009. It had a value of 0.12,
which is outside the expected range of 0.08–0.12. Consumption experienced the longest period
of growth (+0.07) between Saturday 26 September 2009 and Sunday 27 September 2009.

From using the SR-CNN algorithm through the Azure Anomaly Detector, we proceed
to analyze the time-series data for the electricity consumption meters for labeled data.

Therefore, we established a threshold, considering that if more than 15% of the data
points in the time series are detected as anomalies, we mark the respective electricity
consumption meter as suspicious and we label it for analysis. We perform a join using the
IDs of the electricity consumption meters between the table containing the meter ID with a
flag for whether it is marked as suspicious or not and the characteristics of the contract for
that meter ID such as code, residential stimulus, residential tariff, and SME, obtaining a
set of labeled data. Then, this dataset was imported in our model for discovering, given
a certain set of parameters for the contract, if the consumer is rather likely to commit a
fraud or not. We converted the letters symbolizing contract characteristics into numerical
values (Table 3).

Table 3. Pre-processing the dataset.

Encoded Variable Old Value Meaning New Value

For “code”, we
maintained the

original encoding:

1 Residential 1
3 SME 3
4 Other 4

For “residential
stimulus”, we
performed the

following
transformation:

E Control 5
1 Bi-monthly detailed bill 1
2 Monthly detailed bill 2
3 Bi-monthly detailed bill (IHD) 3
4 Bi-monthly detailed bill (OLR) 4

W Weekend tariff 6

For “residential
tariff”, we performed

the following
transformation:

E Control 5
A Tariff A 1
B Tariff B 2
C Tariff C 3
D Tariff D 4
W Weekend tariff 6

For “SME”, we
performed the

following
transformation:

1 Monthly detailed bill 1
2 Bi-monthly detailed bill (IOD) 2

3 Bi-monthly detailed bill +
web-access 3

4 Bi-monthly detailed bill 4
C Control 5
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In all cases, null values were replaced with 0 (zero). Furthermore, we selected the
columns for training: Code, Residential-tariff allocation, Residential-stimulus allocation,
SME allocation, Suspicious. Thus, these are all categorical columns with integer data types
now. Then, the data were split 70% for training the model and 30% for evaluating the model,
by using the Two-Class Boosted Decision Tree from the two-class classification algorithms
and the Fisher Linear Discriminant analysis as outlined in the supervised proposed ML
model for fraud classification and predictive analytics on electricity consumption. The
steps of the methodology at this stage are the following: data selection, feature selection
using two types of algorithms, applying data transformations, evaluating the model, and
output retrieval based on the added webservices, which will provide the fraud probability
for the household contract details (as in Figure 8).

By applying the above model, the following results format can be obtained for the
trained model also deployed as a web service:

‘Energy analysis [Predictive Exp.]’ test returned [“3”,”3”,”3”,”0”,”0”,”1”,”0.789865434169769”]...
Result: {“Results”:{“output1”:{“type”:”table”,”value”:{“ColumnNames”:[“Code”,”Residential-Tariff

allocation”,”Residential-stimulus allocation”,”SME allocation”,”Suspicious”,”Scored Labels”,”Sco-
red Probabilities”],”ColumnTypes”:[“Int32”,”Int32”,”Int32”,”Int32”,”Int32”,”Int32”,”Double”],-

”Values”:[[“3”,”3”,”3”,”0”,”0”,”1”,”0.789865434169769”]]}}}}.
In this example, we send to the prediction model for analysis a consumer contract

with the following details: Code: 3, Residential-tariff allocation: 3, Residential-stimulus
allocation: 3, SME allocation: 0. The return result has 1 for the value of the Scored Label,
meaning that this consumer is more likely to be fraudulent with a probability of 0.79 (on a
scale from 0 to 1), as indicated by the returned Scored Probabilities field.
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6. Conclusions

The classification of the fraud consumption for the electricity users is a challenging
process due to the amount of data that needs to be processed and the factors that must be
considered when analyzing the data, such as type of consumers, locations, timeframes of
the evaluations, time of the day when the measurements are performed, determination
of factors that influence the trends in in electricity consumption, weather conditions, etc.
This research started from the hypothesis that there is a need to implement an extensive
methodology that overcomes the impediments of obtaining rapidly accurate predictive
data for consumption anomaly detections and, at the same time, also forecasts capabilities
for potential fraud electricity consumers. Therefore, we proposed a hybrid model approach
based on rigorous assessments and testing of the available existing technologies, ML
models, and algorithms for the integration of those most suitable for such an approach.
This research can be further extended with the evaluation of the proposed methodology
on real-time data, as until now, it was assessed only by using recorded consumptions. In
addition, the inclusion of the supervised learning model incorporates feature extractions
algorithms that can be set up to include even more features than those currently used in
the current work. Using all the aforementioned, our model can be tested out with extended
featured data and can be refined and evaluated with actual onsite inspections.

In this paper, we point out the motivation for detecting frauds in the reporting of
electricity consumption. Then, we perform an analysis of the existing approaches that use
big data and ML for fraud detection and proceed to propose our own analysis framework.
The methodology consists of using unsupervised ML for detecting anomalies in time-series
data, establishing a threshold for the percentage of anomaly points from the total measures,
and labeling the meters situated over the threshold as suspicious. Then, using a supervised
ML approach, we train a classification model to predict the likelihood of consumers to
commit a fraud based upon their consumption pattern and contract parameters. In the end,
we apply the proposed methodology on the dataset and evaluate the results for anomaly
consumption detections and fraud classification for electricity consumers. The research can
be extended for real-time data evaluations.
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Abbreviations

ML Machine Learning
SR-CNN Spectral Residual-Convolutional Neural Network
NTL Non-Technical Losses
CER Commission of Energy Regulation
ISSDA Irish Social Science Data Archive
ANN Artificial Neural Network
SVM Support Vector Machine
RF Random Forest
BOSSVS Bag-Of-SFA-Symbols in Vector Space
MR Moving Ranges
XMR Control charts
SMOTE Synthetic Minority Oversampling Technique
ADASYN Adaptive Synthetic sampling approach
SME Small and Medium Enterprise
K-NN K-Nearest Neighbors
F Fourier Transform
SQL Structured Query Language
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