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Abstract: Improving the accuracy of wind power forecasting is an important measure to deal
with the uncertainty and volatility of wind power. Wind speed and wind direction are the most
important factors affecting the power generation of wind turbines. In this paper, we propose a wind
power forecasting method that combines the sparrow search algorithm (SSA) with the deep extreme
learning machine (DELM). Based on the DELM model, the length of the time series’ influence on
the performance of the neural network is validated through the comparison of the forecast error
indexes, and the optimal time series length of the wind power is determined. The sparrow search
algorithm is used to optimize its parameters to solve the problem of random changes in model input
weights and thresholds. The proposed SSA-DELM model is validated using the measured data of a
certain wind turbine, and various forecasting indexes are compared with several current wind power
forecasting methods. The experimental results show that the proposed model has better performance
in ultra-short-term wind power forecasting, and its coefficient of determination (R2), mean absolute
error (MAE), and root mean square error (RMSE) are 0.927, 69.803, and 115.446, respectively.

Keywords: ultra-short-term wind power forecasting; deep extreme learning machine; sparrow
search algorithm

1. Introduction

At present, countries all over the world are paying more attention to the develop-
ment and use of renewable energy such as wind energy, solar energy, and geothermal
energy [1]. Among all kinds of renewable energy, wind power transmission, distribution
technology, and wind power grid-connected technology are becoming more and more
mature. Vigorously developing wind power technology has become the consensus of most
countries in the world [2]. In recent years, wind power has developed rapidly in China.
By the end of 2020 and 2050, the total installed capacity of wind power in China will
exceed 200 and 1000 GW, respectively [3]. According to data released by the International
Renewable Energy Agency, more than 80% of all new power generation capacity in 2020
will be renewable energy, of which solar and wind energy account for 91%. From 2021
to 2030, the global wind power industry is expected to add 1TW of installed capacity [4].
However, the inherent randomness and volatility of wind energy have brought severe
challenges to the power grid, and a large number of grid-connected wind power have
caused more and more difficulties for the grid dispatching center. The balance cost of
the power grid is gradually increasing, and the accurate prediction of wind power has
important engineering significance for solving the above problems [5–7].
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The ultra-short-term wind power prediction aims to predict the wind power data
within 4 h, which can provide an important reference for the real-time dispatch of the
power system [8]. Ultra-short-term wind power prediction methods can be divided into
two categories: physical methods and statistical methods [9]. The calculation process of
physical methods is complicated, and the technical threshold is high. Not all participants
can obtain the necessary physical information [10]. Compared with physical methods,
statistical methods have attracted much attention in recent years. This method establishes
the connection among historical wind power data, numerical weather prediction (NWP)
data, historical data, and real-time data through one or more algorithms and then realizes
the prediction of the output power of the wind farm. This method is easy to model
and has strong adaptability to sample learning. It has been widely used in the wind
power industry and other projects that require prediction [11]. An et al. used the particle
swarm optimization algorithm (PSO) to optimize the extreme learning machine (ELM)
and combined them with the Adaboost integrated learning model to make a short-term
prediction of wind power [12]. However, the model takes wind speed and direction as input
and wind power as output. The predictive performance of the model is very dependent
on the accuracy of the NWP. The training time required is rather long. In [13], Li et al. use
support vector machines to predict the wind turbine data of the La Haute Borne wind farm
in autumn, and the absolute error of all sample points can be less than 25%. In [14], the
researchers use the method of least square support vector machine (LSSVM) to effectively
predict the deterministic trend, periodic term, and random component of the next 168 h and
then obtain the wind power forecast value. However, the ability of the above methods to
extract the deep features of wind power data is slightly insufficient, and the generalization
ability is not suitable when dealing with more complex regression tasks [15]. Deep learning
methods can fully mine data information, and a deep extreme learning machine (DELM) is
one of the most representative methods [16]. When facing high-dimensional data, DELM
can directly use it as the input of the network for training and has suitable generalization
performance. DELM has better prediction performance than traditional neural network
methods such as generalized regression neural network (GRNN) and probabilistic neural
network (PNN) and has been widely used in medical, military, wireless sensor networks,
and other fields [17–21].

In the process of DELM training, the input layer weight and threshold are randomly
generated orthogonal random matrices, which greatly affect the prediction effect of DELM.
Therefore, it is very necessary to use a method to optimize the selection of the above
parameters to effectively improve the prediction accuracy of the model. In recent years,
many scholars around the world have begun to study the combination of optimization algo-
rithms and prediction models to achieve optimization of prediction model parameters [22].
Multiple algorithms such as genetic algorithm, whale optimization algorithm, differential
evolution algorithm, cuckoo search algorithm, and sparrow search algorithm have been suc-
cessfully used to optimize power prediction models [6,23–26]. In [27], M. H. Ahmadi et al.
use genetic algorithms to optimize the hyperparameters embedded in the least-squares
support vector machine model and use the size, concentration, and temperature of nanopar-
ticles as input variables to predict the thermal conductivity of Al2O3/EG. Literature [28]
uses genetic algorithms to calculate the optimal values of radial bias function’s spread and
maximum neuron number (MNN), which can accurately predict the thermal resistance of
the pulsating heat pipes (PHP) filled with ethanol. Literature [29] uses a group method of
data handling (GMDH) neural network to predict the physical properties of PHPs with
water as the working fluid, including thermal resistance and effective thermal conductivity.
Literature [30] proposed a short-term wind power prediction method based on a whale al-
gorithm optimization support vector machine. This model overcomes the shortcomings of
support vector machines that are easy to fall into local minima and uses a whale algorithm
to optimize the penalty coefficient and kernel parameters of SVM. The optimized SVM
prediction performance is significantly improved, and the RMSE is reduced from 49.48 to
32.49, but the number of iterations required to achieve convergence is still relatively large.
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Literature [31] uses differential evolution algorithm to optimize the kernel extreme learning
machine to achieve the purpose of predicting wind power, which makes the optimized
kernel extreme learning machine (KELM) more accurate than the unoptimized KELM
by 8.34%, but the differential evolution algorithm is prone to premature convergence,
especially in the case of solving complex functions. Literature [32] uses the cuckoo search
optimization algorithm (CSO) to optimize the parameters of the improved long-term,
short-term memory network. The proposed model has fewer statistical performance errors
for indexes such as MAE, mean absolute scale error (MASE), and RMSE. However, the
lack of vitality of CSO makes it only suitable for continuous functions. It can be seen
that the above three swarm intelligence algorithms can play an optimal effect and greatly
reduce the prediction error, but the convergence speed needs to be improved, and the local
optimum still needs to be avoided.

The sparrow search algorithm was proposed by Xue in 2020. The algorithm has the
characteristics of fast convergence, high efficiency, simple algorithm, and large expansion
space [33]. Literature [34] uses the sparrow search algorithm (SSA) to optimize the selection
of the proton exchange membrane fuel cell stack model parameters, and the results show
that the SSA algorithm is more superior to gray relational analysis (GRA). Literature [35]
uses SSA to optimize convolutional neural network (CNN) to improve the efficiency
of CNN in terms of consistency and accuracy. Literature [36] optimizes the parameter
selection of support vector machine (SVM) through SSA, and the constructed SSA-SVM
diagnosis model effectively improves the accuracy of wind turbine fault diagnosis. This
article intends to use SSA to optimize the DELM input layer weight and threshold so as to
improve the prediction performance of DELM. At the same time, ultra-short-term wind
power prediction can be accomplished only with accurate historical wind power data based
on the proposed prediction model.

The main contributions of this work are presented as follows:

• The proposed SSA-ELM wind power prediction model is based on time series, and
it’s less dependent on input data than models based on NWP data;

• The effect of the time series’ length on the prediction accuracy of the neural network
model is verified. The method of optimizing the length of the time series is explained
in detail;

• The sparrow search algorithm is combined with the deep extreme learning machine
to forecast wind power for the first time. By dividing the sparrow population into
three categories: discoverers, entrants, and guards, the input weights and thresholds
of DELM are optimized. The prediction results are compared with several other
optimized neural network models. The results show that the proposed model increases
the speed of convergence and effectively avoids the optimization process from falling
into the local optimum.

The rest of the paper is arranged as follows. In Section 2, the principles of extreme learn-
ing machine, deep extreme learning machine, and sparrow search algorithm are introduced
in detail, and the SSA-DELM wind power prediction model is proposed. In Section 3, we first
select an appropriate time sequence length and make a rolling forecast on the data. The results
are compared with those of several current mainstream methods. Through the error analysis
of multiple indicators, the validity and feasibility of the method proposed in this paper are
verified. Finally, the conclusions are given in Section 4.

2. Materials and Methods

This section aims to briefly introduce the methods used in this study, including the
deep extreme learning machine (DELM) method, sparrow search algorithm (SSA), and
SSA-DELM model.

2.1. Extreme Learning Machine

The extreme learning machine (ELM) is a machine learning method based on a feedfor-
ward neural network [37]. Suppose there are currently N different wind power data Pt(t = 1,
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2, . . . , N). Continuous m wind power data are used to construct a one-dimensional vector
Xi = [Pi, Pi+1, . . . , Pi+m−1]

T (i = 1, 2, . . . , N −m), which serves as the input information for
training samples. The input information of the (N − m) group of training samples can be
obtained, where i represents the starting time of the training sample’s power data. The actual
power data Pi+m at the next moment of the vector Xi is used as the expected predicted value,
that is, the output of the ELM. The output is expressed as Yi = [Pi+m]. The mathematical
model of ELM is defined as follows:

Yi =
L

∑
j=1

gβ j
(
wj·Xi + bj

)
, i = 1, 2, . . . , N −m (1)

where wj is the input weight, β j is the output weight, bj is the threshold of the j-th hidden
layer neuron, L is the number of hidden layer nodes, and g(x) is the activation function.
ELM can optimize β j through neural network training to minimize the error of predicted
value Yi. The training process of ELM only needs one iteration, and the training time of the
network is short. At the same time, the wj and bj of the ELM are randomly generated and
do not need to be updated iteratively. Therefore, the ELM can solve the local minimum
problem in the traditional neural network. However, the traditional ELM only contains
one hidden layer, which makes it difficult for the accuracy of ultra-short-term wind power
forecasting to achieve the expected purpose.

2.2. Deep Extreme Learning Machine

Deep extreme learning machine (DELM) is a derivative algorithm of ELM, which
builds a multi-layer network structure by stacking extreme learning machine-automatic
encoder (ELM-AE), which improves the characterization ability of the network. When
ELM is faced with input and output variables with a too large amount and too high
dimensionality of input data, the problem that the extreme learning machine with a single
hidden layer cannot capture the effective features of the data is solved [38]. The DELM is
a combination of extreme learning machine and automatic encoder to form an extreme
learning machine-automatic encoder, whose structure is shown in Figure 1.
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An automatic encoder (AE) is an unsupervised neural network model that can be
used for feature dimensionality reduction. It has a better effect than principal component
analysis (PCA) because the neural network model can extract more effective new features.
In addition to feature dimensionality reduction, the new features learned by the AE can
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be input into the supervised learning model so that the AE can function as a feature
extractor. The training goal of AE is to capture the more valuable information of the
original input while approximately reconstructing the original input so that it can learn the
useful characteristics of the data.

If N − m > L, ELM-AE can map high-dimensional input data to a compressed feature
space, and the feature representation can be called compressed representation data; If N −
m < L, ELM-AE realizes sparse expression and can convert input data from low-dimensional
representation space to high-dimensional representation space. Feature representation
can be called extended-dimensional data; normally, the data representation realized by
N − m = L is meaningless. In summary, ELM-AE is a universal approximator, which is
characterized by making the output of the network the same as the input. The constructed
ELM-AE makes the weights and thresholds of hidden layer nodes randomly generated
and orthogonal, thereby improving the generalization ability of ELM-AE. The ELM-AE
compression expression is realized in this article. In order to further improve the general-
ization ability and robustness of the model, regularization parameters are introduced in
the solution of the weight coefficients. The objective function is set as:

minJELM =

{
1
2
||β||2 + C

2
||Y− βH||2

}
(2)

where C is the regularization parameter, Y is the output of the hidden layer, and H is the
output matrix of the hidden layer.

For the sparse and compressed ELM-AE, taking the derivative of β in the formula and
letting the objective function be 0, it can be obtained as

β =

(
1
C
+ HT H

)−1
HTX (3)

where X is the input data.
For ELM-AE, whose input dimension is equal to the coding dimension, the calculation

formula is
β = H−1X (4)

βT β = I (5)

where I is the identity matrix.
Each hidden layer of DELM is independent of each other. As the number of layers of

the network increases, the input of the network is converted into more advanced features.
After the unsupervised layer-by-layer training of DELM is over, these extracted high-level
features will be used as input to train a supervised single hidden layer extreme learning
machine to obtain the final result of the network. At this point, the input of ELM has
become a low-dimensional high-level feature after feature extraction. The structure of
DELM is shown in Figure 2.
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Assuming that the model has Z hidden layers, the first output weight matrix β1 is
obtained from the input data X according to the ELM-AE theory, and then the feature
vector H1 of the hidden layer is obtained. By analogy, the output weight matrix βZ of the Z
layer and the feature vector HZ of the hidden layer can be obtained. As shown in Figure 2,
DELM first uses multiple ELM-AEs for unsupervised pre-training and then uses the output
weights of each ELM-AE to initialize the entire DELM. In the ELM-AE training process, the
input layer weights and thresholds are randomly generated orthogonal random matrices;
at the same time, the ELM-AE unsupervised training process uses the least square method
to update the parameters. However, only the weight parameters of the output layer will
be updated in the process, and the weight and threshold of the input layer are fixed,
which will cause the prediction accuracy of DELM to be affected by the random input
weight and random threshold of each ELM-AE. Therefore, it is necessary to optimize these
two parameters.

2.3. Deep Extreme Learning Machine Optimized by Sparrow Search Algorithm
2.3.1. Principles of Sparrow Search Algorithm

Using the global optimization ability of the sparrow search algorithm (SSA), we can
find the input weight and threshold of the deep extreme learning machine when the
training error is small, thereby improving the generalization ability of the deep extreme
learning machine and improving the prediction accuracy of DELM.

The sparrow search algorithm was proposed by Xue et al. in 2020. The algorithm is
generated by simulating the sparrow population in foraging and escaping from predators.
During the foraging process of sparrows, the population can be divided into three cate-
gories, namely, discoverers, entrants, and guards. The discoverers provide foraging areas
and directions for all entrants. The entrants follow the discoverers to obtain food. The
identities of discoverers and entrants change dynamically. As long as a better source of food
can be found, every sparrow can become a discoverer, but the proportion of discoverers
and entrants in the entire population remains unchanged. The role of the guard is to spot
predators. When aware of the danger, the sparrows at the edge of the group will quickly
move to the safe area to obtain a better position. Sparrows in the middle of the population
will move randomly to get closer to other sparrows [39].

In the sparrow search algorithm, the discoverer with a better fitness value will obtain
food first in the search process. Because the discoverer is responsible for finding food
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for the entire sparrow population and providing foraging directions for all entrants, the
discoverer can obtain a larger foraging search range than the entrants.

In the process of each iteration, the location of the discoverer is updated as described as:

Dt+1
c.e =

{
Dt

c.e· exp(− c
αitermax

), R2 < ST
Dt

c.e + QK, R2 ≥ ST
(6)

In Formula (6): t is the current number of iterations; itermax is the maximum number
of iterations; Dt

c.e is the position information of the c-th sparrow in the e-th dimension; α ∈
[0, 1] is a random number; R2 and ST, respectively, represent the warning value and the
safety value, where R2 ∈ [0, 1], ST ∈ [0.5, 1]; Q is a random number that obeys a normal
distribution; K is a 1 × d matrix, where each element in the matrix is 1. When R2 < ST, it
means that there are no predators around the foraging environment at this time, and the
discoverer can perform a wide range of search operations; when R2 ≥ ST, this means that
some sparrows in the population have found the predator and send alerts to others in the
population. At this time, all sparrows need to fly quickly to other safe places for food.

The entrant’s location update description is:

Dt+1
c.e =

Qexp(
Dt

worst−Dt
c.e

c2 ), c > n
2

Dt+1
F +

∣∣∣Dt
c.e − Dt+1

F

∣∣∣·A+ · K, otherwise
(7)

In Formula (7): DF is the best position occupied by the discoverer; Dworst is the worst
position; A is a 1 × d matrix, in which each element is randomly assigned a value of 1
or −1. A+ = AT(AAT)−1, where A+ is the pseudo-inverse matrix. When c > n/2, this
indicates that the c-th entrant with a lower fitness value has no food and is very hungry.
At this time, it needs to fly to other places to find food and obtain more energy.

The guards are randomly generated in the population, and their mathematical expres-
sion is:

Dt+1
c.e =

Dt
best + V

∣∣Dt
c.e − Dt

best

∣∣, fc > fg

Dt
c.e + O

[
|Dt

c.e−Dt
worst|

( fc− fw)+δ

]
, fc = fg

(8)

In Formula (8): Dbest is the current global optimal position; V is the step-length control
parameter, which obeys a normal distributed random number with a mean value of 0
and a variance of 1; O is a random number, which means that the direction in which the
sparrow moves is also a step-length control parameter, and O ∈ [−1, 1]; fc is the fitness
value of the current individual sparrow; fg and fw are the current global best and worst
fitness values, respectively; δ is the smallest constant to avoid zero in the denominator. In
order to simplify the process, when fc > fg means that the sparrow is at the edge of the
population at this time, and it is extremely vulnerable to attack by predators; When fc = fg,
this indicates that the sparrows in the middle of the population are aware of the danger and
need to be close to other sparrows to minimize their risk of predation. The process of the
SSA-DELM model (see Figure 3 and Algorithm 1) is presented is the following segment.
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2.3.2. The Process of the SSA-DELM Model

Algorithm 1: DELM optimized by the sparrow search algorithm

Input: Population: P; Maximum number of iterations: T; Dimensions: E; The number of
discoverers: DS; The number of guards: GD; The warning value: R2.
Output: The best vector (solution)—Dbest
1: while (t < T)
2: Rank the fitness values and find the current best individual and the worst individual;
3: R2 = rand (0, 1)
4: for c = 1: DS
5: Use Formula (6) to update the location of the discoverers;
6: end for
7: for c = (DS + 1): P
8: Use Formula (7) to update the location of the entrants;

9: end for
10: for c = 1: GD
11: Use Formula (8) to update the location of the guards;
12: end for
13: Obtain the current new location;
14: If the new location is better than before, replace the location with the new one;
15: t = t + 1
16: end while
17: return Dbest, fg;
18: Substitute the Dbest vector into the DELM model.

3. Case Analysis
3.1. Sample Selection and Processing

In order to verify the availability and practicability of the proposed model, we take the
power data of a wind farm in China from 0:00 on 1 January 2018 to 0:00 on 11 January 2018
as the data set of this paper. The data set is collected every 10 minutes by a SCADA system
set in the wind turbine and the unit of wind power in kilowatts (kw). This data set contains
1420 groups of valid data. Table 1 shows five groups of data in this data set. Figure 4 shows
the curve of the 10 days’ wind power. We divide the training set, test set, and validation set
in a ratio of 6:2:2, which means there are 852 training sets and 284 test sets and validation
sets. Autocorrelation function (ACF) refers to the linear relationship between the sequence
value xi and its own lag value xi+300 (here, the lag is set to three hundred, that is, lag = 300).
The ACF diagram of the time series used in this article is shown in Figure 5.

Table 1. Five groups of data in the data set.

Sample Point Wind Power (kW) Wind Speed (m/s) Wind Direction (◦)

1 752.73 6.60 242.78
2 589.07 5.98 234.98
3 1109.13 7.42 235.15
4 1482.46 8.19 238.48
5 1523.43 8.27 237.03
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One of the main characteristics of wind power is its uncertainty. It can be seen from
Figure 4 that the wind power fluctuates in the range of 0−3600 kw, and there is no obvious
periodicity and regularity in the change of wind power. This is also the main problem to
be solved by analyzing and studying the internal connection of time series and realizing
ultra-short-term wind power forecasting.

ACF describes the autocorrelation between one observation and another. It can be
seen from Figure 5 that the ACF diagram is composed of multiple bar charts. Its abscissa is
the lag order, and the ordinate is the autocorrelation coefficient. The lower the lag order,
the larger the correlation coefficient and the stronger the correlation of the corresponding
data. It can also be seen in Figure 5 that the change in wind power is not abrupt. Instead,
there is a strong autocorrelation, which means the value to be predicted is closely related
to the recent historical value. This characteristic of wind power makes it suitable for time
series analysis and forecasting.

The range of input data will affect the initialization of the model. Some activation
functions, including the sigmoid function, require input values that range from 0 to 1,
so does the output of the network’s last node. Therefore, the normalization process is
necessary. Normalization can also eliminate the influence of potential singular values. In
order to improve the prediction accuracy and speed up the optimization process of SSA,
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we use min-max normalization to preprocess the data. The normalization function is as
Formula (9) shows. The normalized time series is shown in Figure 6. It can be seen that all
data are mapped in the interval [0, 1]. Inverse normalization is performed after the model
outputs the results.

Ptm =
Pt − Pmin

Pmax − Pmin
(9)
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This paper will construct time sequence features based on the correlation of the data
and use the time sequence features to predict the wind power at the next sample point.
At the same time, the power at all sample points is predicted through rolling window
prediction and compared with the actual value. Figure 7 shows the RMSE and MAE of
prediction when the DELM model is used to predict time series of different lengths in the
validation set, in which the horizontal axis is the length of time sequence characters, and
the vertical axis is the error value.
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It can be seen that the error curve shows a downward trend before the length of the
time series is 16, and after this point, it starts to rise as the length of the time characteristic
sequence increases. When the length of the time series is 16, the RMSE and MAE both
reach the minimum values.

Formulas (10) and (11) are the calculation formulas of RMSE and MAE, respectively.
The smaller values of RMSE and MAE mean better prediction accuracy of the model and
vice versa. We set the length of the time sequence to 16, that is, m = 16.

RMSE =

√√√√√ n
∑

k=1
(x(k)− xi(k))

2

n
(10)

MAE =
1
n

n

∑
k=1
|x(k)− xi (k)

∣∣∣∣∣ (11)

where x(k) is the actual value, xi(k) is the predicted value, and x(k) is the average value
of the actual value. From formulas (10) and (11), it can be seen that the smaller the two
indicators, the closer the prediction results of the model are to reality. For a wind turbine
with a maximum power generation of 3600 kW, the RMSE and MAE values are 116.4 kW
and 73.5 kW, respectively, and the prediction results can serve as a suitable reference for
the industry.

The data of the 1st to the 16th sample points x1 are selected as the model’s first set of
input to predict the power y1, which is the power at the 17th sample point. Similarly, we
select the data of the 2nd to 17th sample points x2 as the next set of input data to predict
the power y2 of the 18th sample point, as shown in Figure 8.
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The proposed model establishes a rolling modeling mechanism by eliminating the
oldest measured wind power data and adding the latest measured wind power data in
each prediction interval. In the process of model training and prediction, the 16 previous
measurement values currently used will be updated in the next step, and the actual value
of the current prediction will be added as the latest historical value of the next prediction.

The SSA-DELM model is used for the experiment, 70% of the experimental data is
used as the training set, and the remaining 30% is used as the test set. The input variable
is the wind power time series of 16 sample points, and the output variable is the wind
power of the next sample point. The proposed prediction model based on SSA-DELM can
accurately and effectively predict wind power in the next 10 min.

3.2. Optimizing Performance Analysis

The sparrow search algorithm has the advantages of fast iteration and strong gener-
alization ability and can be used to optimize the DELM model. In the SSA-DELM wind
power prediction model, the population size of sparrows is set to 10, and the maximum
number of iterations is 100. The number of discoverers accounts for 20% of the entire
population, and the safety threshold is 0.8. The sig function is selected as the activation
function [40]. The iteration speeds of PSO-DELM, DELM optimized by whale algorithm
(WA-DELM), DELM optimized by differential evolution algorithm (DE-DELM), and SSA-
DELM are selected for comparison. The maximum number of iterations of the two models
is set to 100, the objective function is the mean square error (MSE), and the Formula (12) is
the calculation formula for MSE.

MSE =
1
n

n

∑
k=1

(x(k)− xi(k))2 (12)

where x(k) is the actual value and xi(k) is the predicted value. The iterative curves of the
four swarm intelligence models are shown in Figure 9.
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It can be seen from Figure 9 that when the sparrow search algorithm is used to
optimize the DELM parameters, the global optimal solution can be found in 21 iterations.
In the process of PSO optimization, the iteration curve shows that between the 31st and
77th iterations, the MSE value of the DELM model remains the same, and it is not the
optimal solution at this time, which means that the optimization process has fallen into a
local optimum. Similarly, whale algorithm optimization fell into a local optimum between
the 10th and 50th iterations, and the optimal solution was found after 51 iterations. The
iterative process of the differential evolution algorithm is relatively stable, reaching the
optimum after the 82nd iteration, and there is no obvious sign of local optimum in the
iterations. However, the MSE values obtained by the above three optimization algorithms
are all greater than the SSA algorithm, which only requires 22 iterations to find the optimal
solution. This is mainly due to the fact that the sparrow search algorithm divides the
population into three categories, and each performs its own duties, which greatly improves
the efficiency of optimization. From the calculation formula of MSE, it is known that the
smaller the MSE, the smaller the prediction error, and the smaller the prediction accuracy
of the model. In summary, it shows that SSA-DELM is more convergent and has the
advantages of faster speed, higher prediction accuracy, and better model effect compared
to the other four models. The effectiveness of the sparrow search algorithm used in this
experiment in optimizing the DELM model is verified.

3.3. Analysis of Prediction Results

The sparrow search algorithm optimizes the DELM’s input weights and thresholds so
that the SSA-DELM model has satisfactory prediction performance. The comparison of
predicted results of SSA-DELM and actual data is shown in Figure 10.
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It can be seen in Figure 10 that the resulting curve of the SSA-DELM model is very
close to actual data. This proves that the SSA-DELM model is effective and that the
prediction results are reliable.

In order to compare and verify the accuracy and effectiveness of SSA-DELM for short-
term wind power prediction, seven prediction models, including backpropagation (BP)
neural network, random forest (RF), ELM, DELM, PSO-DELM, DE-DELM, and WA-DELM,
were also established for simulation and comparative analysis. The results are shown in
Figure 11.
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The comparison in Figure 11 shows that most of these models can make a rough
forecast of wind power, but their accuracy varies. Among them, the ultra-short-term wind
power prediction curve of the SSA-DELM model is closest to the actual power curve.
In other words, the prediction accuracy of SSA-DELM is the highest.
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To further verify the accuracy of the wind farm power prediction model, the error
indicators (RMSE and MAE) and the determination coefficient R2 are used to evaluate the
SSA-DELM prediction model [41]. Formula (13) is R2, the calculation formula, and the
results are shown in Table 2. Error analysis and coefficient of determination are important
tools to test whether the model is effective.

R2 =

n
∑

k=1
(xi(k)− x(k))2

n
∑

k=1
(x(k)− x(k))2

(13)

where x(k) is the actual value, xi(k) is the predicted value, and x(k) is the average of the
actual value.

Table 2. Comparison of error indicators of different prediction models.

RMSE MAE R2

RF 285.881 159.592 0.601
BP 132.592 94.360 0.826

ELM 128.356 77.146 0.893
DELM 121.268 73.917 0.903

DE-DELM 117.473 72.875 0.911
PSO-DELM 116.243 72.689 0.915
WA-DELM 116.153 72.467 0.921
SSA-DELM 115.446 69.803 0.927

It can be seen from Table 2 that the three error indicators of the SSA-DELM model are
the best in all the models above.

Compared with the DELM model, the combined model of SSA optimized DELM
used in this article reduces the above two indicators of RMSE and MAE by 1.485% and
1.669%, respectively, and increases R2 by 1.086%, which illustrates the optimization of
the SSA algorithm is effective. Compared with PSO-DELM, the above two indicators of
RMSE and MAE are reduced by 0.404% and 1.122%, respectively, and R2 is increased by
0.543% compared with PSO-DELM. Compared with DE-DELM, PSO-DELM, and WA-
DELM, the model proposed in this paper reduces RMSE indicators by 1.726%, 0.686%,
and 0.609%, respectively. The MAE indexes are reduced by 4.215%, 3.970%, and 3.676%,
respectively. The R2 indexes of the model are increased by 1.726%, 1.294%, and 0.647%,
respectively. It shows that the sparrow search algorithm used in this paper to optimize
DELM is better than the other four algorithms to optimize DELM. Compared with RF,
BP, ELM, and SSA-ELM, DELM reduced the RMSE by 57.834%, 12.673%, 7.861%, and
6.715%, respectively. Compared with RF, BP, ELM, and SSA-ELM, DELM reduces the
MAE by 54.466%, 23.662%, 12.075%, and 10.218%, respectively. Compared with RF, BP,
ELM, and SSA-ELM, DELM has increased R2 by 29.638%, 3.842%, 1.098%, and 0.439%,
respectively. Based on the above analysis, it can be concluded that the SSA algorithm
can indeed optimize the parameters of the DELM prediction model. Therefore, the SSA-
DELM prediction model can be established and applied to the short-term wind power
prediction of actual wind farms. The prediction results show that the proposed wind power
prediction method has high prediction accuracy, which provides a new way for short-term
wind power prediction.

4. Conclusions

Aiming at the problem of poor prediction accuracy of existing wind power forecasting
models, this paper proposes a wind power forecasting method based on SSA-DELM.
Through the analysis of measured wind power data, the following conclusions are obtained:
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(1) The method based on the DELM model to optimize time series’ length for rolling
sequence prediction can meet the requirements of the proposed SSA-DELM model to
accomplish higher training efficiency;

(2) The SSA-DELM wind power prediction model proposed in this paper has better
performance than the four models of RF, BP, ELM, and SSA-ELM in terms of MAE,
RMSE, and R2. Compared with traditional DELM, the combined model of SSA
optimized DELM proposed in this article reduces the above RMSE and MAE by
4.801% and 5.566%, respectively, and increases R2 by 2.589%. Compared with DE-
DELM, PSO-DELM and WA-DELM, the model proposed in this paper reduces RMSE,
MAE and increases R2 by 1.726%, 0.686%, 0.609%; 4.215%, 3.970%, 3.676%; 1.726%,
1.294%, and 0.647%, respectively.

(3) In the current wind power forecasting model, the input and output samples are
normalized power time series, which is sensitive to noise and abnormal data. In
the future, we will consider using advanced data processing methods to structure
the original data, reduce noise, and then separately predict the sequence obtained
from the decomposition and fuse the prediction results to improve the robustness of
the model.
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