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Abstract

:

Interest in research connected to information disorders has grown considerably in recent years. The phrase “information disorders” refers to three different notions: dis-, mis-, and malinformation. It is difficult to pin down this new and dynamic phenomenon of informational disruption and to assess its impact on society. Therefore, we conducted a bibliometric analysis on the complexity of information disorders using the Web of Science Core Collection database from 1975 to June 2021. We analyzed 8964 papers with the goal to have an overall picture of the topic, clarify the knowledge framework of research in this field, examine the development dynamics, identify future research directions and increase the understanding of the research on information disorders. The following are our main findings: the number of publications, authors, and journals has increased; research on information disorders has earned considerable attention in multiple academic fields; there are more and more works written in collaboration by scholars from different parts and cultures of the world. This paper makes important contributions to the literature, not only by providing researchers and practitioners with a coherent and perceptible intellectual basis to find answers, but also by bringing valuable insights for further investigation and future research directions.
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1. Introduction


With the development of contemporary social technology, we are witnessing a new phenomenon: global scale information pollution. Sometimes called infollution [1], one of the biggest challenges of our time is defined as the presence and spread of unwanted messages in human society, in large enough quantities to cause significant negative effects on human and social activities [2]. Other authors [3,4,5] refer to it as the contamination, with irrelevant, inaccurate, redundant, noisy, excessive, unsolicited and low-value information which distorts reality and prevents the process of understanding.



Information pollution can be of several types: direct manipulation, ideological manipulation, propaganda, fake news, online disinformation, conspiracy theories, psychological contamination, memes and memetic warfare, etc. According to Meel and Vishwakarma these “are not mutually exclusive but at the same time also have some heterogeneity that brings them under a specific category” [6] (p. 3).



Information pollution has affected both society and human nature itself. As Wang et al. [7] mentioned, the consequences of infollution include wasted time, physical health issues, informational stress or addiction problems. Yet the most devastating consequences are represented by the disruption of information in digital communication environments: we live in the post-truth age, we are exposed to alternative facts and fake news, we suffer from distress caused by information overload [4,8,9]. It is clear that we live in an age of disruption whose direct and indirect impacts are difficult to quantify and, as Wardle [10] has observed, the long-term implications of disinformation campaigns are the most worrying.



Pollution of the information ecosystem is frequently associated either with disinformation or with the term “fake news”. As Wardle and Derakhshan [5] have shown, it is a vague term, misused and “widely ab(used)” [11] that is not at all suitable to describe the extent of information sharing practices that result in nothing other than questionable or manipulative information. Thus, in order to capture this new reality, Wardle and Derakhshan [5] do not consider that the term “fake news” has a simple, widely accepted meaning, for at least two reasons: (1) it is inadequate to describe “the complexity of the information pollution phenomenon” and (2) it has been picked up by some politicians who use it to label media organizations that do not endorse them (the most conspicuous example being Donald Trump, who stated that CNN, The New York Times and other media outlets produce “fake news”).



The authors of the already cited article [5] suggest using the term information disorders (ID) which refers simultaneously to three different notions: “mis-information” (false information, but which is not intended to cause harm), “dis-information” (false information intentionally spread in order to cause harm) and “mal-information” (genuine information that is manipulated in order to produce harm). The three types of ID can take different forms: satire or parody, misleading content, imposter content, fabricated content, false connection, false context and manipulated content [5] and “have their own actors, motivations and rhetoric”, as Frau-Meigs [12] (p. 16) explains. There are also other terms that attempt to pin down this new informational disruption, the changes, even malformations the information ecosystem goes through nowadays as a result of the endless possibilities offered by technology: narrowcasting, viral autobots, like factories, algorithms that generate content, troll armies, computational propaganda, clickbait headlines, deep fakes, etc. [13,14].



The impact of information disorders is often downplayed despite the huge risks they entail. For instance, since the beginning of 2020, large amounts of disinformation regarding COVID-19 have been spread [15], including fake studies, phony-testing and ineffective prevention methods. Consequently, the World Health Organization on the 2nd of February 2020 has described this overabundance of information generated by the COVID-19 pandemic as the first massive infodemic spread both online and offline, which brings about significant health risks [16,17].



This phenomenon is clearly worrying, thus any discussion regarding information disruptions and their effects might start from the following questions:




	
How many types of information disorders exist? Is there a taxonomy in scientific literature?



	
What sources produce and spread information disorders? Who are the main actors in this field and what expertise do they have?



	
How much of the digital content is organic and how much is distributed by bots?



	
How do information disorders evolve over time? What common experiences and knowledge about information disorders exist on a global scale?



	
Has the complexity of the problem been discussed/explored publicly?



	
Which approaches could contribute to an informed and resilient society in a pandemic context?








Researching information disorders is a challenging task and any study has limitations. If Hansson et al. [15] identify six types of harmful information during the pandemic in Europe, Kapantai et al. [11] (p. 1) reported that, although there is rich scientific literature on diverse topics, it does not address ID in a unitary way. It only deals separately with its elements, with “no commonly agreed typology framework, specific categorization criteria”. Basically, as Wardle and Derakhshan [5] have observed, ID is a research field that is too complex. If some of its aspects could be described as low-level information pollution, others are sophisticated and deeply deceptive. Most of all, in the literature, we encountered varied definitions and dimensions of ID and its manifestations, which makes it difficult to understand the concept unequivocally [18]. That is reason enough to undertake a thorough analysis in order to identify the most interesting research directions of the concept of ID. In fact, as far as we know, there are no publications presenting the results of a literature analysis covering the breadth of the field of ID. We identified some papers that focus on general results on fake news in different areas, but they need to be updated and extended due to a significant increase in the number of recent publications. Therefore, our paper is focused on filling this gap.



The structure of the current paper is as follows: After the introduction and an overview of how ID topics are reflected in the literature from a bibliometric perspective, we describe the methodology, and in the Section 4 we analyze the data. The Section 5 discusses the results, provides limitations and suggestions for further research. Finally, at the end, we draw several conclusions.




2. Literature Review of Bibliometric Studies on Information Disorders


Bibliometric studies analyze scientific production from a quantitative perspective and it has become well known among researchers. It is considered a very good tool for analyzing the dynamics of science as it provides an overview of research trends in general or in a particular field [19]. At the moment, bibliometric indicators are the main elements that evaluate the quality of work and the effectiveness of scientific research, scholars, research teams, research institutions (universities or other organizations) and countries in general [20]. More specifically, bibliometric tools are used to study the flows of scientific publications, to rank the quality of work in a particular field, to assess the pace of development and to identify specialists, institutions and countries recognized worldwide for their contribution to the development of science by calculating the number of publications and citations. For example, networks of citations are built by taking into account citations. They can be interpreted in many ways: the degree of international collaboration between researchers can be determined, the “centrality” or “periphery” of a journal can be established, the trajectory over time of a certain journal can be tracked down, and so on. The analysis of citations can also help to establish the links between articles and based on them, thematic networks can be formed, links between disciplines and many others can be visualized [21].



The bibliometric analysis of ID has been less covered by scientific publications and the conversation surrounding fake news is still relatively centralized. Moreover, they do not look at ID globally, but choose either a research field (media and communication, politics, health, etc.) or just a topic (fake news, post-truth, propaganda, etc.). Sometimes, they are limited to only one database (Web of Science or Scopus), but they do not study in-depth co-citation, for example, or they do not perform science mapping. Therefore, previous bibliometric studies provide the foundation for understanding the ways bibliometrics might be applied to the evaluation of scientific output from the ID domain.



One of the first bibliometric studies on the effects of fake news and misinformation was carried out by Ha et al., who examined 142 journal articles. They focused on mapping development in scholarship on fake news and misinformation between 2008 and 2017, paying special attention to how the “surge in social media and mobile media use and the election of Donald Trump affected the research on misinformation and fake news” [22] (p. 2). The authors suggested more research was needed on other topics “to cover areas such as the responsibility in the information creation and dissemination process, identification of fake news or misinformation in different types of content, and practical strategies to use in real life” [22] (p. 22).



The study of Dalesandro et al. [23] was similar to the approach of Ha et al. [22] and consisted of mapping the fake news topic in the scientific literature based on 325 papers indexed in the Scopus database between 2005 and 2018. The authors assessed the scientific production related to fake news to better understand this phenomenon and its causes and/or motivations and pointed out the fact that the theme was aligned with international policy (Brexit and Presidential Elections 2016 in the USA). They concluded that fake news was related to other themes such as social networks, misinformation, post-truth, informational competence, journalism and the internet, and there was a need to further explain the most common issues linked to this theme.



Park et al. [24] came to the same conclusion. They conducted a comprehensive study of 479 academic articles indexed in Web of Science (WoS) in the last 20 years on fake news and related concepts, such as truthiness, post-factuality and deep fakes. Based on their findings the authors developed a conceptual fake news framework classifying fake news into misinformation, disinformation, malinformation, and non-information. However, the authors explored only some of the topics from the large spectrum of information disorders and concluded that malinformation and non-information should be investigated more closely. Lee and Nah [25] also confirmed that the theme of misinformation became more critical to academia. Similar findings were reported in [26]. The authors empirically examined 103 peer-reviewed articles published between 2000 and 2018 on fake news. Their study focused more on content analysis of the field of journalism, and it took into consideration the United States more than any other country.



Alonso Garcia et al. focused on the impact of fake news on the scientific community. They took into consideration 640 scientific articles from WoS, excluding other types of documents. Their findings suggest that, although this is “a line of research whose assent is emerging at the same time is vertiginous” [27] (p. 14), there is a keen/intense need to “continue on a path that combines the eradication of the phenomenon, as well as education for the prevention of its consumption”. In the same vein, the purpose of the research carried out by Wang [28] on 387 articles indexed in WoS was to identify the different forms of fake news and other related concepts and to explore the recent trends of research in this field. The author concluded that not all research on disinformation is related to the investigation of fake news. Some papers just discussed errors and disinformation in their fields of research. However, this study limited the publication year to 2019 and earlier.



Other studies have explored “how fake news is taking over social media and putting public health at risk” [29] (p. 143) and, more recently, the infodemic effects. Wang et al. [30] conducted a systematic literature review on 57 articles from different databases about the spread of health-related misinformation on social media. The authors argued that there have been fewer studies on misinformation about infectious disease or vaccination and a more targeted approach was needed on research topics such as psychological responses and social contexts where misinformation spread.



Between January–April 2020, Naeem et al. made a content analysis of 1225 COVID-19 fake news stories in English taken from fact checkers, myth-busters and COVID-19 dashboards. The authors concluded that the “COVID-19 infodemic is full of false claims, half-baked conspiracy theories and pseudoscientific therapies” [29] (p. 148). Therefore, researchers, scholars, scientists and journalists should “exercise their professional responsibility to help the general public identify fake news stories”.



Along the same lines, Pool et al. carried out a bibliometric study in order to map the infodemic literature. After analyzing 414 records indexed in WoS published between 1993 and 2021, the authors proposed an infodemic research platform based on research nodes such as coronavirus (COVID, pandemic, disinformation, lockdown), post-truth, fake news, fact checking and social networks (Facebook, WhatsApp). However, one of the limits of this study was that it did not explore the “effective use of social media in the context of pandemics misinformation” [31] (p. 768).



More recently, Kapantai et al., conducted a systematic literature review on disinformation with a clear objective “to identify and define the various underlying content types in the information disorder ecosystem and organize them” [11] (p. 17). They proposed a unified typology framework for disinformation to be validated in the years to come. The authors reached a consensus, namely that ID was a complex, dynamic and broad research field that had to be analyzed continuously and periodic research was necessary to update the literature.



Other authors made bibliometric reviews in conjunction with information disorders on topics such as propaganda or rumor. For example, the study of Chaudhari and Pawar [32] analyzed propaganda in social media and offered evidence that it was related with fake news, political astroturfing, terrorism or radicalization. Similar findings were reported earlier by Tal and Gordon [33] who argued that, although propaganda plays a very important role in our lives, it cannot be considered an autonomous field of research. Wang et al. [34] carried out a bibliometric analysis of 970 articles indexed in WoS between 1989–2019 and found that the research on rumor propagation dynamics was directly linked with online social networks, social media and Twitter.



What the authors of the current paper noticed is that the profile of scientific production related to this subject can be described as something recent given the few studies mentioned above. There is a need to further understand how the conversation surrounding information disorders is evolving and how its practice is changing, not only in politics or public health but also in other strategic domains, such as digital communication channels, the environmental field or education. To the best of our knowledge, this is the first bibliometric study that covers an extensive period from 1975 to present and thus provides a wider coverage.




3. Methodology


This study follows the guidelines set by Andres [21], Ball [20], Gutiérrez-Salcedo et al. [19], Oliveira et al. [35] and Grosseck et al. [36].



3.1. Methods and Tools


The main goal of this paper is to conduct a bibliometric analysis on information disorders research. In order to achieve this goal, we set four objectives:




	
Establishing a descriptive structure through content analysis for documents, authors, journals, institutions and countries: Which authors are the most productive? What is the annual scientific publication growth? Which journal do scholars mostly publish in?



	
Determining the impact scientific publications have on generating new knowledge through citation and co-citation analysis on publications, authors, journals, institutions and countries: Who are the most cited scientists and scholars? What is the academic performance of the ID theme in the WoS database? Is there a certain level of authors’ contribution that follows a particular pattern?



	
Tracing collaboration patterns through co-authorship analysis for authors, countries and institutions: Which countries collaborate in information disorders research? What is the specific contribution pattern of authors who researched this topic?



	
Identifying key research areas and emerging trends through co-occurrence analysis: What is the conceptual structure of the research field? What are the most relevant topics in the research developed on ID? How has ID research progressed over the past 40 years?








In order to quantify scholarly communication, we worked with Biblioshiny (a bibliometric software package web-based on R language) and with VoSViewer to analyze and visualize the research status and trends in the field of ID. Both software programs are freely available online and effective in performing bibliometric research [37].




3.2. Sources and Data Collection


The documents were extracted from the Web of Science Core Collection which is considered one of the most important and comprehensive collections of scientific resources worldwide for detailed bibliometric analysis [38]. WoS gives researchers the opportunity to access and analyze information in order to form an opinion on the various research trends and models and the possibility to have an overview of the worldwide research phenomenon through a single platform and search sequence [39]. WoS has a complex structure and includes several indexing databases which differ according to the range of subjects they cover. Hence, what makes WoS the most well-known and recognized scientific and research platform in the world is, on the one hand, the large volume of information it contains and, on the other hand, the ease and very short time in which correlations can be established between articles based on citations or other information on a given study topic.



The topics used as search criteria to retrieve papers in the field of ID are depicted in Table 1.



We based our search on PRISMA guidelines [40]. As a result, on 6 June 2021, we extracted a total of 10,195 papers which were downloaded in a tab separator format. Figure 1 shows the refining process until the final set was obtained.



The final data set consists of 8964 documents, which represents, as far as we know, the largest dataset for this type of analysis on information disorders.





4. Data Analysis and Results


4.1. Content Analysis—An Overview of the Collection


Content analysis uses the following terms (Figure 2):




	
A document (or a citing document) is a scientific paper (article, review, conference proceeding, etc.) included in a bibliographic collection. In our collection, we have 8964 documents in 4108 sources (journals, books, etc.).



	
A reference (or cited reference) refers to a scientific document included in at least one of the reference lists (bibliography) of the document set. Then a reference is cited by one or more documents. In our collection we have 239,719 references included in the 8964 documents.



	
A cited document is a scientific document included in a bibliographic collection and, at the same time, it is cited in at least one other document of the collection. Cited documents belong both to the Document and the Reference set. We have 2283 cited documents.








4.1.1. Document Types


We retrieved 26 types of documents. The most frequent are the articles, including early access (5678) followed by proceedings papers (1211), editorial materials (660) and reviews (360). Other document types were letter (223), book review (177), meeting abstract (106) and news items (46). The remaining documents are present in a very small number. The majority of the papers (8299) are written in English. When it comes to other languages, the number of papers written in Spanish is 254, Portuguese (101), German (83), French (64) and other languages make up fewer than 50 papers (Russian—49, Italian—37, Turkish—22, etc.).




4.1.2. Papers in Different Subfields/Categories


Counting published documents is one of the several possible units of analysis. Categories and research areas are worth considering as well. The publications in WoS are included in more than 250 subject categories and are considered peer-reviewed literature (both traditional or open access). A paper can belong to several categories. The highest number (1053) is associated with the category Communication (11.74%) followed by Computer Science Information Systems (7.02%), Public Environmental Occupational Health (6.99%), Psychology Experimental (6.25%) and Computer Science Theory Methods (6.19%). Next, with a much smaller percentage, we found Information Science Library Science (4.63%), Computer Science Artificial Intelligence (4.19%), Political Science (4.06%), Engineering Electrical Electronic (3.83%) and Psychology Multidisciplinary (3.80%). The remaining WoS categories (such as Medicine General, Educational and Educational Research, Law, Social Sciences, etc.) have a share of under 3%.



WoS has 156 research areas, with each category being mapped to one research area. The five broad categories of research areas are Arts and Humanities, Life Sciences and Biomedicine, Physical Sciences and Social Sciences and Technology. The first ten research areas covered by our data set are Psychology (14.16%), Computer Science (14.14%), Communication (11.74%), Public Environmental Occupational Health (6.9%), Government Law (6.57%), Engineering (5.34%), Information Science Library Science (4.63%), Education Educational Research (3.79%), General Internal Medicine (3.77%) and Business Economics (3.55%).




4.1.3. The Annual Trends of ID-Related Publications


Research on ID can be placed in a timeframe that can be divided into three categories of scientific stories (Figure 3): initial stage (1975–2009), steady rise (2010–2016) and high growth (2017–present).



The growth of scientific production is exponential, with an annual growth rate of 12.38%.




4.1.4. Authorship


For the period 1975–June 2021 we identified 26,242 authors. The “top 10” authors published 321 papers (3.58%) in total and include the following scholars: Elizabeth Loftus (54 papers), Stephen Lewandowsky (40), Ullrich K. H. Ecker (35), Daniel Wright (26), Emily Vraga (25), Henry Otgaar (24), Garry M. (22), Hill J.A. (21), Paterson H.M. and Pennycook Gordon (19).




4.1.5. Keywords


Bibliometric analysis uses two types of words:




	
Author Keywords are short informational structures which the authors use believing that they best represent the major concept of their works.



	
Keywords Plus are sets of words that are automatically generated from an existing database and that we find in the titles of bibliographic references of the paper, sometimes without being present in the title or keywords established by the authors.








Comparing keywords plus and author keywords, Garfield and Sher [41] claimed that the first terms are able to grasp an article’s content with greater depth and variety. As Zhang et al. [42] suggest, although keywords plus are important to investigate the knowledge structure of a scientific field they are “less comprehensive in representing an article’s content”.



There are 14,489 authors keywords and 7380 keywords plus. Word TreeMap representations (Figure 4) are useful for quickly spotting the most prominent terms and for locating a term alphabetically to determine its relative prominence. Most of all, de Bellis [43] says it reflects both the topic and the direction of writing articles in the field in a more concise and intuitive way.



The top 20 authors keywords occurrences are fake news (1106 papers), misinformation (899), social media (852), COVID-19 (499), disinformation (467), Twitter (229), internet (164), infodemic (141), post truth (137), coronavirus (136), social networks (132), fact checking (125), media (123), memory (123), journalism (122), communication (116), pandemic (114), false memory (113), machine learning (112) and public health (103).



The dynamic of authors keywords is shown in Figure 5.




4.1.6. Countries or Regional Distributions


We took into consideration the country where the authors work, which may be different from the country of birth or country of citizenship (Figure 6).



Out of 136 countries identified, the USA dominates the classification with 3670 papers, followed by England (819) and Australia with 525. In the top 10 most productive countries we can also find Canada (455 papers), Spain (416), China (363), Germany (361), Italy (342), Brazil (245) and India (224).




4.1.7. The Distribution of Institutions


Our data set includes 5368 institutions. The highest number of ID-related documents belongs to Harvard University with 134 papers. It is closely followed by the University of North Carolina with 118 papers and Oxford University with 108 papers. In the top 10 most productive affiliations of authors, we also find Michigan University (101), The University of Sydney (101), University of Pennsylvania (99), University of Toronto (96), Washington University (95), University California Irvine (84) and University of Illinois (81). The top 10 institutions amount to 11.34% of the total publications.




4.1.8. The Distribution of Sources of Publications


Scientific papers are usually included in journals, books or conference proceedings, which in addition to knowledge claims, offer relevant information on various aspects of the organization of research (such as authors, institutions, collaboration between groups of researchers, etc.). Therefore, the distributions of sources of publications can be a powerful tool of investigation at the crossroads between different analytic dimensions. The 8964 papers from our data set were published in 4108 sources. The first 20 publication sources comprised 950 papers.



To establish a quantitative relationship between the publication sources and the documents from the bibliography set, we took into consideration Andres’ [21] advice to use Bradford’s law (Figure 7).



Thus, we identified three journals as a “core” source: Journal of Medical Internet Research (887 papers), Applied Cognitive Psychology (119) and PLoS ONE (91). In the top 10 most productive journals we find Memory (75 papers), Social Media + Society (50), International Journal of Communication (48), Media and Communication (44), International Journal of Environmental Research and Public Health (43), Profesional de la informacion (40), Proceedings of the National Academy of Sciences of the United States of America (37), American Journal of Public Health (36), Memory & Cognition (36) and New Media & Society (35).





4.2. Conceptual Structure of Knowledge Analysis


The conceptual structure of knowledge refers to what sciences talk about, the main themes and trends, and it is based on relations among concepts or words in a set of publications. Aria and Cuccurullo [44] indicate it can be carried out on three levels:




	
Co-occurrence analysis (sometimes called co-words network) to understand the research front (what topics and issues are the most important and recent, what is the evolution of research subjects over time and what are the trends).



	
Factorial analysis (data reduction techniques) is helpful in identifying subfields. Aria and Cuccurullo [44] show that clustering algorithms can also be used in cases of both network and factorial analysis.



	
Mixed approach. Starting from a conceptual network, one can identify thematic networks that plot on a bi-dimensional matrix, where axes are functions of centrality and density of the thematic network. Dividing the timespan in time slices, it is possible to represent the thematic evolution within a specific research field through an alluvial graph.








4.2.1. Co-Words Analysis


As de Bellis [43] stated, the best-known technique to detect associations of scientific concepts for delineating subject areas, growing subfields or disciplinary patterns is to run a co-word analysis. The analysis with VoSViewer revealed the most used terms by authors [45]. In the visualization featured in Figure 8 each term is represented by a bubble. Alonso Garcia et al. [27] explained that the size of a bubble is directly proportional to the number of publications which contain the term analyzed. Usually, terms co-occurring often tend to be located close to each other.



The highest frequency was clearly fake news (1999). Other topics studied in the literature were effect (1381), participant (1037), news (848), user (819), COVID (778), event (732), experiment (617), health (614), patient (594), pandemic (541), education (525), condition (520), accuracy (499), memory (494), network (489), attitude (477), population (470), child (456) and feature (448).



Cluster analysis is an additional method of co-word analysis to visualize the evolution of scientific fields and to reveal patterns, research hotspots and development trends in scientific discourse. This method measures the association strength between representative terms in documents. As depicted in Figure 8, the research front is condensed in four major clusters.



	
The green cluster is important throughout the entire period and it focuses on political research topics, with studies on how fake news is constructed and propagated in various electoral contexts or other approaches (climate change, for example) in the media, etc., especially with the help of new technologies. Moreover, in this cluster we find topics related to media education, the impact of fake news being even more worrying in countries where civic and media education are still weak.



	
The blue cluster encompasses research on critical perspectives of technology and social networking as enablers of fake news, mis- and disinformation, and contains topics about the role online and digital technologies play in creating, promoting, detecting, tracking, signaling and combating fake content, about social media as disruption technologies for truth and trust, and about the major contribution of algorithms in amplifying the phenomenon.



	
The yellow cluster is oriented more toward the cognitive processes involved in accepting, sharing and correcting false information. Mainly, we find topics about false memory, exposure to misleading content and their devastating effects on mental health.



	
The red cluster includes specific topics related to the effects of disinformation on public health, especially in the context generated by the coronavirus pandemic, but also topics that address certain national contexts (Philippines, Saudi Arabia, South Africa, Thailand, Vietnam).






Figure 9 provides a temporal view of what has been studied over the years. For example, the lighter the yellow color, the newer, more recent the themes after 2016, such as propagation—especially through online networks such as Facebook and Twitter, source credibility and legitimacy, fact checking, US presidential elections (Donald Trump), civic engagement, media and information literacy, deep fake, natural language processing or how blockchain can help in assessing the news credibility and in building trust in news posted online, and also in preventing the spread of disinformation. In 2020, we have come across research topics such as those related to the pandemic caused by SARS-CoV-2 (COVID, coronavirus, outbreak, quarantine, infodemic, vaccine, etc.).




4.2.2. Thematic Map


The thematic map is also used to highlight different themes and to depict hidden patterns. It is obtained by applying a clustering algorithm to the keywords network, with each cluster represented as a strategic or thematic map, a two-dimensional graph generated by Biblioshiny, according to their density and centrality:




	
Centrality corresponds to the importance of the theme in the entire research field.



	
Density depicts the degree of the theme’s development.








By combining the high and low levels of density and centrality, the thematic mapping allows a visualization of four different typologies of themes (Figure 10):




	
Motor themes (high/strong centrality and density): The driving force themes are reflected in the upper right quadrant.



	
Basic and transversal themes: The lower right quadrant frames the fundamental and cross-cutting issues. Although significant, these themes are basic, general and transversal.



	
Emerging or declining issues (low centrality and density): The topics are marginal and underdeveloped.



	
Highly developed and isolated themes: These are marginal topics due to their highly specialized nature.








In order to understand how the ID area of research developed over time and to identify the evolutionary relationships, paths and trends, we relied on thematic evolution analysis. Such a representation of the data is useful because it can be applied to data that changes over time and helps us to better understand the flow conditions of different themes in the field. The analysis made by Biblioshiny is based on a Sankey diagram (Figure 11), a specific type of flow chart which is an important tool for visualizing energy and material flows.





4.3. Intellectual Structure of Knowledge Analysis


Citation analysis is an efficient way to study communication within the academic community, the structure of a science from an interdisciplinary point of view, as well as the mechanisms of creating new knowledge. We look at the most cited authors, documents, countries, journals and institutions.



Bibliometric analysis also makes use of citation networks based on the links between documents that cite and documents that are cited. Two documents are in a co-citation relationship when both are cited in a third document. Thus, when examined over time, co-citation analysis is helpful in detecting a shift in paradigms and schools of thought [20,21]. We looked at cited authors, references and journals.



4.3.1. Citation Context Analysis


Global citations are used in order to identify the highly cited papers, to measure the number of citations a document received from documents in the entire database. Local citations are used to measure the number of citations a document received from the documents included in the analyzed collection.



Regarding direct citations corresponding to our dataset, WoS indicators point out that the 8964 publications were cited 98,681 times, 75,290 of them being bibliographic references, without counting self-citations. The number of papers citing these articles is 66,366, out of which 62,068 are articles without bibliographic self-citations. The average citations per item is 11, while the Hirsch index is 118.



Figure 12 shows that the average citations per item experience several fluctuations, but generally the trend is upward. The period between 2005–2010 is the research time slot with the biggest number of highly cited papers. The highest average citations per item reached 3.46 in 2010 (over a period of 11 years). However, the most citations were received by the 42 articles from 1997 (52.61%) with an average of 2.19 per article and the longest citation period (32 years) is detected in the articles from 1989.



The next logical step was to find who are the authors who contribute most to the advancement of ID knowledge and what are the most cited documents. The authors who have brought important contributions to the advancement of ID are included in Table 2. The most cited author is Brendan Nyhan, a professor of Political Sciences at Dartmouth College, USA, followed by Stephan Lewandowsky, a professor of Psychology at University of Bristol, Ulrich K. H. Ecker, a professor of Psychology at University of Western Australia, and the professor of Psychology, Elizabeth F. Loftus, from the University of California, Irvine.



Table 3 identifies the highly cited papers as reported by Web of Science. The papers from the top 10 locally cited documents received 2739 citations, meaning 14.48% of the total number of local citations belong to the first ten most influential papers.



According to [43], citations do not simply link documents, they link ideas and arguments. Therefore, the citation analysis can be also used to quantify the impact of different actors, such as countries, universities, research institutions or journals, on the research stage and to monitor the variations of their performance over time.



Following are the top 10 most cited countries (the number of total citations is written in parentheses): USA (52,015—far ahead of the others), UK (9170), Canada (6274), Australia (5471), Italy (2675), Germany (2116), China (1745), Spain (1595), Netherlands (1571) and Israel (1110).



Table 4 shows the institutions with the best performances in terms of citations received by papers authored by people affiliated with them.



In addition, Table 5 features the top 10 most cited journals (with high impact factor) attracting most researchers in search of high-quality papers.




4.3.2. Co-Citation Analysis


The co-citation analysis allows us not only to draw the intellectual boundaries of the research field, but also to highlight its articulation into subareas and emerging research fronts and its connections with other specialties.



Figure 13 uncovers the relationships between authors in five clusters. In the visualization made by VoSViewer each circle represents a researcher. The larger the circle, the more publications meeting the analysis criteria were authored by these researchers. The closer the researchers are, the more strongly they are linked to each other.



Of the 144,918 authors, 1568 meet the threshold, with a minimum number of citations of an author = 20.



The most influential authors prove to be Loftus (1750 citations), Lewandowsky (862 citations) and Allcott (750 citations), scholars whose works center on identifying information disorders and its most common form—fake news, including the ways in which fake news spreads and produces damage. In the top 10 co-cited authors follows the World Health Organization—WHO (701), Nyhan B. (681), Vosoughi S. (665), Pennycook G. (624), Roediger H.L. (557), Lindsay D.S. (526) and Ecker U.K.H. (487).



The next step was to identify the most influential papers by doing a co-citation analysis with VoSViewer on 239,719 valid references (751 met the threshold with a minimum number of 20 citations of a cited reference) (see Table 6).



The visualization of co-citation networks of publication sources is presented in Figure 14. Each circle represents either a journal, a book or a conference proceedings volume. The dimension of the circles is proportional to the number of papers citing the corresponding publication. Based on co-citations, the closer they are, the stronger they are related.



Of the 99,481 sources, 2004 meet the threshold, with a minimum of 20 citations of a source.





4.4. Social Structure of Knowledge Analysis


Co-Authorship and Collaboration Patterns


The most common kind of social structure is a co-authorship network. Gutiérrez-Salcedo et al. [19] stressed that co-authorship networks allow the discovery of groups of regular and influential authors, hidden communities of authors, relevant institutions in a specific research field, regional collaboration, research hotspots, etc. The map presented in Figure 15 shows the network of co-authorship links between authors of publications or those that have co-authored with them. Colors indicate clusters of authors that are quite strongly connected by co-authorship links.



Collaborative patterns were analyzed for countries as well. In Figure 16, each node represents a country. There are connecting lines between the nodes, indicating that there is a cooperative relationship between the countries. The thicker the link between countries, the stronger the collaborative relationship and vice versa. The USA has an outstanding performance in international collaboration: UK–USA (179 papers), Canada–USA (119), USA–Australia (113), USA–China (112), UK–Australia (90), USA–Germany (65) and USA–Italy (58).



And regarding the corresponding author, the ranking is approximately the same (Table 7).



Concerning the collaboration between institutions, Figure 17 shows that regional cooperation predominates. Nevertheless, global international collaboration seems not to be missing either.






5. Discussions


The current study focused on providing answers to the following questions: What are the main areas and themes, the most current and “trending” topics in the ID field? What are the most cited works and authors? Which are the most influential scientific journals? Which human communities (institutions, regions, groups of countries) have the biggest influence on the development of this field? How does interest in certain scientific results evolve over time? As we have shown in the previous section, we retrieved some interesting results. In what follows, we will present our findings associated with the four research objectives.



5.1. Content Analysis


First, we looked at the document growth, counting the number of documents on ID in each year, in order to grasp the trend of scholars’ attention on the domain as a whole. The analysis of document types indicated that journal articles constituted the most important channel for formal scientific communication, approximately 63% of the total number of documents, although proceedings papers (13%) also played an important role. The proportion of other types of documents (editorial materials, reviews, etc.) was much smaller. The majority of the papers (92.5%) were written in English, which reinforced what Hallinger and Chatpinyakoop found, namely that “the coverage of documents in other languages remains quite uneven” [36] (p. 5).



We chose not to focus on a single descriptor (e.g., fake news) because, as mentioned earlier, discussions about today’s information ecosystem should cover more comprehensive concepts, such as disinformation, digital misinformation, malinformation, information pollution and even informational pathologies (see Table 1). Basically, we are dealing with a multitude of concepts which, as EU expert Alina Bârgăoanu [14] said, starts from relatively innocent forms of misinformation but also includes hostile propaganda from state or non-state actors with economic, political or geopolitical interests. This wide range covers lies, rumors, propaganda, manipulation, conspiracy theories, sensational or contextual information, but also almost fake or almost true news (the most dangerous type because it is difficult to distinguish between them). As a result, our work differs from and complements previous bibliometric studies.



Then we analyzed the categories and domains in which papers were included in WoS from the point of view of their value and contribution to the development of the field. We found that research related to ID entailed great efforts on the part of professionals from various scientific areas and disciplines, such as Communication, Computer Science Information Systems, Public Environmental Occupational Health or Psychology Experimental.



It should also be mentioned that a paper can be recorded in more than one research field, with many papers being interdisciplinary. ID research practically brings contributions to all scientific fields, which opens up new paths of integrative research. In truth, ID is too complex to be fully covered by accessing a single research domain.



The next step was to see how the academic conversation evolves over time and concerns publications directly related to the ID, such as documents where the terms disinformation or fake news appeared as the publication topic or as part of the title. Based on the annual trends of ID related publications analysis, we divided the evolution of research into three stages (Figure 3):




	
From 1975 to 2009, the initial stage, with a low-production exploration period of over 35 years. An early stage with slight fluctuations in the number of publications, amounting to less than 100 per year. Abu Arquob et al. [26] reported that prior to the 2000s, few studies in this field were conducted (an increase in scholarly attention to the topic can be seen after the 2000s). Starting in the 1970s, authors have explored misinformation and disinformation [46], and have written about how “even after misinformation is corrected, false beliefs can still persist” [47], how “people are more likely to accept misinformation as fact if it’s easy to hear or read” [48] or about how people can be influenced by information after an event has happened, and the nature of false memories [49].



	
Between 2010 and 2016, we are in a stage of rapid development. Starting with the year 2011, a rapid increase can be noticed in the number of publications. Papers are usually oriented towards spotting trends and phenomena related to the impact of fake news, such as anti-intellectualism, antiscience or agnotology [50]. According to Jankowski [51], works from this period generally focus on a particular type of ID and Abu Arquob et al. agrees that they “do not generally reflect the theoretical grounding expected from academic research” [26] (p. 6). We should also note that the proliferation of the ID phenomenon that has led to the increase in the number of publications and research related to ID since 2010 is closely related to the affordances of social media platforms, the most popular being launched around this year: Facebook (2004), YouTube (2005), Twitter (2006), WhatsApp (2009). In this period, one can see underlined the paradox of trust, where the crisis of confidence in governments, politicians, journalists, scientists and experts is riposted by trust in anonymous messages on social media platforms. If in the early years of web 2.0 and social media the technology was saluted for its potential for innovation, positive change and democratization of information within the social world, this optimism slowly collapsed into exhaustion and suspicion of online discourse and business practices on social media platforms.



	
From 2017 to present we are talking about an explosive period. The literature volume is abundant, it increased sharply and attracted the attention of scholars from various countries, reaching 1958 papers in 2020 compared to 141 in 2010, with a burst in publications in the pandemic year of 2020. The year 2016 marked the publication of the first scientific research on the role of digital technologies in important recent and very recent events, such as the Arab Spring, the crisis in the Ukraine, Brexit, the popularity of Donald Trump, the war in Syria, etc. Most such research relates to digital disinformation or fake news. In fact, Jankowski [51] suggests that fake news has become a serious topic for empirical research after 2016, when public discourse tried to make sense of Brexit and the US presidential campaign. Moveover, after 2016, more studies on the psychological aspects of disinformation were published. In fact, in a meta-analysis, Chan et al. [52] singled out almost 7000 studies focusing on these aspects.








For the future, we can expect the production of literature on ID to grow constantly, as we are witnesses to a significant development in a range of disciplines: history, media and communication, education, psychology, philosophy, health, economics, environment, etc.



Between 1975 and June 2021, contributions to research were made by 26,242 authors, 2380 of whom are authors of single-authored documents and 18,255 are authors of multi-authored documents, which means 0.418 documents per author and 2.39 authors per document. Psychology professor Elizabeth Loftus from the University of California, Irvine, specialized in cognitive psychology, human memory, psychology and law and is the author with the most publications. Since the mid-1970s, Professor Loftus has conducted a series of innovative research on how semantic memory works, focusing on relatively unknown theories, investigating how complex memories change, how discoveries can be applied in the legal system and striving to understand the circumstances in which an honest eyewitness may have misidentified an innocent defendant.



At the same time, each author from the top 10 most productive authors developed and conducted research on different aspects of ID. For instance, Australian researchers Stephan Lewandowsky and Ullrich Ecker wrote about the way in which some “misinformation” “sticks” in the public consciousness, about how people continue to believe untrue things, even after it turns out they were lies, about conspiracy theories and how to avoid being fooled by the media and about the worrying effects that fake news can have on democracy [8,53].



Going further to find out the productivity of authors on the scientific subject of ID, we used Lotka’s law (Figure 18). Alfred Lotka observed that there is a “small group of experts that carry out a greater scientific production and the rest of them make only a minimal contribution to the field of knowledge in question” [21] (p. 23).



Results from the authors who contribute most to the development of the research in the field of ID are presented in Figure 19.



Fake news and disinformation are topics that have been covered a lot in recent years. They are not a new phenomenon, but specific to the times we live in is that this phenomenon now has the means to spread instantly to a huge number of people through social networks and social media applications. Hence, the concept has become a challenge for researchers all over the world who are trying to identify, fight, fact check and reduce the negative effects of disinformation and fake news at individual and social levels.



The co-word analysis is an indicator of the different poles of interests that shape the structure and the dynamics of a research field [43]. Figure 4 presents a synthesis of research topics in the ID spectrum such as fake news, disinformation, manipulation, but also other forms of influencing public opinion (persuasion, propaganda, etc.) in various fields ranging from politics, economics, medicine, public health and journalism, to education or science. Current topics such as the infodemic generated by the COVID-19 pandemic are also present. With the rapid development of technologies and the diversification of mass communication and of data transmission channels, we are witnessing the magnitude and development of the phenomenon. Therefore, researchers have the responsibility to keep exploring, investigating, analyzing and debating the issues typical of this vast, constantly developing field.



The co-occurrence of author keywords demonstrates a substantial diversity and a significant variety of published ID literature. In Figure 5 we see a sustained increase in research on distorted narratives, misleading interpretations, the negative influence of false content on human behavior, the effects of exposure to fake news about COVID-19 on social media, how digital platforms combat misinformation, etc.



According to de Bellis [43], scientific production is an important indicator of the degree of a country’s development and reflects its influence in the field of research. There is no doubt that the impact of research from the USA, England and Australia is the most significant, since it accounts for 56% of the total papers. As we can see in Figure 6, the study of ID has a greater impact on countries where elections were organized (USA, UK, Brazil), natural disasters occurred (Katrina in the USA, the fires in Australia, etc.) or those which are targets of Russian or Chinese disinformation attempts. On the other hand, it is not surprising that in this top 10 we find countries such as China, Brazil or India, knowing that they are countries where, in recent years, fake news and disinformation have spread rapidly, with the highest number of rumors and conspiracy theories [6,55]. For example, Guo [56], exploring the spread of online rumors in China where the media environment is tightly controlled by the government, demonstrated that the government institutions also advanced some rumors themselves and contributed to the perpetration of misinformation in a coordinated effort to control the narrative.



In India, the spread of fake news occurred in relation to political (e.g., Citizenship Amendment Act 2019, general elections) and religious matters (e.g., Delhi religious riots) and has been a particular problem during the coronavirus pandemic [57], contributing to the epidemiological explosion in the country. According to WHO, in July 2021, India is the country that reports the most cases of COVID-19 infection after the USA [58]. Misinformation and disinformation related to Pakistan and Kashmir is also widely prevalent [59,60].



Brazil, a country that has a culture of communication via WhatsApp, witnessed the distribution of false information through this messaging service that protects private conversations. In fact, according to Alves et al. [61], WhatsApp has become an ideal platform for disinformation particularly during the 2018 presidential election, when far-right candidate Jair Bolsonaro was accused of benefiting from an undemocratic “industry” of fake news in his attempt to become president of the country. During the pandemic the situation worsened and [62] reported that “digital media, especially social networks, become a breeding ground for fake news, political attacks and large-scale misinformation”.



According to our data, the most active institution is Harvard University, with 134 papers published by affiliated authors. The top only includes North American institutions, with very few exceptions (The University of Sydney and Oxford University). It should be noted that Harvard University runs a special program to tackle disinformation through the Berkman Klein Center for Internet & Society and housed until 2019 the organization First Draft, “the world’s foremost nonprofit focused on research and practice to address mis- and disinformation” [63].



From our dataset, 950 papers (10.6%) featured in the top 20 highly productive and visible specialized journals: Applied Cognitive Psychology, PLoS ONE or Journal of Medical Internet Research. The vast majority of top 10 publications have a high impact factor and offer open access publication, which is considered the best way to improve knowledge flow and to increase research impact (the probability of being cited).



On the other hand, as we can see in Figure 20, among the mainstream journals the most dynamic is the Journal of Medical Internet Research (JMIR), the pandemic creating a fertile ground for disinformation, especially in matters of public health. Thus, there was an increase to 45 papers published in JMIR in 2020 and 22 papers in 2021 (up to date).




5.2. Conceptual Structure of Knowledge Analysis


In order to properly assess the complexity of ID research, we must first understand the conceptual foundations of the construct. Besides the progress and issues of the field, from the co-occurrence analysis we can also identify emerging concepts within themes.



The strategic diagram (Figure 10) presents six clusters out of which two are motor themes (COVID-19 and emerging technologies), two are basic and transversal (fake news and communication), one is emerging or declining themes (false memory) and one is highly developed and isolated themes (freedom of expression).



The first cluster that contains motor themes is the one entitled COVID-19, with research on COVID-19 (276 items), Internet (145), coronavirus (89), infodemic (77), public health (74), pandemic (68), China (34), stigma (33), mental health (27), SARS-COVID-2 926), prevention (23), risk communication (22), health information (19), infoveillance (19), health literacy (19), patient education (19), anxiety (18), surveillance (18), women (17), risk perception (16), etc.



Many of the topics in this cluster have China as a major player in this new global disinformation order from at least two perspectives: surveillance capitalism [64,65] (that is, the ways in which technology—especially the Internet—is used for social control) and infodemia—information pandemic triggered by the virus pandemic [66].



Until the protests in Hong Kong in 2019, Chinese disinformation operations were carried out on domestic online platforms such as Weibo or WeChat. However, China’s growing interest then also spread to Facebook, Twitter or YouTube, which could or should be a wake-up call for targeted democracies [56].



In the context of the coronavirus pandemic, we are simultaneously facing an informational pathology with dramatic effects on the human psyche and, consequently, on its health [15]. Moreover, the infodemia and mistrust feed into each other, therefore disinformation can have devastating effects on society, causing division between groups, social tensions, weakening the rule of law and creating general confusion [67]. COVID-19 pandemic management, with all related syncopes, has generated a crisis of confidence (eroding public trust in a COVID-19 vaccine), a wave of skepticism fueled by COVID-19 misinformation narratives and conspiracy theories proliferating in social media [68]. In addition, as long as the crisis in health persists, the information war connected to it will also exist. In a joint statement, WHO, United Nations, UNICEF, UNESCO and other international organizations stressed the fact that only by reducing uncertainty can the effects of disinformation be limited [69]. Thus, the new study area is aimed at finding measures to strengthen resilience (personal and societal) in the context of the coronavirus pandemic [70].



The second cluster with motor themes, emerging media, must be understood in the context of online social networks and revolutionary technologies, which have fundamentally changed the way information is produced, consumed and transmitted: media (102 items), machine learning (86), fake news detection (66), deep learning (62), social network (52), natural language processing (49), artificial intelligence (35), sentiment analysis (32), classification (30), online social networks (28), data mining (27), reliability (20), transparency (18), privacy (18), advertising (17), text mining (17), rumor detection (17), crowdsourcing (16), text classification (15), blockchain (15).



Emerging media offer unlimited possibilities in terms of expression, participation, mobilization, but at the same time make way for disinformation, misinformation, confusion, division, polarization, etc. The new information disorder is organically linked to the media emergence and explosion, says the EU expert Alina Bârgăoanu [14]. They create the technological infrastructure that allows instant dissemination of fake news, fake visuals, opinions and interpretations that are disconnected from facts; and, above all, a lot of emotions are stirred [71].



In specialized literature we can already see a well-defined outline for studies that investigate the impact that artificial intelligence or virtual reality have in creating, detecting, spreading, stopping false content or misinformation, the use of narratives using machine learning, distorted deep fake interpretations, generation of computational propaganda campaigns, etc. [70,72,73]. Recently, because fighting this infodemic has become a significant challenge, researchers came with solutions for data analysis and fake news detection by applying emerging technologies such as Artificial Intelligence, Internet of Things, deep learning, blockchain, Neural Network, Fuzzy [74], machine learning algorithms [75] or chatbots [76].



Amid the global pandemic crisis, the importance of providing reliable information becomes increasingly crucial [77]. Emerging technologies (such as blockchain) could have an impact in filtering, combating or blocking fake news and deep fakes. Due to the traceability, transparency and decentralization nature [78,79], blockchain is going to revolutionize the way information is produced and distributed and will increase confidence by providing communications and media organizations and online users with trusted data tracking systems, ensuring a reliable way of verifying digital content, including video, and its source and history [80,81,82].



Basic and transversal themes are included in the fake news cluster, covering topics such as fake news (878 items), misinformation (683), social media (662), disinformation (343), Twitter (178), social networks (110), post-truth (110), journalism (96), media literacy (79), Facebook (77), propaganda (75), fact-checking (60), trust (60), democracy (54), information literacy (49), credibility (49), climate change (41), etc.



In the post-truth era, communication takes forms and channels of manifestation that we are just beginning to identify and understand [8,79]. So, in this cluster we find dominant themes which try to pin down “the new informational disorder”, the changes, and even malformations affecting the current informational ecosystem, from politics, economy, environment, health to society, culture, journalism, science, education and technology. However, we also find research on very narrow or new topics (either due to technology, or to the pandemic context), such as the blockchain approach for detecting and blocking fake news in social networks [81,82], data deficits on social media [68,83], cognition security [84], misinfodemics [85,86], etc.



Nevertheless, fake news should be annihilated by cultivating media literacy [87] and information literacy [88], by sharpening critical thinking and the ability to decode messages [89]. However, in the current context of “infobesity”, “infoxication”, “infosaturation” or “data smog” [90,91,92], more and more people are actually overwhelmed when it comes to assessing the credibility and importance of content they come in contact with for the first time in the online environment [91]. A solution to navigate more easily through the “information jungle” [93] would be to use critical thinking abilities, as well as abilities to critically ignore information [70,94].



Less studied topics that have potential for future research identified in this cluster are combating misinformation through nudging [95,96] or manipulation via TikTok [97]. Manipulation is possible on all platforms, but of all the social networks, TikTok, a platform with many children and young people among its users, is the most vulnerable to fake news and disinformation [98,99].



The second cluster with basic and transversal themes is health communication, and it includes topics about disinformation as a risk to public health (misleading health information, false claims, conspiracy theories, patient protection fraud, etc.): communication (88 items), vaccination (62), health communication (54), education (51), infodemiology (35), ethics (37), qualitative research (36), contraception (31), vaccines (28), pregnancy (28), abortion (27), vaccine hesitancy (27), attitudes (24), reproductive health (24), adolescents (24), immunization (23), HIV (23), nutrition (21), vaccine (21), regulation (19), gender (18), news media (18), information dissemination (18), misconceptions (18), etc.



Since March 2020 we have been fighting the COVID-19 pandemic. Huge efforts have been made to study and find the vulnerabilities of this new coronavirus, to develop an effective vaccine, but also to stop the spread of misinformation about the harmful consequences of vaccination [67,68,74]. It has never been clearer that communication is an important public intervention in health [70].



Whether true or false, excessive amounts of information can negatively affect people’s health, increasing stress and possibly causing people to accept advice that could be dangerous [29]. However, this is not a new problem, even though online misinformation, with and without public health intent, has become a major political and societal problem in the current context of the coronavirus pandemic [31]. We have witnessed over the years the erroneous, unclear, misleading or false communication of health-related information on topics such as diet and fitness, contraception and pregnancy, especially among vulnerable groups such as children, adolescents and young people, who face a higher risk to be misled [100]; promoting false remedies and wrong beliefs for terminal or chronic illnesses such as cancer or smoking [30,101]; anti-vaccine propaganda [102]; spreading false narratives about the pharmaceutical and beauty industry [103]; fueling misconceptions about HIV, AIDS, Ebola or Zika [104], etc.



So far, research [30,31,77] has shown that false or misleading discourse regarding health information comes in various forms that require different reactions. New topics of interest are those related to mental and psychosocial health during and after the pandemic [105] or the way in which online platforms and social networks will handle these threats [106]. A solution may come from infodemiology that aims to study how best to manage these threats [16,107]. In theory, this can also be achieved by providing clear information that can help the public better understand the current situation of media literacy. For example, in a recent study [55] that examines how COVID-19 vaccine rumors and conspiracy theories circulate on online platforms, the authors suggest that by tracking COVID-19 vaccine misinformation in real time and engaging with social media to disseminate correct information could help the public against misinformation. At the same time, as [108] show, a better understanding of the relationship between public emotions and rumors during the epidemic may help generate useful strategies for guiding public emotions and dispelling rumors. Moreover, the authorities should more clearly communicate the necessity of the measures taken to combat the current crisis, such as the use of web-based monitoring methods to guide public emotions and behavior [108]. The cluster comprising emerging or declining themes was named false memory because of the subjects it covers: memory (120 items), false memory (108), misinformation effect (70), eyewitness memory (66), suggestibility (64), children (45), eyewitness testimony (37), rumor (35), memory conformity (31), source monitoring (29).



Many themes in this cluster stem from the research of Elizabeth Loftus, a psychologist and expert in human memory, who has conducted numerous studies trying to explain the sensitivity of memory to distortion [109,110]. She demonstrated through a series of experiments that false memories can be induced through suggestion, and this can be achieved relatively easily. Loftus has been studying false memories since the 1970s, and her work has revealed the serious consequences that disinformation can have on memory. She also showed that these memories can become stronger and more vivid over time [49]. In some cases, the original memory may even be modified to incorporate new information or experiences [111]. Moreover, a false memory transmitted during a criminal testimony can lead to an innocent person being convicted of a crime [112].



In more recent studies, Murphy et al. [113] highlighted that exposure to propaganda may include false memories or push polls exposure increase false memories for fake news. Surprisingly, people with exceptional memory are still likely to do things without realizing it [114]—an aspect that still needs in-depth research—which explains why this cluster is in both the emerging and declining area.



A new research theme (multidisciplinary research field) has emerged, cognition security, which investigates the intrinsic propagation and cognition mechanisms of fake news [84]. In addition, recent studies on memory and cognitive processes [115] try to explain how this type of information works on individuals and what makes them so easily attracted and determined to believe what they are told.



Due to an increase in disinformation, misinformation and fake news during the coronavirus pandemic, Greenspan and Loftus [105] suggest that it is more important than ever to understand the factors that influence the development of false memories [70]. For example, the study by Greene and Murphy [116] measures the susceptibility to false memories that follows exposure to fabricated news stories about the pandemic or the work of Murphy and Flynn [117] which studies how deep fake videos may distort memory for public events.



The cluster highly developed and isolated themes is grouped around freedom of expression (15 items) and also includes authoritarianism (14), Indonesia (14), censorship (14), television (10), Middle East (8), immigration (8), public diplomacy (8), soft power (7), Iran (7), free speech (7), digital technologies (6), political economy (6), human rights (6), copyright (6), Malaysia (5).



We also encounter topics about “computational propaganda” used as a tool for controlling information, weaponization of information and social media, COVID-19 as a political weapon [62] and misinformation in the post-truth era as part of the hybrid arsenal of authoritarian states for which social media has become an associated working tool [32,33,79]. Other issues address authoritarian states such as Iran, some states in the Middle East, or less developed, more politically and economically fragile countries (e.g., Malaysia, Indonesia) where human rights are violated, and which have found an opportunity to carry out social media and social networks campaigns to promote their regimes and silence their dissidents [56].



Another interesting topic is connected to deep fakes and how they affect the democratic process, whereby constant contact with misinformation causes users to lose confidence in what they see and hear, leading to a phenomenon in which individuals will look at everything around them as false information [70]. In this way, the security of the individual, the attribution of words and personal identity are subject to an increasing number of threats.



Because in an information-dominated society, situations of information pollution are not excluded, the individual’s ability to find some order in the information chaos (real or apparent), to control information through selection, ranking, processing, to identify and eliminate irrelevant, eroded or useless elements, becomes a necessary feature, without which the question of his freedom could not be posed [79]. Therefore, this cluster not only launches new topics for discussion but also invites us to reflect on the limits of freedom in an era dominated by digital technologies, whose development seems to have no other limit than that of time.



On the other hand, as we can see in Figure 11, the field of ID is maturing, with varied research themes in different periods, with the one connected to the coronavirus being in a development stage. The same holds true for deep learning and fact checking (online news) because of the rapid progress of technology. It is clear from the diagram that the term “fake news” started gaining in popularity in 2016, when presidential elections took place in the United States. Later it began to be used frequently by experts in political communication, international relations and security studies, with references to Russian disinformation campaigns (Russia’s involvement in the internal affairs of some Central and Eastern European states, as well as in the presidential elections in the United States, on vaccines, etc.).




5.3. Intellectual Structure of Knowledge Analysis


De Bellis [43] stressed the fact that the citation and co-citation networks among scientific documents in a specialized area over a given period of time may be thought to reflect its socio-cognitive structure and evolution. Therefore, by taking citations into account as indicators of usage and visibility, we were able to assess the structure of the essential part of fundamental literature on ID regarding important documents, authors, and journals. At the same time, citation context analysis gave us useful perspectives on the performance of certain scholars and research groups concerning the impact citations have on researchers’ work. From Figure 12 one can notice that, after 2016, there has been a very rapid increase in the number of citations, which confirms both the researchers’ growing interest and the evolution of the field.



The most cited author is Professor Brendan Nyhan, Dartmouth College, whose research focuses on misperceptions and conspiracy theories about politics and health care, political communication and the media, political scandal and corruption (Table 2). At the time of writing this paper, 49 documents co-authored by professor Nyhan that have 4498 citations are included in WoS. However, it is important to note that in our collection, the author with the most published papers (Loftus) has the highest h index (21) and g index (44). However, in a recent large scale-study, Koltun and Hafner [118] suggest that the “h-index is no longer an effective correlate of scientific reputation” and should be reconsidered.



On the other hand, if we are looking at global citations, the first position in the top 10 most globally cited documents is occupied by Meyers’ paper from 1997, with 1294 global citations. The paper [119], published in Organic Geochemistry (journal that appears in the top 10 most cited journals only with this paper—see Table 6), talks about how the magnitude of the diagenesis can be a potential source of misinformation, and the author stresses the idea that it “must always be considered and evaluated”. Although the paper addresses an information disorder, namely misinformation, it is a niche (a very specialized, narrow field). So, we can ask ourselves: “It is really an impactful paper (in our analysis)?” Basically, Meyers’ presence demonstrates that, for many documents, a large part of global citations could come from other disciplines. Therefore, by looking at local citations we can measure the impact of a document in the analyzed collection.



Browsing the most cited papers (Table 3) provided a very quick understanding of ID mainstream related research and its major trends. The most cited papers belong to economists Hunt Allcott (New York University) and Matthew Gentzkow (Stanford University). In their study [120], they estimated an ordinary US adult consumed one to three fake news in the months leading up to the 2016 presidential election. They also identified other practices that could be likened to fake news, such as journalistic errors, the spread of clearly unreasonable rumors, the spread of conspiracy theory, political satire, unfounded or false statements made by politicians and electoral contestants or journalistic content that is not false, but is created in a way that confuses voters.



In terms of relative impact of countries, American research was outstanding with 52.72% of all citations referencing papers from the USA (52,015 citations) with an average article citation of 16.079. Interestingly, Iraq has only 10 papers but leads in the top of average citations per year (34.5).



The most cited institution is the University of Michigan, as a leader in research, learning and teaching for more than 200 years (Table 4). According to the Times Higher Education University ranking [121], University of Michigan is ranked 15th in the World Reputation Rankings 2020. This could be due to Meyers’ affiliation with the University of Michigan and with the fact that some of the most cited authors, such as Brendan Nyhan or Professors Lewandowsky and Ecker, either worked for a time at the University of Michigan or they wrote in collaboration with authors affiliated to this university [53,122].



After analyzing the dispersion of journal citations, we found that the journal with the greatest influence on the field is Applied Cognitive Psychology (Table 5). The most cited journal entry in our dataset belongs to Hyman et al. [123]. It is about false memories of childhood experiences and has 271 citations. It is followed by Loftus et al. [124], with a paper about individual differences in memory and suggestibility.



The analysis of co-citation was first presented by Small in 1973 in [36] and since then it has been the dominant method for creating bibliometric maps. A special case of co-citation analysis is “author co-citation analysis”, in which the analyzed units are authors. This method has also been applied for the analysis of journal co-citation (in which case the analyzed units are journals) and cited references (in which case the analyzed units are papers in bibliographic association). The power of co-citation and the power of bibliographic association express the resemblance between two journals, two authors or two documents, as reflected by the authors’ reference system. All three forms of co-citation analysis were applied in this study. The resulting maps can be interpreted as follows: a long distance between points representing objects corresponds to a weak resemblance and vice versa.



The author with the biggest impact is Elizabeth Loftus. However, we can notice in Figure 13 that the ID phenomenon is examined by various specialists, bringing together experts from different fields or with similar specializations who have common research interests. To paraphrase Lazer et al. [125], addressing ID news requires a multidisciplinary effort, which is classified in five clusters:




	
The red cluster, oriented towards political psychology, behavioral economics, behavioral science, includes Lewandowsky Stephen, Allcott Hunt, Nyhan Brendan, Gordon Pennycook and organizations such as WHO and the European Commission.



	
The green cluster is dominated by cognitive psychology, false memory and has authors such as Elizabeth Loftus, Henry L. Roediger, Daniel B. Wright or Lindsay D. Stephen.



	
The blue cluster is more oriented towards computer science, artificial intelligence, deep learning, machine learning, social computing, with researchers such as Soroushi Vosoughi, Kai Shu, Suhang Wang, etc.



	
The yellow cluster is focused on developmental psychology, human cognition, consumer psychology, having Stephen J. Ceci, Charles J. Breinerd, Merrie Brucks as central scholars.



	
The purple cluster groups together topics connected to cognitive science and memory and includes researchers such as Ullrich K. H. Ecker, Johnson H.M. and Marsj E.J.








It is no coincidence that we find WHO in the red cluster, since it is an organization responsible for managing global health issues, setting the health research agenda, setting norms and standards and developing evidence-based policies. In the current global COVID-19 crisis, researchers ground their studies on data and information provided by WHO and other institutions, such as the European Commission.



The most influential work (Table 6) is written by Vosoughi, Roy and Aral [72], who studied behaviors of spreading fake news on Twitter. Their research suggests that disinformation spreads further, faster and deeper than the truth in all categories of information because of perceived novelty and the ability to inspire fear, disgust and surprise.



A more visualized representation of relationships among prolific scholars, references they cite and keywords they use is shown in Figure 21, a three-fields plot. The left-most column represents the references the top authors cite, the middle column shows scholars’ names contributing the most to the research in the field of ID and the right-most column represents the most used keywords used by the authors.



Taking into consideration the height of the boxes and the thickness of the connecting lines (the taller the box, the more significant and the thicker the lines’ correlation, the more information or volume of work was produced [54]), the above diagram emphasizes the central research content as misinformation, social media, communication and fake news with emerging topics as infodemic, pandemic, coronavirus and COVID-19.



In Figure 14 we can see that the essential part of the intellectual base really belongs to ID research in fields such as health, communication, politics, technology and psychology, with several journals placed in the center of the map and less cited and co-cited journals in more peripheral positions. VoSViewer identified four major clusters. In each of them we can distinguish a core publication around which the others gravitate:




	
The red cluster (287 items) includes journals from the medical/health area such as LANCET (1524), Nature (1112), J. Med. INTERNET RES. (1279), Vaccine (1509), BMJ-BRIT. MED. J. (803) or JAMA-J. AM. MED. ASSOC. (1395).



	
The green cluster (267 items) focuses more on communication, political sciences and economics, and includes NY Times (1765), Forbes, BBC, ABC News, Business Insider, Corriere della Sera, Economist, El Mundo, Financial Times, Foreign Policy, Gallup, Guardian and journals such as J. Commun. (1507), Digit. Journal (971), J. ECON. PERSPEC. (722), Harvard Law Review (90), etc.



	
The blue cluster (236 items) is oriented towards technology and sciences and comprises: SCIENCE (2711), PLoS ONE (2327), Comput. Hum. Behav. (1137), P. Natl. Acad. Sci. USA (1564).



	
The yellow cluster (210 items) focuses on different aspects of psychology and includes Appl. Cognitive Psych. (2522), Mem. Cognition (2311), J. Exp. Psychol. Learn. (2022), J. Pers. Soc. Psychol. (1675) and J. Exp. Psychol. Gen. (1528).








Among the most co-cited sources, there are both high impact journals such as Science, Appl Cognitive Psych or Lancet, and journals dedicated to a particular field of research such as allergology (Journal of Allergy and Clinical Immunology—126; Clinical & Experimental Allergy—46; Allergy—34; Pediatric Allergy and Immunology—21).




5.4. Social Structure of Knowledge Analysis


The social structure shows how authors, institutions or countries relate to others in the field of scientific research of information disorders. As one can see from Figure 15, there are some cooperation patterns between the topmost productive and cited authors, but in general these research communities are islands of cooperation.



There is a need for a global cooperative effort among researchers and institutions to produce studies that help expose the harmful impact of fake news, mis- and disinformation and to propose potential remedies. In our set, co-authors per document is 3.05 and collaboration index 3.02. Authors that have co-authored also tend to be located close to each other on the map. Eleven collaborative groups were found.



From Figure 16 we can see that in each cluster there are some core countries. By looking at the clusters placed further from the core countries, such as the one which includes Austria, Czech Republic, Slovakia, Poland, Hungary, Romania or Ukraine, we notice that the geographical advantage (they are all countries from Central and Eastern Europe) is not a primary factor that influences collaborations and relationships and that disinformation, misinformation and fake news are fields of interest for researchers all over the world, with research themes waiting to be developed further (e.g., how geopolitics is shaping online communities’ responses to the pandemic or what is the impact of religious misinformation in Latin America). These results are similar with those of Abu Arquob et al. [26] and Jancowski [51] who suggest that there are some regions, such as Africa and South America, where research on ID has not been conducted and further studies need to be carried out.



Regarding the collaborative research aspects, our study’s results can be summed up as follows: There were some collaboration patterns between the highly cited, most productive authors, countries tended to work together for a core-country, and regional cooperation among institutions predominated. Most of all, we need to create collaboration mechanisms that involve not only higher education institutions and research units, but also monitoring organizations, experts in the field, social media platforms, government and decision makers [11] to make sure that data deficits can be identified early on and replaced with accessible, evidence-based information [83]. These results are in line with those of Skarzauskiene et al. [126], who argue that in this way the successful spread of harmful narratives can be prevented.




5.5. Limits and Suggestions for Further Research


The data we analyzed provided interesting insights on research about ID: the number of publications, authors, and journals has increased, research on ID has earned considerable attention in multiple academic fields, there are more and more works written in collaboration by people from different parts and cultures of the world, etc.



Nevertheless, there are some limitations that should be acknowledged: (a) Our study was based on a sample of documents from WoS (there are other databases that should be explored); (b) There are other terms related to the subject of this study which can be taken into consideration, such as “misinfodemics” or “viral misinformation” [85,106]; (c) Following the analysis of the complete data set covering the period 1975—present, we made an overview of the field, considering the impact of documents, authors and how publication in journals changes over time; (d) Regarding institutions, we did not separately analyze the affiliation of authors to private and public institutions, academic or non-academic ones; (e) We did not insist on the type of journals (open access or non-open access), nor on the publishers. For example, we did not focus on predatory publishing. Considered "the fake news of science", predatory practices represent not only a global threat to quality science, but they also particularly affect young students and researchers). Bibliometrics is not designed to evaluate research performance directly, so this type of analysis should be accompanied by qualitative analysis as well.



However, these limitations can be seen as pathways for future research. The co-occurrence analysis indicates there are important, highly specialized, niche topics or less prominent key aspects that are less researched and are awaiting contributions. Here are some examples identified by us, with some of them being mentioned in other studies as well [6,12,70,125,127]: the impact of religious misinformation in different countries; how to develop literacy programmes to combat mis-, mal- or disinformation; what are the psychological consequences of mal- or non-information; what are the implications of artificial intelligence that enables fake news creation and sharing (deep fake techniques); how new technologies such as blockchain can prevent digital disinformation; what are the effects of information overabundance or of the information vacuum; how data analytics and open-source tools can be used to identify misinformation and disinformation networks; individual security and cognitive security; combating misinformation through nudging; how to build resilience to misinformation.



Similarly, we need to understand the infodemic if we are going to address it. Questions to be asked before the next infodemic occurs [128]: how geopolitical and nationalist narratives are influencing online communities regarding medical cures; how to debunk false information especially on social media; how to measure, post-pandemic, the effects of misinformation on the mental health of the population; what ways are there to identify “data deficits” and “data voids” in order to prevent the spread of medical disinformation narratives [83,129]; how to build our mental (and therefore social) resilience [70], etc.





6. Conclusions


This paper conducted a comprehensive quantitative analysis and evaluation of the literature on the complexity of ID in the Web of Science Core Collection database from 1975 to June 2021. The goal of this study was to map an overall picture of the topic from a global perspective, clarify the knowledge framework of research in this field, examine the development dynamics, identify future research directions and enrich understanding of the research on ID. Three types of bibliometric indicators were used: quantity indicators (for measuring productivity), quality indicators (for measuring the impact) and structural indicators (for measuring the connections). A network analysis (i.e., co-keyword analysis, co-authorship analysis and co-citation analysis) was also performed and major clusters of the information disorders research were identified.



We witnessed a significant development in a range of disciplines (history, media and communication, education, psychology, philosophy, health, economics, environment, etc.) with contributions to research made by a big number of authors (26,242). The co-occurrence of author keywords demonstrates a substantial diversity and a significant variety of published ID literature, with a remarkable increase in research on distorted narratives, misleading interpretations, the negative influence of false content on human behavior, the effects of exposure to fake news about COVID-19 on social media, how digital platforms combat misinformation, etc. On the other hand, addressing news reports that disseminate false information requires a multidisciplinary effort. After 2016, there has been a rapid increase in the number of citations, which confirms both the researchers’ growing interest and the evolution of the field. We also identified emerging concepts within themes included in six clusters, out of which two are motor themes (COVID-19 and emerging technologies), two are basic and transversal (fake news and communication), one is emerging or declining themes (false memory) and one is highly developed and isolated themes (freedom of expression).



Undoubtedly, the digital revolution has brought with it a series of information disorders which affect each and every one of us. We are witnessing a true technocalypse, in which the truth is contested, denied, settled, judged, condemned with ferocity [130]. Hence, several questions remain: What is the truth? What does communication look like from the perspective of technological evolution? What is the influence of literature? What is new and what is true about mis-, mal- and disinformation? How much does fake news and disinformation affect our daily existence? What news has the biggest impact and in what way? How serious is the problem of ID, of informational pathologies? What makes people accept and distribute fake news and what can be done against misinformation? How do opinions influence public health messages? How do we build psychological “immunity” against online mis- and disinformation? etc. All these and others demand a reformulation of the research framework and a common effort of the whole society.



In conclusion, based on our findings, we believe that this paper makes important contributions to the literature, not only by providing researchers and practitioners with a coherent and perceptible intellectual basis to find answers, but also by bringing valuable insights for further investigation and future research directions.
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Figure 1. PRISMA guidelines. 
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Figure 2. Cited documents. 
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Figure 3. Temporal evolution of scientific productivity. Information disorders research papers published from 1975 to June 2021. 
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Figure 4. Word TreeMap of high-frequency authors keywords. 
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Figure 5. Dynamic of authors keywords in the information disorders literature. 
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Figure 6. Visibility of scientific production. Legend: The color intensity is proportional to the number of publications. 
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Figure 7. Bradford zones regarding the distribution of publishing sources productivity. 
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Figure 8. Map of key descriptors about information disorders (Of the 117,029 terms, 3228 meet the threshold (minimum number of occurrences of a term is 10). 
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Figure 9. Overlay visualization of the scientific landscape. 
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Figure 10. Strategic diagram depicting the performance of ID research themes. Legend: The volume of each bubble is proportional to the number of documents containing each keyword. 
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Figure 11. Thematic evolution of the ID research over time (1975–June 2021). Legend: node = topic; size = number of keywords included in the theme; colors = to distinguish different research themes; width = to indicate the number of shared keywords. The thicker the line, the higher the relevance of the two themes. 
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Figure 12. Citation dynamics. Average article citation per year. 
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Figure 13. Co-citation networks of authors. 
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Figure 14. Co-citation networks of publication sources. 
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Figure 15. Map of authors with collaborative links. 
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Figure 16. The dynamics of international collaboration between countries in the field of ID. 
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Figure 17. The institution co-authorship. (a) North American universities; (b) universities in the Asian and Oceanian space. 
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Figure 18. The frequency distribution of scientific productivity. 
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Figure 19. Top authors production over time. Legend: line = authors’ timeline; bubble size = number of documents per year; color intensity = total citations per year. The first bubble on a line shows when an author began to publish in the field. A big bubble indicates a big number of articles published per year. The darker the color, the higher the number of citations [54]. 
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Figure 20. Top 10 source dynamics (in terms of number of publications per year). 
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Figure 21. A three-field plot of references, authors and themes of ID. 
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Table 1. Search criteria.
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	Criteria
	Details





	Database
	Web of Science Core Collection



	Citation Index
	SCIE (Science Citation Index Expanded) and SSCI (Social Sciences Citation Index)



	Topics
	“disinformation”, “dis-information”, “misinformation”, “mis-information”, “malinformation”, “mal-information”, “fake news” and infodemic*



	Time span
	1975–June 2021



	Document type
	Articles, books, book chapters, proceedings papers, reviews



	Language
	Any language
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Table 2. Top 10 most cited authors.
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	Author
	h_Index
	g_Index
	Citations
	Documents





	Nyhan B.
	12
	18
	2513
	18



	Lewandowsky S.
	20
	40
	2510
	40



	Ecker U.K.H.
	17
	35
	2031
	35



	Loftus E.F.
	21
	44
	2012
	54



	Pennycook G.
	9
	19
	1345
	19



	Quattrociocchi W.
	13
	18
	1096
	18



	Wright D.B.
	15
	26
	1023
	26



	Vraga E.K.
	9
	22
	504
	25



	Garry M.
	13
	22
	491
	22



	Bode L.
	9
	19
	459
	19
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Table 3. Top 10 most local cited documents.
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	Document
	DOI
	LC
	GC





	Allcott H., 2017, J. Econ. Perspect.
	10.1257/JEP.31.2.211
	570
	679



	Lazer D.M.J., 2018, Science
	10.1126/SCIENCE.AAO2998
	387
	648



	Lewandowsky S., 2012, Psychol. Sci. Publ. Int.
	10.1177/1529100612451018
	377
	771



	Loftus E.F., 2005, Learn Memory
	10.1101/LM.94705
	282
	601



	Tandoc E.C., 2018, Digit. Journal
	10.1080/21670811.2017.1360143
	272
	362



	Nyhan B., 2010, Polit. Behav.
	10.1007/S11109-010-9112-2
	264
	846



	del Vicario M., 2016, P. Natl. Acad. SCI. USA
	10.1073/PNAS.1517441113
	193
	480



	Lewandowsky S., 2017, J. Appl. Res. Mem. Cogn.
	NA
	152
	266



	Johnson H.M., 1994, J. Exp. Psychol. Learn.
	10.1037/0278-7393.20.6.1420
	124
	214



	Kuklinski J.H., 2000, J. Polit.
	10.1111/0022-3816.00033
	118
	337







Legend: LC = local citations; GC = global citations.













[image: Table] 





Table 4. Top 10 most cited institutions.
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	Organization
	Documents
	Citations





	University of Michigan
	75
	5019



	Harvard University
	112
	3806



	The University of Western Australia
	62
	2635



	University of Pennsylvania
	68
	2471



	MIT
	43
	2310



	NYU
	62
	2101



	University of Toronto
	69
	1913



	Yale University
	50
	1901



	Stanford University
	59
	1769



	Georgia State University
	26
	1733
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Table 5. Top 10 impact sources.
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	Source
	h_Index
	g_Index
	TC
	NP
	IF





	Applied Cognitive Psychology
	27
	48
	2725
	119
	2005



	PLoS ONE
	20
	48
	2424
	91
	3.24



	Proceedings of the National Academy of Sciences of the USA
	14
	37
	1393
	37
	11,205



	Vaccine
	14
	29
	1332
	29
	



	Organic Geochemistry
	1
	1
	1294
	1
	



	Memory
	21
	33
	1260
	75
	2.09



	Journal of Medical Internet Research
	16
	33
	1175
	87
	5428



	Psychological Science
	16
	22
	1141
	22
	



	Memory & Cognition
	19
	33
	1122
	36
	2272



	Political Behavior
	5
	10
	1092
	10
	







Legend: TC = total citations; NP = number of papers; IF = impact factor.
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Table 6. The top 10 most co-cited publications.
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	Cited Reference
	Citations





	Vosoughi S., 2018, Science, v359, p1146, doi 10.1126/science.aap9559
	610



	Allcott H., 2017, J. Econ. Perspect., v31, p211, doi 10.1257/jep.31.2.211
	425



	Lazer D.M.J., 2018, Science, v359, p1094, doi 10.1126/science.aao2998
	425



	Lewandowsky S., 2012, Psychol. Sci. Publ. Int., v13, p106, doi 10.1177/1529100612451018
	405



	Loftus E.F., 1978, J. Exp. Psychol.-Hum. l, v4, p19, doi 10.1037/0278-7393.4.1.19
	317



	Tandoc E.C., 2018, Digit. Journal, v6, p137, doi 10.1080/21670811.2017.1360143
	310



	Nyhan B., 2010, Polit. Behav., v32, p303, doi 10.1007/s11109-010-9112-2
	286



	Loftus E.F., 2005, Learn Memory, v12, p361, doi 10.1101/lm.94705
	285



	Johnson M.K., 1993, Psychol. Bull., v114, p3, doi 10.1037/0033-2909.114.1.3
	276



	Kai Shu, 2017, ACM Sigkdd Explorations Newsletter, v19, p22, doi 10.1145/3137597.3137600
	246
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Table 7. Most relevant countries by corresponding author.
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	Country
	Articles
	Freq
	SCP
	MCP
	MCP_Ratio





	USA
	3235
	0.38724
	2691
	544
	0.1682



	United Kingdom
	669
	0.080081
	447
	222
	0.3318



	Australia
	378
	0.045248
	266
	112
	0.2963



	Spain
	356
	0.042614
	302
	54
	0.1517



	Canada
	346
	0.041417
	245
	101
	0.2919



	Germany
	269
	0.0322
	193
	76
	0.2825



	China
	260
	0.031123
	156
	104
	0.4



	Italy
	250
	0.029926
	183
	67
	0.268



	Brazil
	209
	0.025018
	186
	23
	0.11



	India
	186
	0.022265
	158
	28
	0.1505







Legend: MPC = multiple country publications; SCP = single country publication. MPC indicates for each country the number of documents in which there is at least one co-author from a different country. MCP measures the international collaboration intensity of a country.
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