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Abstract: Nowadays, sustainable development is considered a key concept and solution in creating
a promising and prosperous future for human societies. Nevertheless, there are some predicted
and unpredicted problems that epidemic diseases are real and complex problems. Hence, in this
research work, a serious challenge in the sustainable development process was investigated using the
classification of confirmed cases of COVID-19 (new version of Coronavirus) as one of the epidemic
diseases. Hence, binary classification modeling was used by the group method of data handling
(GMDH) type of neural network as one of the artificial intelligence methods. For this purpose, the
Hubei province in China was selected as a case study to construct the proposed model, and some
important factors, namely maximum, minimum, and average daily temperature, the density of a city,
relative humidity, and wind speed, were considered as the input dataset, and the number of confirmed
cases was selected as the output dataset for 30 days. The proposed binary classification model
provides higher performance capacity in predicting the confirmed cases. In addition, regression
analysis has been done and the trend of confirmed cases compared with the fluctuations of daily
weather parameters (wind, humidity, and average temperature). The results demonstrated that the
relative humidity and maximum daily temperature had the highest impact on the confirmed cases.
The relative humidity in the main case study, with an average of 77.9%, affected positively, and
maximum daily temperature, with an average of 15.4 ◦C, affected negatively, the confirmed cases.

Keywords: sustainable development; COVID-19; GMDH algorithm; binary classification;
environmental factors

1. Introduction

The concept of sustainable development as a new concept, process, and undeniable fact has
emerged in the policies of major governments, and plays a key role in the development of human
societies [1–3]. Sustainable development is, generally, a combination of the three social, economic,
and environmental goals in which political goals are involved. In fact, sustainable development is
the advancement of the quality of all aspects of life of today’s generation without creating negative
impacts on the lives of future generations. While it may seem easy to create sustainability in theory,
the process of sustainable development faces many unforeseen problems and obstacles that slow down
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the process. One of the anticipated problems is the emergence of epidemic diseases that not only have
a negative impact on the economy but also cause social problems, both of which are fundamental to
sustainable development. Although this is a temporary and transient problem, it has the potential
to disrupt the process, which can have years of adverse effects. The COVID-19 (a new version of
Coronavirus) is one of the newest and most serious challenges facing governments, and there has not
been much research into this problem [4–6]. Although the understanding of COVID-19 is limited,
interim guidance on laboratory biosafety was introduced by the World Health Organization (WHO) [7].
Kampf et al. investigated the persistence of coronaviruses on inanimate surfaces and ways to deal with
it. They found that the period of persistence is nine days for coronaviruses, and some disinfectants,
such as 62%–71% ethanol, 0.5% hydrogen peroxide, or 0.1% sodium hypochlorite can be very efficient
in dealing with this virus [8]. Lai et al. have evaluated the outbreak of COVID-19 and its challenges.
Based on their results, they made some recommendations for the prevention of more outbreaks of
the virus [9]. In another study, the role of inanimate surfaces in the outbreak of coronaviruses is
investigated by Kampf. Based on the obtained results, he provided some recommendations about the
impact of surface disinfection to prevent further viral spread [10]. Telles has conducted an overview of
the behaviors of viruses. Some datasets were investigated, and the obtained results show that dynamic
mathematical modeling was essential to predict behaviors of viruses [11]. The role of media coverage
on the public was evaluated by Wen et al. Their obtained results indicated that misleading and biased
media coverage could have a negative impact on individuals’ mental health [12]. Chen et al. carried out
an investigation for predicting the number of confirmed cases of COVID-19. They evaluated the trend
of transmission and recovery rates based upon time, and a mathematical model was proposed. The
obtained results show that the proposed model had a suitable performance to predict the confirmed
cases [13]. In another study, the trend of the COVID-19 outbreak was estimated in China by Li and
Feng. Their results show that rapid and dynamic strategies can be useful to diminish and constrain the
current crisis [14]. Chinazzi et al. evaluated the effect of travel constraints to reduce the COVID-19
outbreak. The obtained results indicated that travel restrictions are highly effective in reducing the
spread of this new coronavirus [15].

It is worth mentioning that the impact of temperature on virus spread and survival show different
results. There have been some investigations on the effects of environmental parameters on epidemic
diseases, too. The flu virus spreads quickly in cold and dry conditions, while it is completely inactive
at temperatures above 30 ◦C [16,17]. However, the epidemic of one type of coronavirus, MERS-CoV,
was between April and August, which meant that the virus spread quickly in warm temperature, low
wind speed, low relative humidity, and high ultraviolet index [18].

A review of previous studies shows that very few researchers have addressed the challenges
of the COVID-19 (new version of Coronavirus) in the sustainable development process and, also,
unpredictable problems and complexity of the issues require the use of highly capable approaches like
artificial intelligence methods to understanding these types of issues. Hence, due to the importance of
the subject, the present study investigated the feasibility of artificial intelligence in the classification of
confirmed cases of COVID-19, which is a severe challenge in the sustainable development process, and
it is an imperative task. In addition, statistical analysis was carried out, and the obtained results were
discussed. It is worth mentioning that this type of analysis has not been used in previous research.

2. Materials and Methods

Two approaches were used in the current study, as follows:

• The possible correlations among the trends of confirmed cases in different case studies were
investigated, and then a binary classification model was constructed to predict and classify
using the group method of data handling (GMDH) algorithm based upon some critical factors;
maximum, minimum, and average temperature, the density of a city, relative humidity, and wind
speed were considered as the input dataset and the number of confirmed cases was selected as the
output dataset for 30 days.
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• Regression analysis was used, and a trend of the confirmed cases of COVID-19 analyzed in the
five provinces with the highest confirmed cases, including Hubei, Guangdong, Henan, Zhejiang,
and Hunan, and the daily fluctuations of confirmed cases were compared with fluctuations of
weather parameters.

Conditions of analysis

• The environmental and urban parameters in the analysis included density, sex ratio, average age,
elevation, maximum, minimum, and average temperature, relative humidity, and wind.

• For daily analysis of the possible trend between confirmed cases of COVID-19 and environmental
factors, the data of Hubei province was used.

• The climate data is based on the stations situated in the capital of the provinces or regions because
the population is generally higher in these areas.

• The analysis period was from 28 January 2020 to 26 February 2020 (30 days).
• The analysis of the possible correlations about trends of confirmed cases in different case studies

was based on the average values in one month.

2.1. Case Study

To carry out the analysis of correlation among environmental factors and confirmed cases of
COVID-19, a set of data, including 42 provinces in China, Japan, South Korea, and Italy, were used.
The selected case studies can be seen in Table 1 and are based on the most confirmed cases of COVID-19
and available data, as shown in Figure 1. It is worth mentioning that the quarantine on travel in and
out of Wuhan and the suspension of flights, trains, public buses, and the metro system began on
23 January 2020 and also on 24 January 2020 in 15 cities in Hubei [19,20]. The estimated incubation
period of COVID-19 is about 2–14 days [20].

Table 1. The selected case studies.

Country Province/
Region Capital Population

[21–23]

Density,
Population/km2

[22,24–33]

Gender
Ratio
[34,35]

Average
Age, years

[36,37]

Elevation,
m [38]

China

Hubei Wuhan 59,170,000 318 1.06 38.4 37

Guangdong Canton
(Guangzhou) 113,460,000 630 1.06 38.4 21

Henan Zhengzhou 96,050,000 575 1.06 38.4 104
Zhejiang Hangzhou 57,370,000 562 1.06 38.4 19
Hunan Changsha 68,990,000 329 1.06 38.4 63
Anhui Hefei 63,240,000 454 1.06 38.4 37
Jiangxi Nanchang 46,480,000 278 1.06 38.4 37

Shandong Jinan 100,470,000 653 1.06 38.4 23
Jiangsu Nanchino 80,510,000 785 1.06 38.4 15

Chongqing Chongqing 31,020,000 377 1.06 38.4 244
Sichuan Chengdu 83,410,000 172 1.06 38.4 500

Heilongjiang Harbin 37,730,000 83 1.06 38.4 126
Beijing Beijing 21,540,000 1313 1.06 38.4 43.5

Shanghai Shanghai 24,240,000 3823 1.06 38.4 4
Hebei Shijiazhuang 75,560,000 403 1.06 38.4 83
Fujian Fuzhou 39,410,000 324 1.06 38.4 14

Guangxi Nanning 49,260,000 209 1.06 38.4 499
Shaanxi Xi’an 38,640,000 247 1.06 38.4 405
Yunnan Kunming 48,300,000 123 1.06 38.4 1892
Hainan Haikou 9,340,000 275 1.06 38.4 222

Guizhou Guiyang 36,000,000 205 1.06 38.4 1275
Tianjin Tianjin 15,600,000 1380 1.06 38.4 1078
Shanxi Taiyuan 37,180,000 181 1.06 38.4 800

Liaoning Shenyang 43,590,000 299 1.06 38.4 55
Jilin Changchun 27,040,000 2704 1.06 38.4 202
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Table 1. Cont.

Country Province/
Region Capital Population

[21–23]

Density,
Population/km2

[22,24–33]

Gender
Ratio
[34,35]

Average
Age, years

[36,37]

Elevation,
m [38]

South
Korea

Seoul Seoul 10,010,983 16541 1 43.2 38
Daejeon Daejeon 1,493,979 2767 1 43.2 94

Gyeonggi Suwon 13,653,984 1341 1 43.2 87
South

Gyeongsang Changwon 3,438,676 326 1 43.2 2

Italy

Lazio Rome 5,879,082 341 0.93 44.6 13
Veneto Venice 4,905,854 272 0.96 45.1 1

Emilia-Romagna Bologna 4,459,477 199 0.95 45.7 54
Lombardy Milan 10,060,574 422 0.94 44.8 120

Japan

Tokyo Tokyo 13,929,286 6349 0.95 48.6 40
Kanagawa
Prefecture Yokohama 9,058,094 3770 0.95 48.6 500

Aichi
Prefecture Nagoya 7,552,873 1500 0.95 48.6 56

Nara
Prefecture Nara 1,348,930 365 0.95 48.6 56.4

Kansai region Kyoto 22,757,897 690 0.95 48.6 50
Tokushima
Prefecture Tokushima 728,633 180 0.95 48.6 11
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2.2. Group Method of Data Handling (GMDH)

Artificial Intelligence includes a wide range of methods and algorithms that work based on machine
intelligence and has many applications in various fields of science [40], including fuzzy logic theory
and application [41–46], artificial intelligence techniques and sociology [47–49], risk assessment and
hazard identification [50,51], machine learning [52–57], and meta-heuristic algorithms and clustering
techniques [58–62]. The group method of data handling (GMDH) type of neural network is one of
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these algorithms that was proposed by Ivakhnenko [63]. GMDH is a self-organization algorithm that
has been used successfully for pattern recognition, optimization of complex systems modeling, and
prediction problems, and it is also called the polynomial of the Ivakhnenko equation [63,64]. This

algorithm can predict the value of ŷi from an approximate function (
∧

f ), for each input vector (X), which
is shown in Equation (1). The basic form of a relation between input and output data can be declared
as a discrete type of the Volterra functional series, referred to as the Kolmogorov–Gabor polynomial.
Equation (2) shows the underlying neural network map, which is also called the polynomial of
Ivakhnenko [65,66].

∧
y =

∧

f (xi1 , xi2 , xi3 , . . . . . . . . . xim )

i = (1, 2, 3, . . . . . . , m)
(1)

y = a +
m∑

i=1
bi xi +

m∑
i=1

m∑
j=1

ci j xi x j +
m∑

i=1

m∑
j=1

m∑
k=1

di jk xi x j xk +
m∑

i=1

m∑
j=1

m∑
k=1

m∑
l=1

ei jkl xi x j xk xl , . . . . . . . . . . . . (2)

where Y is the output, m is the number of data, and X1, X2, X3 . . . Xm is the input variables vector. In
many cases, the quadratic and bivariate form of this polynomial is used as Equation (3).

ŷ = G (xi , x j) = a0 + a1 xi + a2 x j + a3 xix j + a4 x2
i + a5 x2

j (3)

Figure 2 shows a schematic of input and output variables of the GMDH algorithm, where X= (X1,
X2, X3, . . . . Xm) is the input dataset and Y= (y1, y2, y3, . . . . yn) is the output dataset. In this algorithm,
the input dataset is imported to the initial layer and then, after evaluation and optimization, the output
is considered as a new input for the next layer. This process is continued and stopped if the algorithm
reaches a better answer from layer (n+1) in comparison with layer (n). As mentioned before, to deal
with unpredicted and uncertain problems, the GMDH algorithm can be applied as a powerful tool.
Hence, a binary classification analysis was done by the GMDH algorithm in the present study [67–69].
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3. Results

3.1. Binary Classification Modelling Using GMDH

Before binary classification modeling using the Gmdh algorithm, a regression analysis was
conducted among the total data set (See Table A1 in Appendix A) for 42 case studies in four countries,
including China, Japan, South Korea, and Italy. This analysis shows that there is a low correlation
coefficient (R2); hence, it can be concluded that we should evaluate case by case for binary classification
modeling, and Hubei province in China was selected as a case study for this part of the analysis.
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Initially, evaluating the parametric correlation of each independent input dataset is necessary for
carrying out reliable modeling [70–73]. Hence, before modeling, a correlation analysis was conducted
using Pearson’s correlation coefficient among the dataset for five independent input data, including
maximum, minimum, and average temperature, relative humidity, and wind speed. Furthermore, it
should be noted that independent input data, including the density of the city, is not considered for
evaluating the parametric correlation because the value of this parameter is constant. The mathematical
relations of Pearson’s method can be expressed in Equations (4)–(7) [74].

ρ = r =
SPDxy

√
SSX . SSY

(4)

SPDxy =
∑

xy −
(
∑

x) (
∑

y)
n

(5)

SSX =
n∑
i

x2
i −

(
∑

xi)
2

n
(6)

SSY =
n∑
i

y2
i −

(
∑

yi)
2

n
(7)

where ρ is the Pearson’s correlation coefficient for two independent parameters that are shown with X
and Y, and SPDxy is the covariance between them. The standard deviation of X and Y are indicated
with SSX and SSY. Table 2 shows the results of the correlation coefficient analysis for five independent
input data. According to the previous studies, when

∣∣∣ρ∣∣∣ 〉 0.8, the correlation coefficient is strong, hence
the obtained results show that independent input data were correctly selected. Although there is a
correlation coefficient of 0.83 between the maximum and average temperatures, it can be accepted
because this value is very insignificant.

Table 2. The correlation coefficient between five environmental factors.

Environmental
Factors

Maximum
Temperature

◦C

Minimum
Temperature

◦C

Average
Temperature

◦C

Relative
Humidity

%

Wind Speed
km/h

Maximum
Temperature 1 0.63 0.83 −0.11 0.35

Minimum
Temperature 0.63 1 0.78 0.24 0.28

Average
Temperature 0.83 0.78 1 −0.14 0.15

Relative Humidity −0.11 0.24 −0.14 1 0.33

Wind Speed 0.35 0.28 0.15 0.33 1

Secondly, determining the control parameters of the algorithm is an important task because it
plays a key role in the fast convergence of the algorithm. There are no specific relations about most of
these parameters, and they are determined based upon previous studies, experts, and trial and error.
Hence, the selection pressure is dimensionless and has an impact on the sensitivity of the modeling
error [75]. It is selected as 0.6 based upon the most recent studies. However, the maximum number of
layers and the maximum number of neurons in a layer are considered based upon expert opinions and
trial and error [76]. For this purpose, a range of values was determined for the maximum number of
layers equal to 5, 10, and 15, and also another range of values was considered including 5, 10, 15, 20,
and 30. It is worth mentioning that the confusion matrix is used as the measure of accuracy to evaluate
the performances of the binary classification model by the GMDH algorithm. The basic form of a
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confusion matrix is shown in Figure 3, and Equations (8) and (9) indicate the mathematical relations of
accuracy and error.

Acc =
TP + TN

TP + FP + TN + FN
(8)

Error =
TP + TN

TP + FP + TN + FN
= 1 − Acc (9)
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According to the maximum number of layers and the maximum number of neurons in a layer,
in total, 20 models were constructed. The six notable factors, namely the maximum, minimum, and
average temperature, the density of cities, relative humidity, and wind speed were considered as the
input dataset and the number of confirmed cases was chosen as the output dataset for 30 days. It
should be noted that the two classes (label) are assigned and considered for the number of confirmed
cases, and this means that, for the number of confirmed cases under 850, people were given label “0”
and, for the number of confirmed cases above 850, people were given label “1”. In addition, there is the
information of Wuhan city for 30 days as the number of cases studies; for modeling, 75% of cases were
considered as training cases and the rest were considered as testing cases [77]. The obtained results of
the accuracy of the training and testing models are shown in Table 3.

Table 3. The accuracy of the GMDH algorithm to classify days based upon confirmed cases.

Models No. SP Maximum
Number of Layers

Maximum Number of
Neurons in a Layer

Accuracy of
Training (%)

Accuracy of
Testing (%)

1 0.6 5 5 73.9 71.4

2 0.6 5 10 91.3 71.4

3 0.6 5 15 95.7 85.7

4 0.6 5 20 80.5 42.9

5 0.6 5 25 91.3 71.4

6 0.6 10 5 95.7 71.4

7 0.6 10 10 73.9 71.4

8 0.6 10 15 82.6 71.4

9 0.6 10 20 95.7 57.1

10 0.6 10 25 87 71.4
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Table 3. Cont.

Models No. SP Maximum
Number of Layers

Maximum Number of
Neurons in a Layer

Accuracy of
Training (%)

Accuracy of
Testing (%)

11 0.6 15 5 82.6 71.4

12 0.6 15 10 91.3 71.4

13 0.6 15 15 87 71.4

14 0.6 15 20 91.3 71.4

15 0.6 15 25 87 85.7

16 0.6 20 5 91.3 85.7

17 0.6 20 10 95.7 42.9

18 0.6 20 15 91.3 42.9

19 0.6 20 20 82.6 85.7

20 0.6 20 25 95.7 71.4

After modeling, a simple ranking was conducted for determining the best model based on the
study of Zorlu et al. [78]. The results of this ranking have been shown in Table 4.

Table 4. The Ranking of binary classification models.

Models No. SP
Maximum
Number of

Layers

Maximum Number
of Neurons in a

Layer

Ranking for
Accuracy of

Training

Ranking for
Accuracy of

Testing
Total Rank

1 0.6 5 5 15 19 34

2 0.6 5 10 19 19 38

3 0.6 5 15 20 20 40

4 0.6 5 20 16 18 33

5 0.6 5 25 19 19 38

6 0.6 10 5 20 19 39

7 0.6 10 10 15 19 34

8 0.6 10 15 17 19 36

9 0.6 10 20 20 18 38

10 0.6 10 25 18 19 37

11 0.6 15 5 17 19 36

12 0.6 15 10 19 19 38

13 0.6 15 15 18 19 37

14 0.6 15 20 19 19 38

15 0.6 15 25 18 20 38

16 0.6 20 5 19 20 39

17 0.6 20 10 20 17 37

18 0.6 20 15 19 17 36

19 0.6 20 20 17 20 37

20 0.6 20 25 20 19 39

The obtained results from Table 4 indicate that the 3rd model has highly acceptable degrees of
accuracy and robustness. Figures 4–6 demonstrate the results of the confusion matrix for training, test,
and total data set, respectively.
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According to Figure 4, the proposed model could predict four cases with label “0” correctly with
100% accuracy and also, from 19 cases, it could correctly predict 18 cases with label “1”, and only 1
case was wrongly estimated with label “1” in label “0”. Generally, this model had a 95.7% accuracy for
train data. For test data based upon Figure 5, the proposed model correctly estimated two confirmed
cases with label “0”. It could also correctly predict four cases with label “1” with 80% accuracy, and
the accuracy of test data was 85.7% in total. Consequently, it can be concluded that, according to
Figure 6, the third model (the proposed model) had the suitable performance capacity in predicting
and classifying the confirmed cases of COVID-19 for all data.
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3.2. Regression Analysis

The impact of weather parameters and confirmed cases was analyzed with the multi linear
regression (MLR) technique. The analysis is based on the weather data of Wuhan, as presented in
Table A2 (See Appendix B). In this regard, the regression calculations between weather parameters
and confirmed cases have been done for data from 28-Jan to 26-Feb and from 5-Feb to 26-Feb. For this
purpose, maximum, minimum, and average daily temperature, relative humidity, and wind speed
were considered equal to “A”, ”B”, ”C”, ”D”, and ”E”, respectively, and the number of confirmed cases
was considered as “Y”. Equations (10) and (11) demonstrate two relations for data from 28-Jan to
26-Feb and from 5-Feb to 26-Feb, respectively.

Y = −148.13− 107.7A− 72.7B + 52.6C + 35.9D + 51.3E (10)

Y = 642.9− 127.6A− 84.2B + 43.1C + 31.6D + 61E (11)

The result shows the R2 in the first case is equal to 0.44, and in the second case, 0.65, which shows
an increase. In addition, according to the results of collinearity diagnostics of the regression analysis
from Equation (11), the obtained results show that relative humidity, maximum daily temperature,
average daily temperature, wind speed, and the minimum daily temperature had the highest to the
lowest share in the expression of changes of output (confirmed cases), respectively. Since the data in
the second case started from 5-Feb, which is about 14 days after the Wuhan lockdown on 23-Jan, it
seems that the rate of confirmed cases from 5-Feb might be affected more by the environmental factors.

3.3. The Correlations among the Trends of Confirmed Cases and Weather Parameters

The correlations among the trends of confirmed cases in Hubei and weather parameters are
presented in Figures 7–9. It is clear from Figure 7 that the confirmed rate increased from 28-Jan to
5-Feb, which is about 14 days after the start of quarantine, and then decreased with some fluctuations.
According to the comparisons, it seems there are some correlations between the fluctuation of weather
data (wind, humidity, and average temperature) and the confirmed cases.
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The daily fluctuations of confirmed cases with fluctuations of weather parameters in four case
studies in China are presented in Figures 10–13. The same trend in the province of Hubei exists in the
other four provinces, and the rate increased until 4-Feb and decreased with some fluctuations.
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4. Discussions

According to the regression analysis, no correlation was found among the different case studies in
four countries, which might be because of the policy and type of restrictions in different countries in
confronting the issue. Therefore, the prediction for the trend could be case by case and based on the
countries policy.

The GMDH algorithm had an appropriate performance to predict and classify, with reliable
accuracies equal to 95.7% and 85.7% for the training and testing datasets, respectively. It should be
noted that the proposed model and its obtained results are unique and should not be used to evaluate
directly in other cities. The GMDH algorithm showed reliable result in the selected case study. Hence,
the problem of collecting data and incomplete data could affect the analysis in case studies facing
insufficient data, and the use of other artificial intelligence method algorithms like the naive bayes
classifier can be useful. In addition, other qualitative and quantitative factors may be significant,
such as policies of governments, accessibility of health and hygiene facilities, education level, and
food culture.

The comparisons between the result of regression analysis for 42 case studies in four countries
that show a low correlation coefficient (R2), and the binary classification modeling using GMDH that
show high accuracy in Wuhan, demonstrate some unknown pattern between climate factors and
confirmed cases of COVID-19. The analysis confirmed that GMDH could be an appropriate technique
in predicting and classifying the confirmed cases of COVID-19, and for checking the possible pattern
of the dataset. However, the impact of daily temperature, wind, and humidity might occur in the
upcoming days, not the same day, and it could be the reason for the low correlation coefficient in the
regression analysis.

The daily analysis in the main case study, Hubei, and other four case studies in China show the
positive impact of quarantine in decreasing the number of confirmed cases. In fact, after about 14 days,
which is equal to 5-Feb, the increasing trend of positive samples stopped. Moreover, the regression
calculations between weather parameters and confirmed cases for data from 28-Jan to 26-Feb and from
5-Feb to 26-Feb show an increase and, therefore, it seems that the rate of confirmed cases from 5-Feb
might be affected more by the environmental factors.

The comparisons among the trends of confirmed cases and daily weather parameters (wind,
humidity, and average temperature) show similar fluctuations that could approve the role of weather
parameters on the epidemic rate of COVID-19.
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The results of the research are in good agreement with similar studies about the impact of
environmental parameters on epidemic diseases, such as the quicker spread of flu virus in cold and
dry conditions by Lowen et al., 2007 and Price et al., 2019 or the faster increase of MERS-CoV in warm
temperature, low wind speed, low relative humidity, and high ultraviolet index by Altamimi and
Ahmed, 2019.

5. Conclusions

In this research study, a serious challenge of sustainable development was investigated using
the GMDH algorithm and regression analysis. According to the results, the GMDH algorithm has an
appropriate performance to predict and classify the parameters of a case study affected by COVID-19,
and the accuracies based on Wuhan datasets were equal to 95.7% and 85.7% for training and testing,
respectively. No correlation was found among the different case study datasets in four countries,
which might be due to different policies and types of restrictions in each country and means that
the prediction of the trend could be made case by case. The results of collinearity diagnostics of the
regression analysis demonstrated that the relative humidity and maximum daily temperature and
average temperature had the highest share in the expression of changes of output (confirmed cases),
respectively. The relative humidity (in the case study with an average of 77.9%) affected positively,
and maximum daily temperature (in the case study with an average of 15.4 ◦C) affected negatively,
the confirmed cases. The study shows the positive impact of quarantine in decreasing the number
of confirmed cases, which was effective after about 14 days, alongside the impact of environmental
factors in confirmed cases of COVID-19 and the role of regression analysis and binary classification by
using artificial intelligence in the investigations.

Finally, since the analysis shows the impact of the weather parameters on confirmed cases of
COVID-19, the development of a prediction model with more datasets is suggested for future studies.
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Appendix A

Table A1. The weather data in the case studies, [19,20,39,79–89].

Country Province

Properties February, 2020 COVID-19

Population Density,
Population/km2

Gender
Ratio

Average
Age

Elevation,
m

Max T
◦C

Min T
◦C

Average
Temperature

◦C

Humidity
%

Wind
km/h

Confirmed
Cases Deaths

China

Hubei 59,170,000 318 1.06 38.4 37 15.4 1.4 8.3 77.9 5.4 64786 2563
Guangdong 113,460,000 630 1.06 38.4 21 21.0 10.3 15.1 76.8 8.2 1347 7

Henan 96,050,000 575 1.06 38.4 104 13.7 −0.1 6.3 61.9 6.8 1271 19
Zhejiang 57,370,000 562 1.06 38.4 19 15.1 4.5 9.3 70.1 7.6 1205 1
Hunan 68,990,000 329 1.06 38.4 63 16.2 4.4 9.6 75.2 8.4 1016 4
Anhui 63,240,000 454 1.06 38.4 37 14.4 0.1 7.1 76.9 9.6 989 6
Jiangxi 46,480,000 278 1.06 38.4 37 16.6 5.9 10.5 73.4 5.3 934 1

Shandong 100,470,000 653 1.06 38.4 23 11.6 0.2 5.4 56.0 8.3 755 6
Jiangsu 80,510,000 785 1.06 38.4 15 14.2 2.4 7.8 73.0 9.0 631 0

Chongqing 31,020,000 377 1.06 38.4 244 14.3 8.0 10.7 78.3 3.4 576 6
Sichuan 83,410,000 172 1.06 38.4 500 14.9 5.4 9.75 65.50 6.10 529 3

Heilongjiang 37,730,000 83 1.06 38.4 126 −5.8 −20.6 −12.7 69.9 9.9 480 12
Beijing 21,540,000 1313 1.06 38.4 43.5 7.8 −4.8 1.0 55.7 7.2 400 4

Shanghai 24,240,000 3823 1.06 38.4 4 14.1 2.4 8.1 72.8 9.1 335 3
Hebei 75,560,000 403 1.06 38.4 83 10.6 −1.5 4.1 54.6 8.5 311 6
Fujian 39,410,000 324 1.06 38.4 14 18.4 8.3 12.7 70.6 7.4 294 1

Guangxi 49,260,000 209 1.06 38.4 499 20.4 11.5 15.5 74.4 9.6 252 2
Shaanxi 38,640,000 247 1.06 38.4 405 14.5 2.3 7.8 62.4 3.9 245 1
Yunnan 48,300,000 123 1.06 38.4 1892 18.0 3.4 10.6 64.1 9.0 174 2
Hainan 9,340,000 275 1.06 38.4 222 24.5 16.8 19.9 81.1 11.3 168 5

Guizhou 36,000,000 205 1.06 38.4 1275 12.5 3.9 7.6 82.0 8.5 146 2
Tianjin 15,600,000 1380 1.06 38.4 1078 8.6 −4.0 1.8 61.8 9.3 135 3
Shanxi 37,180,000 181 1.06 38.4 800 10.0 −7.1 0.6 52.6 7.0 133 0

Liaoning 43,590,000 299 1.06 38.4 55 2.0 −12.6 −5.36 64.22 8.26 121 1
Jilin 27,040,000 2704 1.06 38.4 202 −2.4 −15.7 −8.96 66.52 9.60 93 1
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Table A1. Cont.

Country Province

Properties February, 2020 COVID-19

Population Density,
Population/km2

Gender
Ratio

Average
Age

Elevation,
m

Max T
◦C

Min T
◦C

Average
Temperature

◦C

Humidity
%

Wind
km/h

Confirmed
Cases Deaths

South
Korea

Seoul 10,010,983 16541 1 43.2 38 7.2 −1.1 2.6 56.1 9.1 4 0
Daejeon 1,493,979 2767 1 43.2 94 9.2 −0.8 3.6 67.3 5.1 49 0

Gyeonggi 13,653,984 1341 1 43.2 87 7.4 −1.8 2.5 79.3 7.1 2 0
South Gyeongsang 3,438,676 326 1 43.2 2 12.0 4.5 8.0 67.0 10.3 922 10

Italy

Lazio 5,879,082 341 0.93 44.6 13 15.9 6.5 11 71 9 3 0
Veneto 4,905,854 272 0.96 45.1 1 11.3 3.1 7 83 7 42 1

Emilia−Romagna 4,459,477 199 0.95 45.7 54 14.5 3.1 8 72 7 23 0
Lombardy 10,060,574 422 0.94 44.8 120 15.2 0.1 7 69 8 240 9

Japan

Tokyo 13,929,286 6349 0.95 48.6 40 13.5 4.3 8 58 10 14 0
Kanagawa Prefecture 9,058,094 3770 0.95 48.6 500 13.3 5.5 9.1 56.3 13.9 1 0

Aichi Prefecture 7,552,873 1500 0.95 48.6 56 12.1 3.6 7 65 12 2 0
Nara Prefecture 1,348,930 365 0.95 48.6 56.4 11.6 2.9 6.6 71.5 7.7 1 0
Kansai region 22,757,897 690 0.95 48.6 50 11.8 3.8 7.2 68.3 7.5 1 0

Tokushima Prefecture 728,633 180 0.95 48.6 11 12.6 5.2 8.59 64.02 11.94 831 5
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Appendix B

Table A2. The weather data in the case studies, [19,20,39,79,80].

Hubei
(Wuhan) Date Max T

◦C
Min T
◦C

T Avg
◦C

Hr Avg
(%)

Wind
km/h

Confirmed
Cases

Jan 28 28 8.3 −1.6 3.5 80.3 3.2 1291

Jan 29 29 12.2 −2.7 4.1 78.2 5.4 840

Jan 30 30 14 −2.7 5 75.9 3.6 1032

Ian 31 31 14 −2.2 4.7 71.2 4.1 1220

Feb 1 1 14.1 −2.2 7.1 66.6 5 1347

Feb 2 2 14.1 0.1 9.3 74.1 2.7 1921

Feb 3 3 14 1.8 7.9 78.1 4.5 2103

Feb 4 4 16.2 −0.6 6.4 78.2 3.2 2345

Feb 5 5 16.2 −0.6 6.8 76.4 5.4 3156

Feb 6 6 15.4 0.6 6.2 90.6 11.7 2977

Feb 7 7 8.2 3.3 4.3 85.6 8.1 2457

Feb 8 8 9.4 3.3 6 80.6 3.6 2841

Feb 9 9 14.7 −1.2 6 80.1 2.7 2147

Feb 10 10 14.7 −1.2 7.6 84.5 3.6 2531

Feb 11 11 11.8 2.8 9.8 86.9 4.5 2097

Feb 12 12 14.1 7.4 11 87.1 2.3 1638

Feb 13 13 18.7 4.1 10.8 89.3 4.1 1508

Feb 14 14 18.7 4.1 14.2 89.9 7.7 1728

Feb 15 15 16.8 −0.2 4.6 91.3 17.6 2420

Feb 16 16 8.4 −1.3 2.2 76 3.2 1843

Feb 17 17 12.7 −2.7 3.7 70.9 3.2 1933

Feb 18 18 13 −2.7 5.2 68.5 3.2 1807

Feb 19 19 15 −2.5 10.1 64 4.1 1693

Feb 20 20 18 0.5 7.9 73 3.6 349

Feb 21 21 18 0.5 11.1 72.9 4.5 631

Feb 22 22 17.9 2.9 10.1 80.5 4.1 366

Feb 23 23 20.1 2.9 15.2 55.5 7.7 630

Feb 24 24 24.9 10.6 17.9 66.7 7.7 398

Feb 25 25 24.9 10.6 18.1 77.4 6.3 499

Feb 26 26 22.8 10.6 12.5 86.7 10.4 401
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