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Abstract: With the advancement of technology, academics and curriculum developers are always
under pressure to provide students with skills that match the market’s requirements. A systematic
and continuous examination of the market is needed, to stay up to date with the required skills,
and then to update the curriculum to train the students with required market skills. In this article,
we present a framework referred to as Align My Curriculum (AMC). The AMC framework aims to
facilitate alignment between acquired university curriculum outcomes and required market skills. It
can be used to classify, compare and visualize the data of a university curriculum and job vacancies in
the market. The presented framework benefits academics and curriculum developers by improving
the courses and therefore bridging the skills gap. Stakeholders from both academia and industry can
gain insights into the predominant required and acquired skills. In addition, it may be useful for
analysts, students, and job applicants. This article describes the architecture, implementation and
experimental results, with visual analysis to help decision and policy-makers.

Keywords: Naïve Bayes; cosine similarity; text mining; word cloud; classification; comparison; job
postings; curriculum

1. Introduction

In recent years, the Internet has changed many aspects of our lifestyle, from how we communicate
to how we look for a job. This change has led to a revolution in information and the appearance of
quantities of online data, to the extent that finding information became a non-trivial task [1]. With
this advancement of technology, academics and curriculum developers are always under pressure to
provide students with skills that match the market’s requirements. The study of the job market is an
area of particular and increasing interest, using innovative data sources and analytical methods [2,3].
This pressure is more relevant in applied areas, such as computing [4]. Staying up to date with the
demands of the job market involves retrieving, sifting, and analyzing data of online job notifications [5].
Job ‘postings’ are viewed as an important source of information for the examination of the required
skills, and hold great promise for job market research [6–8]. In the 1990s, job postings on the Internet
began to prevail because the costs and time plunged, relative to traditional job advertisements. This
provided opportunities to access and analyze job postings to better understand the market trends and
demands [6] to bridge the gap between the education offer and market demands [9], and is considered
to be a tool to align the education curriculum to the market, preparing students for employment [3].
However, the investigation into the information in online job postings by manual content analysis
is a hard task, involving much time and effort due to its dynamic nature, rapid change, and scale
of the job market data. To align their curricula (acquired skills) continuously to these requirements,
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academics and curriculum developers require a continual assessment of the job market (required skills).
There are many types of research into how to analyze the job market using different methodologies,
starting by manual analysis through data mining techniques [10,11], and a few researchers have
attempted to compare job postings to curricula using manual analysis techniques [4]. In this article, we
present a framework referred to as Align My Curriculum (AMC) for use by academics and curriculum
developers to bridge the skills gap. To the best of our knowledge, this approach is unique, in the sense
that it automates the approach to analyze and compare required and acquired skills.

The remaining article is organized as follows. Section 2 describes related work in the computing
disciplines that have used techniques to analyze and examine skill requirements and job market
demands. Section 3 describes the architecture of the AMC framework. In Section 4 we describe the
experimental results of implementing the framework in the IT domain. Finally, we discuss our findings
and conclude this work in Section 5.

2. Related Work

Many studies have been conducted to assess computer-related skills and knowledge using
various frameworks and approaches. The study of computer-related requirements started in the 1960s
using traditional methods such as surveys, questionnaires, face-to-face meetings, and interviewing
experienced figures to define the computing skills required by the market [10,12–14]. In the mid-1990s,
researchers developed tools to assess and determine the skills need periodically and to update curricula
according to the demands. This process is known as bridging the skills gap [10,15–17]. Due to the
importance of analyzing job postings to determine the skills required in the market, to bridge the skills
gap, there is a considerable literature on the many techniques in somewhat similar methods. These
studies start by collecting job data from online sources [4,5,10,11,18–22], using web crawlers or manually
or from newspapers [13]. Then, most of these studies code (label) the jobs into categories, whether by
the deductive method [8,13,18], inductive method [4,10,11,19], or both [22]. Finally the analysis of the
datasets based on these categories uses manual content analysis [4,13,18] or computerized analysis,
such as data mining techniques (clustering, classification, LSA) [5,8,10,11,20] or other techniques [19,22].
Richard and Rachida’s (2016) [4] study is slightly different from the above studies, as it examined the
online computing job postings and, at the same time, compared them to the Model Curriculum by
manual content analysis [4]. As is apparent in the literature, that minimizing dissimilarity between
skills needs and graduates is a primary concern of all academics, educators, and many others.

Most previous studies have analyzed job postings to determine the skills using manual analysis
steps, in varying proportions. We consider this point to be a limitation and it was our motivation
to work on the development of a new approach and framework to improve the identification of the
required skills to help academics and curriculum developers to bridge the skills gap between the job
market and curricula. Our AMC framework starts by collecting, at the same time, job posting data and
curriculum data in the computing field. Then, it uses the Naïve Bayes algorithm to classify the datasets
on the basis of predefined classes derived from the literature using the deductive method. After that,
it uses cosine similarity techniques to measure the match between the job data and curriculum data.
Finally, it uses word cloud techniques to visualize each class of the two datasets. In the next section,
we describe the architecture and functions of our ACM framework.

3. Architecture of the Align My Curriculum (ACM) Framework

The ACM framework is designed to enable the classification, comparison and visualization of
online computing jobs and computing curricula. The framework consists of four modules using
computing techniques: A data collection and pre-processing module, a classification module, a data
comparison and similarity module, and a visualization module (as shown in Figure 1). The data
collection and pre-processing module obtains the datasets from two sources and puts them into a
format suitable for internal processing of the ACM framework.
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Figure 1. Architecture of the Align My Curriculum (ACM) framework.

The classification of processed data takes place in classification module. This module defines
classes to label the data and uses the Naïve Bayes algorithm for classification of the data. The results of
this module are forwarded to the last two modules. The data comparison and similarity module is
for measuring the similarity between the classified datasets. The visualization module displays the
content of the classified datasets. Here, we further describe the technical details of each module in the
ACM framework.

3.1. Data Collection and Pre-Processing Module

This module is used to collect the data and pre-process it. The data used in this study refer to
two data sources: online job postings and curricula (as shown in Figure 1). First, the job postings
are extracted from popular job websites by making use of the freely available web-scraping service
provided by Gresper (www.grepsr.com). The computing curriculum datasets are from the courses
run by departments, and are downloaded directly from the curriculum repository and saved to two
separate documents. After collecting the two datasets from the two sources, they are pre-processed
by transforming the raw data, with noisy items, into clean data to be analyzed efficiently. The
pre-processing includes tasks such as sampling and feature extraction to determine if it is the necessary
to clean the data.

3.2. Classification Module

In this module, the job postings and the curricula are classified on the basis of a common factor
called a label, according to the included skills and knowledge. The classification employs the technique
of text mining using a supervised algorithm to predict the label as the output for data instances based
on their content [23]. Additionally, a common factor is needed for automated comparison between
jobs and curriculum. The classification algorithm helps to classify each job posting and course to just
one label. These labels are then used to compare job postings to the curricula. Building a model for
text classification needs us to label most records to create a labeled dataset as a training dataset and to
test (as a testing dataset) the model. Due to the main work objective of computerizing the process

www.grepsr.com


Sustainability 2019, 11, 2607 4 of 13

of data analysis, the datasets are labeled by using the keyword-search function in R Studio. Defined
classes are needed to label the data.

The challenge in this module involves the focus on the computing skills identified in the general
classes for computing skills. We state our basic hypothesis that all computing jobs require a mix
of technical skills, business skills, and problem-solving skills. In this work, we refer to all these as
computing skills. As the next step, the ACM framework uses this labeled dataset to train and test
the model so it can classify all the data on the basis of their content into a single pre-defined class, as
mentioned above. In this work, we have two classification problems. There are more than two classes
(a multi-class text classification problem), and we have to classify each record into just one to obtain
mutually exclusive classes (a classification problem). Accordingly, the Naïve Bayes algorithm was
chosen to meet these requirements due to its simplicity and efficiency [24–29]. The algorithm is trained
on the labeled data to determine the best class for each record by finding the maximum a posteriori
class [29]. After training, we have to evaluate whether the classifier has learned (classified) correctly or
not by using different metrics appropriate to the classification problems in this work. If we find that
the classifier performance is satisfactory, we can use it to classify the new data. In this module, the
Naïve Bayes classifier uses knowledge acquired from the building process as input in classifying the
new data [30,31]. The implementation of Naïve Bayes is adapted from the “quanteda” package in R.
The results of this module are discussed in Section 4.2.

3.3. Data Comparison and Similarity Module

In this module, two datasets are compared, and their similarity is identified. The process of data
comparison and similarity identification takes place on the basis of the label attributes identified by
the classification module. By comparing different sources of data, we can understand the interaction
between them and reduce the gap [32,33]. This module uses the output of the two above modules
(i.e., data collection and pre-processing module, and classification module) as inputs. After cleaning
and classifying the datasets, their similarity, or closeness, is measured. The algorithmic question is
whether the two documents are similar or not. The simplest way to determine similarity is to use
cosine similarity algorithms to measure the angle between two datasets according to their words. The
ACM framework measures the closeness between jobs and courses in the same class by using cosine
similarity. For example, security courses are compared with security jobs to find the similarity, and the
first step in this technique represents the documents as vectors, which involves converting the text
of the document to a list where the elements are floating numbers and lose the information on the
words’ order [34]. It can show how many times each word occurs in the datasets. To achieve efficient
results, the cosine similarity needs an additional pre-processing technique to be performed on the
datasets, such as converting the words to their root form (stemming function). This helps to establish
the term frequency (TF) and the weighting factor number of each word and to compare the occurrence
of the words in the two datasets. For example, if we have the word “manager”, “management”, and
“managers”, all of them have “manage” as their root. After that, we need to compute the cosine
similarity between the words [35].

The above steps are repeated for each pre-defined classes. In text similarity, the values of cosine
are always between zero and one, which means that the angle can never be greater than 90 degrees
(text vectors are usually positive). If the cosine value is near to one, the datasets have almost the same
words and direction, whereas if the cosine value is near to zero, the datasets do not have the same
words. The results of this module establish the similarity between curricula and job postings, and are
undertaken by automatic comparison (Section 4.3).

3.4. Visualization Module

One of the key contributions of the framework is to provide a method to visualize the major
content of curricula and job datasets to help academics and educators to understand the skills acquired
and required in each, respectively [11]. There is a plethora of text mining and visualization tools
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to facilitate the innovative process of uncovering hidden information on curricula and jobs. In this
work, we use word clouds to visualize the content of the job posting and curriculum classes. This can
assist in the analysis of the text by identifying words that frequently appear in a set of documents [36].
Initial modules of the ACM framework are used to clean, pre-process and divide input datasets into
exclusive classes on the basis of their content. In this module, these classes are visualized to discover
more detailed information about the required skills from job postings, and acquired skills from the
curricula. To obtain an accurate word cloud, the ACM framework makes use of a tokenizing technique
whereby text is tokenized into a two-consecutive-word bigram to help to understand the text’s content.
By contrast, most word clouds involve the use of stemming, putting all forms of the words together to
increase the frequency of those words, however, this technique leads to misunderstanding the words’
meanings, especially with computing vocabulary [37]. After tokenizing, a numeric weight is assigned
to each word. Our framework makes use of the Term Frequency-Inverse Document Frequency weight
(TFIDF) for each word to find the most important words in the two datasets. The most important
bigrams for each class are displayed on the basis of their TFIDF scores by using the packages “word
cloud” and “RWeka”. Finally, the ACM framework draws each word accordingly, allocating the font
size and color on the basis of the magnitude of various constants.

4. Experiments and Discussion

In this section, we describe the experimental results of each module of the ACM framework, the
data used and analysis of resulting datasets.

4.1. Data Collection and Pre-Processing Module

As mentioned before, the collected datasets in this work are from two sources: curriculum websites
and job websites. Data about jobs is collected from well-known job portals and websites such as
bayt.com, naukrigulf.com, gulftalent.com and linkedin.com/jobs. These portals and websites group
jobs according to various parameters, such as geography, department and expertise. We extracted the
job postings related to information technology, information system, and computer science departments
in Saudi Arabia. In addition, we used keywords from computing fields such as information, network,
software, database, and computer. The data collection process extracted two months’ jobs data, from
April to June 2018. The results contain basic information on each, such as the job title, company,
location, description, and so on. We carefully examined the job postings, deleting duplicates and
irrelevant entries. In total, we had a sample of 2550 job postings. The collected dataset was loaded into
R and the attributes of interest were selected, in a process known as future extraction. This process
helps to improve the analysis results. There is no fixed template for job postings; every company uses
its template, as needed. This leads to many difficulties in processing such postings and in extracting
the right data entities [38]. Most formats are divided into several sections, such as the nature of the
environment and the business, the job benefits and offer such as salary information, and describing
the nature of the job, including the skills and knowledge required. This section of the post contains
the information of interest to this study, and it is always referred to as the job description or job
summary [13]. This study focuses on two types of information to analyze job postings: Job title and job
descriptions for each job posting, and eliminates all other attributes. As a next step, it saves to a new
file (i.e., job data) for further processing by using R functions. Each job posting represents one record
in a dataset with three attributes: ID, job title, and description.

By contrast, the curriculum datasets are downloaded directly from curriculum websites into R.
The collected curriculum data are structured, unlike the job data, and this facilitates the process of
selecting the attributes that include information valuable to this work. The two types of information to
analyze curricula are the course title and course description, and all other attributes were eliminated.
We had 118 records for computing curricula from the website of King Abdulaziz University for all
computing departments (as a case study). The datasets have three columns: ID, course title, and
course description. Then, this information is saved into a new file (i.e., curriculum data) for further
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processing in R. The two datasets in a structured form were processed to improve the performance of
the classification model [39].

In this work, datasets are varied in structure, length, and type, and need extensive cleaning as the
functions and techniques change depending on the content of the two datasets. The preprocessing
techniques are used: tokenize the text into a single word, we changed capital letters to lower case
and removed all punctuation, stop words and common English words (e.g., the, a, an, or, etc.), words
that appear rarely “the frequency of words = 1”, words that appear too rarely or too frequently in the
document to contribute to identifying the class of the document, all whitespace through “if there is
more than one space between words” and numbers “any numbers within the text” [40]. Finally, in
this module, we arrive at two cleaned datasets to save for use in the next module (2550 job postings
and 118 computing curriculums). After processing, the two datasets were used in all modules in this
work. For some modules, we needed further cleaning techniques, in which case we used temporary
measures to achieve the task then returned the data to their original form.

4.2. Classification Module

This module has various outcomes, ranging from labeling the documents to predicting classes
for new data. Labeling is the first step in classifying the dataset after the pre-processing stage. This
work advocates auto-labeling the datasets to save time, rather than labeling each document manually.
The defined classes for labeling the datasets were obtained from the most comprehensive and latest
research conducted in most computing fields [4,11,41]. We chose to apply this function in the Job
title attribute [11]. Curriculum data are disregard in this step because we needed only a sample of all
datasets to train the model. For this purpose job postings were more appropriate, due to their varied
size and greater detail. Ultimately, it makes the model learn easily. The deductive method (previously
used categories in the literature) is used to identify the work classes and these are used to categorize the
datasets into independent groups. The aim is to classify every related skill into one group to determine
the skills of each class. The predefined classes in this work are: Development (keyword: develop,
programmer), Analysis (keyword: analyst), Testing (keyword: test, quality), Network Administrate
(keyword: network), Database Administrate (keyword: database), Security Administrate (keyword:
security), Management (keyword: manager), Support (keyword: support), and Design (keyword:
design). After creating the classes of skills, we retrieved the job postings for which the job title matched
the defined keywords in each class, In other words, the keywords were used to search on the title of all
job postings [11]. For example, we had two job postings with the job title ‘system analyst’ and ‘ASP
Dot Net Programmer’. The labeling of these two job titles is analysis and development, respectively,
because of the words analyst and programmer. The result added a new column for the class to assign
the labels for each record, and such data are called labeled data. Each record must have only one class
(label) to create an exclusive subgroup for discriminating between the skills of each group. To ensure
this, we merged all subgroups and removed duplicate records, which have multiple classes due to their
job titles matching several keywords. For example, ‘network analyst’ is duplicated in the ‘network’
class and the ‘analyst’ class. Also, we removed the fuzzy records where the job title did not match
any of our specific keywords. The fuzzy and duplicated job titles were saved to a separate file called
‘unlabeled dataset’. The result of this step was 1173 job postings, labeled into distinct classes, and 1386
job postings that were unlabeled. Figure 2 shows the distribution of the classes of labeled data. What
can be seen is the inequality of classes and the dominance of development and management jobs. At
this point, we had three datasets: labeled jobs, unlabeled jobs, and curriculum. The labeled dataset
was used to train and test the model, and after that, the model could predict the classes for all data
based on their content. The 1173 labeled jobs, divided into two subsets, were our training and testing
datasets. We trained the model using 80% of the labeled jobs and used the remaining 20% to test its
performance. We used the random sampling technique, which is useful to reproduce the starting point
of the sequence in random numbers to ensure that all the labels are present in the training and testing
datasets [42].
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Figure 2. Classes distributed in labeled dataset.

As seen in Figure 2, the labeled datasets are imbalanced, so we used the function of
createDataPartition() in R to create a balanced dataset by selecting random sampling from every
class to preserve similar proportions in the overall distribution of the dataset. This ensures that all
classes are divided equally, and the model can be trained for all types of class. We had 942 records
in training data and 231 records in testing data, and the distribution of classes showed the same
proportions in the two datasets, as in Figure 3. The classifier uses the main bodies of data, the job
description attribute, to classify the text, discarding the job title attribute [11]. The model computes the
probability of each class label based on the words in the description attribute, and picks the class with
the greatest probability [31].
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The model can make sense of training and testing data by transforming them into a word
frequencies format. First, it represents the datasets as a corpus then constructs a document term
frequency matrix (DFM) to represent the records as word counts; this is called a ‘bag-of-words’
approach. The model creates the frequency table for each word in the training data against each class
and determines the initial weight for every record [43]. The model calculates the probability of each
word in the class and the probability of the class. Next, the classifier learns what each class looks like,
and then classifies the new data into the predefined classes based on the content of the data. Here, we
use a Naïve Bayes classifier. After training, the model is tested by comparing the predictors’ classes for
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test data with the actual classes to evaluate whether the model learned correctly or not. The model’s
performance has been computed using the average of precision, recall, and f1-score metrics [30,44,45]
for each class (as shown in Table 1). The formulas for these metrics shown in Equations (1) and (2).

all Precision =

∑k
i=1 TPi∑k

i=1(TPi + FPi)
, all Recall (sensitivity) =

∑k
i=1 TPi∑k

i=1(TPi + FNi)
(1)

F1score for the model = 2×
all Precision · all Recall

all Precision + all Recall
(2)

where TP “True Positive” is the number of correct classifications, FP “False Positive” is the number of
incorrect classification, and FN “False Negative” is the number that is not recognized as a class.

Table 1. Model Performance.

Class
Development Analysis Testing Network Database Security Management Support Design Average

Metrics

Precision 0.88 0.78 0.88 0.92 0.84 0.78 0.80 0.80 1 0.85
Recall 0.90 0.55 0.92 0.81 0.84 0.84 0.97 0.63 0.87 0.81

F1-score 0.89 0.64 0.90 0.86 0.84 0.81 0.88 0.71 0.90 0.83

We conclude that the identified algorithm has the best performance. It should be noted that
the results could vary according to the applied sampling and pre-processing techniques. In the end,
the classifier that has been built can predict the label for new data in the datasets of unlabeled jobs
and computing curricula. The result of this module is that all datasets be classified into one of the
predefined classes. Figure 4 shows the proportion of classes in curriculum and job posting records.
These two charts can yield valuable information when read by curriculum developer or academics.
As seen in Figure 4, more than 33% of courses are classified to be in the analysis class, whereas the
design and support classes comprise just 2% of all courses. Table 2 displays some example from the
two datasets after classification for additional verification of the classifier predicts.
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Table 2. Sample of records after classification by AMC model.

ID Course Title Label

3 Principles of Operating Systems Support

16 IS Applications Design and
Development Developer

30 IS Strategies and Policies Manager
34 Distributed Systems Network Administrator
44 Computer Architecture Support
56 Database Administration Database Administrator

ID Job Title Label

54 Agile Scrum Master Banking Manager
136 Big Data Consultant Analyst
211 Call Center Agent Support
225 Chief of Cyber Defense Security
460 Erp Oracle Sr Consultant Ksa Developer
487 Fiber Optic Technician Designer

4.3. Data Comparison and Similarity Module

The results of this module help us to understand the relationship between the data on curricula
and jobs. This relationship is investigated by employing the cosine similarity algorithm, combined with
the term frequency (TF) using the lsa package. To simplify the calculation of TF, words are stemmed
in a temporary cleaning step. Calculating the cosine similarity helps to find similar pairs of the class
or sets of similar classes. The results of the cosine similarity between the two datasets are presented
in Figure 5. The classes of job postings are assigned to the x axis, and the classes of courses to the y
axis, thus the blue gradient indicates the value of cosine similarity. The figure clearly shows which
documents are more similar than others, and the two datasets are related but not close to each other.
Dark blue means near to 0, which signifies that the data are dissimilar, whereas light blue means there
is closeness. For example, the content (the description of skills) in the analyst class is similar to courses
in the analyst class, and the color of the intersection cell shows this in light blue. The analyst jobs are
somewhat similar to developer courses, and while design jobs are different from the skills in design
courses, according to the color of the intersection cell (dark blue). In the end, as we see from the cosine
results, there is always a gap between courses and jobs datasets.
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4.4. Visualization Module

The visualization module takes the result of the first two modules as input and processes it, for
better visualization. The word cloud technique is applied to visualize the content of each class in
the two data sources (e.g., the content of design courses and design jobs) to extract further valuable
information. To generate an efficient word cloud, the text is tokenized into bigrams and to count the
TFIDF. The words in a larger size have a higher TFIDF value in the text. The results of this module are
word clouds for each class in job postings and each class in computing curricula. For example, the
word clouds for development jobs and development courses show the content of jobs and courses in
the development class (as shown in Figure 6). The development jobs (A) need excellent knowledge
on the development of software, mobile and web services, and applications with an emphasis on
problem-solving. The development jobs want the following programming languages: SQL, Java, oracle,
html, VISUAL studio and asp.net. Also, the required skills are business intelligence and working as a
team, while the development courses (B) provide students with the skills in systems, and in mobile
and web development. In the labs of these courses, PHP and HTML programming languages are
taught, as appearing in the word clouds. From this, we conclude that the word clouds are a useful way
to extract information from the texts.
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5. Conclusions

One of the most pressing topics these days in both academia and industry is training staff according
to the needs of the industry (job market). To do so, educational institutions are continuously under
pressure to find and bridge the gap between their curricula and the job market. A framework referred
to as the Align My Curriculum (ACM) framework has been presented to help curriculum developers
to identify the skills gap and make suggestions to fill this gap between curricula and the skilled staff

required in the industry/market. The ACM framework can be used to analyze, in an automated
fashion, the required skills in the market and the acquired skills of the curriculum. The objectives
were to use various computer-related techniques to analyze and compare job postings and curricula to
help academics and curriculum developers to bridge the skills gap and design more effective courses.
To the best of our knowledge, no existing research has provided an automated framework to analyze
and compare job postings with curricula at the same time. Use of Naïve Bayes model in the AMC
framework resulted in precision of 85%, recall of 81%, and an F1-score of 83%. Additionally, improved
results of cosine similarity (i.e., results of the cosine similarity are near to zero) increased the accuracy
of the framework. Finally, the use of word cloud with TFIDF and bigram techniques in the AMC
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framework improved the visualization of each class in the two data sources. This technique gave us a
valuable summary of the content of each class.

We applied our ACM framework to the Saudi job market and the curricula of the Faculty of
Computing and Information Technology (FCIT). The framework performed the entire process of
determining the required skills in the market, comparing it with the skills acquired from the curricula
to identify the gaps between them, suggesting possible points to bridge the gap. The framework has
several strengths. First, the use of online data facilitates analysis over time. Second, it can be used
for other purposes besides curricula and job posting comparisons. There are also some limitations
to this work: We excluded postings written in Arabic, because of our focus on the English language,
and the data in this work are multidimensional. Despite this limitation, the presented framework is
an efficient tool not only for curriculum developers or academics but also for analysts, students, job
applicants, and many others. Additionally, it provides insights into the predominant jobs and skills in
computing fields.
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