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Abstract: The new energy vehicles (NEVs) industry has been regarded as the primary industry
involving in the transformation of the China automobile industry and environmental pollution control.
Based on the quarterly fluctuation characteristics of NEVs’ sales volume in China, this research puts
forwards a data grouping approach-based nonlinear grey Bernoulli model (DGA-based NGBM
(1,1)). The main ideas of this work are to effectively predict quarterly fluctuation of NEVs industry
by introducing a data grouping approach into the NGBM (1,1) model, and then use the particle
swarm optimization (PSO) algorithm to optimize the parameters of the model so as to increase
forecasting precision. By empirical comparison between the DGA-based NGBM (1,1) and existing
data grouping approach-based GM (1,1) model (DGA-based GM (1,1)), DGA-based NGBM (1,1)
can effectively reduce the prediction error resulting from quarterly fluctuation of sales volume of
the NEVs, and prediction performance are proven to be favorable. The results of out-of-sample
forecasting using the model proposed show that the sales volume of NEVs in China will increase by
57% in 2019–2020 with a quarterly fluctuation. In 2020, the sales volume of NEVs will exceeds the
target of 2 million in the “13th Five-Year Strategic Development Plan”. Therefore, China needs to pay
more attention to infrastructure construction and after-sales service for NEVs.

Keywords: new energy vehicles industry; NGBM (1,1) model; data grouping approach; sale forecast;
quarterly fluctuation

1. Introduction

1.1. Background and Motivation

Automobile industry, as a pillar industry in national economy, plays an essential role in the
development of economy and society. However, the increasing demand of vehicles leads to the
shortage, serious environmental pollution and global warming. The energy saving and emission
reduction has been the main focus of the countries across the world and accordingly the new energy
vehicles (NEVs) industry has been paid much attention by the Chinese government [1]. The Decision on
Rapidly Fostering and Developing Strategic Emerging Industries and The Development Plan of Energy-saving
New Energy Vehicles Industry during 2012–2020 were issued by the State Council of China in 2010 and
2012, respectively. Made in China 2025 issued by the state council in 2015 has seen energy-saving NEVs
as a key industry. The data issued by China Association of Automobile Manufactures show that the
sales volumes of NEVs during 2012–2016 are 12,791, 17,600, 74,763, 331,092, and 507,000 and total sales
volume within the five-year increase by 41-fold [2]. Moreover, the sales volume of NEVs in 2016 takes
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up 1.81% of total sales volume of vehicles in China in the same period and increases by 53%, presenting
a rapid growth. According to China’s 13th Five-Year Strategic Development Plan, the sales volume of NEVs
will increase to more than two million by 2020. In order to achieve the overall goals of the 13th Five-Year
Plan, forecasting accurately the developing trend of the sales volume for China’s NEVs is essential
for making policies about NEVs, and can lay a reliable foundation for accelerating the fostering and
development of NEVs. On this basis, the goals of relieving energy shortage and environmental pressure,
promoting sustainable development, and realizing transformation and upgrading of automobile
industry can be finally realized, thus enhancing international competitiveness of China [3].

Based on Wind database, we demonstrate quarterly data for the sales volume of NEVs during
2013–2017 (Figure 1). As shown in the figure, the sales volume of NEVs in recent two years has
shown a rapid increase with a large quarterly fluctuation, while the sales volume during the fourth
quarter is significantly higher than the first three quarters. This is mainly because people are likely
to purchase goods in the end of current year while restrict the expense in the beginning of New
Year. Generally, the sales volume of NEVs is affected by multiple factors including income level
of people, market supply and demand and industrial policies and, therefore, can be seen as a grey
system. Meanwhile, as NEVs has developed in a fast way since 2009, there is only small-sized sample,
which is unable to be effectively predicted by the typical econometric method based on large-sized
sample. The traditional regression model is suitable for large sample, small-volume data modeling.
When the data follows the atypical distribution or the relevant factors are not considered enough,
the error of fitted regression value and actual value tends to have large prediction errors. This research
conducts predication using grey system theory characterized with small-sized sample data and poor
information [4], while considering the quarterly difference of NEVs’ sales volume. Based on an idea of
introducing data grouping approach, a nonlinear grey Bernoulli model (DGA-based NGBM (1,1)) is
built. Moreover, the background values and power exponents of the model are optimized to improve
the predicating accuracy so as to precisely forecast the sales volume of NEVs.
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1.2. Literature Review of the NEV Market

The NEV market in China has been emerged since the initiation of The China National “863”
Program for the Key Projects of Electric Vehicles in 2010, and gradually developed based on the Pilot
Popularization and Application Project of Thousands of Vehicles with Energy Saving and New Energy released
in 2009. More research attentions have been arisen from the NEVs market. The present research
mainly focuses on the analysis of policy on the NEVs market [5,6], subsidies for purchasing NEVs [7,8],
and purchase attention of NEV consumers [9,10].

However, little research on the predication of NEVs market has been made due to poor data,
and existing studies primarily adopt the methods based on time series or causality, such as the grey
system theory-based modeling method and a Bass diffusion model. Zeng et al. [11] predicted the
NEVs ownership using the Bass model. The results show that China’s NEVs will witness a fast growth
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within ten years. Zeng et al. [12] proposed the NGM (1,1) to improve the structure defect of the
GM (1, N) by introducing a linear correction item and a grey action quantity, and used the model to
forecast the amount of Beijing’s motor vehicles. The findings confirm the effectiveness of the structure
improvement. Xu and Zhao [13] employed an equal dimension gray recurrence model to predict the
patent application quantity in the NEV industry in the 13th Five-Year-Plan period. Results indicate
that: the patent application quantity of China’s NEVs industry during the 13th Five-Year Plan period
will be expected to present a great increase, which showing that NEVs industry within five years will
be remarkably developed.

1.3. The Development of Grey Theory Model

Deng [14] built the grey system theory-GM (1,1) which has been a typical forecasting model,
and widely used in energy [15,16]. A large number of scholars have carried out further research on
GM (1,1) model in recent years [17,18]. Chen et al. [19] believe that the traditional GM (1,1) model is
not flexible, and is merely applicable to linear time series analysis featuring with approximate power
exponential growth and attenuation. By combining Bernoulli differential equation and grey modeling
principle, they put forwards a nonlinear grey Bernoulli model (NGBM (1,1)). The power exponents
of this model can applicable to different development series with and hence can overcome the limits
that grey models are merely applicable to power exponential growth. Therefore, the model is also
called as GM (1,1) power exponential model [20]. Furthermore, Chen [21] performed an empirical
comparison between NGBM (1,1) and traditional GM (1,1) model on the basis of unemployment rates
from ten countries. Their results indicate that the NGBM (1,1) established can effectively promote
the predicating accuracy. Tsai et al. [22] used traditional grey model GM (1,1), NGBM (1,1) and grey
Verhulst model to forecast the increasing consumption trend of renewable sources. Additionally,
they compared the result with typical linear regression model to confirm the accuracy and applicability
of the NGBM (1,1) model.

In 2010, Chen et al. [23] established a Nash NGBM (1,1) model by introducing a Nash equilibrium
idea into the NGBM (1,1) model. The optimal solution can be obtained by determining background
values and power exponents of the Nash NGBM (1,1) model via an iterative process in a computer
system, which elevates the applicability of NGBM (1,1). The solution to the unknown parameters
is the key to examine whether NGBM (1,1) can be used to solve different actual problems. For the
solution of power exponents, Wang et al. [24] demonstrated a whitening differential formula for
solving power exponents of NGBM (1,1) model based on the information coverage principle of grey
system and discusses the influences of varying value range for power exponents on the performance
of model solution. Afterwards, they proposed NGBM (1,1) model and the parametric optimization
methods to offset the deviation of NGBM (1,1) [25]. Pao et al. [26] put forward a NGBM-OP model to
solve the power exponents of the NGBM (1,1) by using numerical iteration, the predication capability
of the model performs better than that of traditional GM (1,1) and ARIMA. Shaikh et al. [27] use
the Levenberge Marquardt (LM) optimization principle to estimate the model parameters of the
NGBM (1,1), and then carried out empirical comparison with regression models, traditional GM
(1,1) and grey Verhulst models, the comparison indicates that NGBM (1,1) exhibits most favorable
predicating accuracy. Hsin et al. [28] built two-stage NGBM (1,1) model by iterative calculation of the
two parameters (p and n) of the NGBM (1,1) model, which was used to predict the GDP of Taiwan.
The model improves the forecasting precision of the model. Wang et al. [29] proposed the calculation
equations of parameters a and b for NGBM (1,1), and obtained the value range of four unknown
parameters (a,b,p,n) within NGBM (1,1), the NGBM (1,1) can determine the prediction accuracy of the
model. Their results reveal that the optimization model established can greatly improve the prediction
accuracy through calculating unknown parameters [30].

Additionally, intelligent algorithms, such as the particle swarm optimization (PSO) algorithm [31–33]
and genetic algorithms [34], have been extensively applied in the optimization of parameters
of NGBM (1,1) in recent years, and significantly increase the predicating precession. Generally,
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the aforementioned analysis can improve the prediction precision of common time series, however,
the NGBM (1,1) model applicable to the forecast of time series data based on quarterly fluctuation
warrants further research. In this research, on the basis of quarterly fluctuation features of the sales
volume for the NEVs in China, a data grouping approach is introduced into NGBM (1,1) model to build
a DGA-based NGBM (1,1). Furthermore, PSO algorithm is adopted to optimize the background values
and power exponents of the model proposed, so as to both simultaneously forecast sale tendency and
effectively identify the quarterly fluctuation features for China’s NEVs.

1.4. Contribution and Organization

The contributions of this paper include the following two aspects:

(1) This paper proposed a data grouping approach-based nonlinear grey Bernoulli model
(DGA-based NGBM (1,1)) which can effectively predict the quarterly fluctuations of quarterly
sales of the new energy vehicle industry in China.

(2) The parameters of the DGA-based NGBM (1,1) model are optimized by PSO algorithm to improve
the prediction accuracy of the model.

The rest of this research is organized as follows: Section 2 illustrates the establishment of data
grouping approach-based nonlinear grey Bernoulli model (DGA-based NGBM (1,1)) and DGA-based
NGBM (1,1) based on the PSO algorithm. In Section 3, data grouping approach-based GM (1,1) model
(DGA-based GM (1,1)), and DGA-based NGBM (1,1) are employed to carry out empirical analysis
on the sales volume of China’s NEVs and perform short-term out-of-sample forecasting. Section 4
concludes this work.

2. Methodology

2.1. Data Grouping Approach-Based Nonlinear Grey Bernoulli Model

Grey system theory is seen as an important approach for processing small sized sample discrete
sets [35]. Its main idea is to adequately utilize and develop the limited information of raw data.
The weakly dependent stochastic sequences are conducting IAGO on raw data to further seek the
change law underlying the grey system. Traditional GM (1,1) can be applied in the stationary
sequence of power exponential growth, while it is inapplicable to time series with quarterly fluctuation.
Wang et al. [36] introduced a data grouping approach into GM (1,1) model to establish a DGA-based
GM (1,1) model, it can effectively identify the quarterly fluctuation of linear data series, however,
it is unable to forecast the nonlinear tendency of data series. As actual quarterly time series usually
contain nonlinear fluctuation features, in order to improve the applicability of GM (1,1) model to
nonlinear model, Ma et al. [37] introduced the kernel method into the model to build nonlinear grey
model and proved the kernel method can effectively deal with complicated nonlinear time series [38].
The nonlinear grey Bernoulli model exhibits preferable forecasting capability on nonlinear time series
data, however, it fails to identify the quarterly fluctuation in time series data. Thus, this research
proposes the use of a data grouping approach into NGBM (1,1) model, to further build DGA-based
NGBM (1,1). The aim is to identify the quarterly and nonlinear tendency of the time series data for the
sales volume of China’s NEVs. The modeling process is described as:

Firstly, the time series data featuring quarterly fluctuation are divided into four groups according
to different seasons:

x(0)(m) =
(

x(0)(m, 1), x(0)(m, 2), · · · , x(0)(m, n)
)

, m = 1, 2, 3, 4
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Then, through accumulated generating operation (AGO) of grouped series, a series after one
accumulation x(1)(m) (1− AGO) is generated:

x(1)(m) =
(

x(1)(m, 1), x(1)(m, 2), · · · , x(1)(m, n)
)

=
(

x(1)(m, 1), x(1)(m, 1) + x(0)(m, 2), · · · , x(1)(m, n− 1) + x(0)(m, n)
) (1)

where x(1)(m, k) =
k
∑

i=1
x(0)(m, i), k = 1, 2, · · · , n; m = 1, 2, 3, 4, and the background values of the model

are written as:
z(1)(m, k) = ρx(1)(m, k) + (1− ρ)x(1)(m, k− 1) (2)

where ρ ∈ [0, 1], the equation of grey differential is expressed as:

x(0)(m, k) + az(1)(m, k) = b
(

z(1)(m, k)
)γ

(3)

while the corresponding whitening differential equation is:

dx(1)(m, t)
dt

+ ax(1)(m, t) = b
(

x(1)(m, t)
)γ

(4)

Using the least square method, the least square estimate â, b̂ of a and b is calculated as:[
â
b̂

]
=
(

BT B
)−1

BTY (5)

where B =


−z(1)(m, 2)

(
z(1)(m, 2)

)γ

−z(1)(m, 3)
(

z(1)(m, 3)
)γ

...
...

−z(1)(m, n)
(

z(1)(m, n)
)γ

 Y =


x(0)(m, 2)
x(0)(m, 3)

...
x(0)(m, n)


By taking an initial value as x̂(0)(m, 1) = x(0)(m, 1), the time response of DGA-based NGBM (1,1)

is expressed as:

x̂(1)(m, k) =
{

b
a
+

[
x(0)(m, 1)1−γ − b

a

]
e−a(1−γ)(k−1)

} 1
1−γ

(6)

Through restoration processing, the predicted value of original data series x̂(0)(m, k) is achieved:

x̂(0)(m, k) = x̂(1)(m, k)− x̂(1)(m, k− 1), k = 2, 3, · · · , n (7)

Consequently, based on the precision of the predicted value, the predicted values of the four
seasons are summarized into a consecutive time series as:

x̂(0)(m, k) =
(

x̂(0)(1, 1), x̂(0)(2, 1), x̂(0)(3, 1), x̂(0)(4, 1), · · · , x̂(0)(1, n), x̂(0)(2, n), x̂(0)(3, n), x̂(0)(4, n)
)

2.2. Parameters Optimization in the DGA-Based NGBM (1,1)

The method of determining the value of power exponents can decide the adaptability of NGBM
(1,1) in varying time series. In this work, the PSO algorithm is used to construct the DGA-based
NGBM (1,1) to solve the optimal background value ρ and power exponent γ by taking the minimum
mean absolute percentage error (MAPE) of the predicted values obtained by the NGBM (1,1) and
actual values.
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The PSO algorithm was proposed by Eberhart and Kennedy in 1995 [39,40]. Due to the advantages
including having simple rule, rapid convergence rate, and few tunable parameters, it has been
developed extensively. The PSO algorithm usually obtains a global optimal solution by simulating
predation behaviors of birds: the location in a fixed place that is randomly searched by a flock of birds is
unknown, and the distance between them and the location of the foods is known, those birds search the
food by stochastically altering their flight direction and speeds. The best strategy of finding the food is
to search the bird which is presently nearest to the location of the food. When using the PSO algorithm,
the stochastic solution of each problem to be optimized corresponds to a bird, namely, a “particle”.
Each particle has one fitness value which is solved based on the functions optimized. Additionally,
particles tend to adjust their flight directions and speeds according to the flight experiences from
themselves and peers. The flight experience of one particle is optimal location Pbest in which the
particle searches, namely, the optimal solution of the particle, while the flight experience of the peer
for the particle aforementioned is optimal location Pbest in which all particles passes, namely, global
optimal solution. The details are described as follows:

Assume that there are Xi particles in a D-dimensional space. The location of the ith partilce is i =
1, 2, · · · , c and for i = 1, 2, · · · , c, the location of each particle is a potential solution. By substituting Xi
into target function, the value of fitness function can be calcualted and its superiority and inferiority are
judged. The optimal location that the particle experineces is Pi =

(
p1

i , p2
i , · · · , pD

i
)
, the optimal location

of whole particle swarm denotes Pg =
(

p1
g, p2

g, · · · , pD
g

)
, the speed of particle Vi =

(
v1

i , v2
i , · · · , vD

i
)
,

while the change of speeds and locations are expressed as:

vi+1 = wvd
i + c1r1

(
pd

i − xd
i

)
+ c2r2

(
pd

g − xd
i

)
(8)

xd
i+1 = xd

i + αvd
i (9)

where i = 1, 2, · · · , c, d = 1, 2, · · · , D; w is an inertia factor, while c1, c2 are learning factors, c1 = c2 = 2,
r1, r2 are varying stachastic numbers in an interval range of and a is constraint factor of controlling the
weight of speed.

Stopping conditions of iteration are set according to specific problems: the values of maximum
iterative number or the optimal location searched by particle swarm need to satisfy minimum
scheduled thresholds.

The above improved modelling process can be expressed by the flow chart shown in Figure 2.

2.3. Model Evaluation Criteria

The root mean square error (RMSE), mean absolute error (MAE), and mean absolute percentage
error (MAPE) are used to confirm the reliability of the predicating model proposed. The calculation is
demonstrated as:

RMSE =

√√√√ 1
n

1

∑
i=1

e2(i) (10)

MAE =
1
n

n

∑
i=1
|e(i)| (11)

MAPE =
1
n

n

∑
i=1

∣∣∣∣ e(i)
x(0)(i)

∣∣∣∣× 100% (12)

where e(i) = x(0)(i)− x̂(0)(i), x(0)(i) is actual value, while x̂(0)(i) is predicted value. The precision
levels of predicted values based on MAPE are displayed in Table 1.



Sustainability 2019, 11, 1247 7 of 15

Table 1. MAPE Criteria for model examination [41].

MAPE (%) Forecasting Ability MAPE (%) Forecasting Ability

<10 High forecasting 20–50 Reasonable forecasting
10–20 Good Forecasting >50 Weak forecastingSustainability 2018, 10, x FOR PEER REVIEW  7 of 15 
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3. Empirical Analysis and Discussion

To verify the effectiveness and superiority of DGA-based NGBM (1,1), this research uses the sales
volume of China’s NEVs during 2013–2017 as raw data to conduct an empirical analysis: based on raw
data, DGA-based GM (1,1) model and DGA-based NGBM (1,1) model based on PSO algorithm are
constructed, respectively, the predicted results of the two models are comparatively analyzed. As the
NEVs belong to the emerging industry, they are greatly affected by the policies in the early stage of
development. Therefore, the data is assumed to meet the following conditions before analysis: (1) The
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data collected from the Wind database in this paper is authentic and credible. (2) The sales volume of
NEVs is not affected by unexpected policies and still has obvious quarterly characteristics. According
to the “13th Five-Year Strategic Development Plan”, the sales volume of NEVs will increase to 2 million
in 2020, and the actual quarterly sales volume of NEVs during 2013–2017, we assume that: (1) The
sales volume of NEVs will continue to grow, and the annual sales volume will be close to 2 million in
2020. (2) The sales volume of NEVs still has significant quarterly fluctuation characteristics, and the
sales volume in the fourth quarter is the highest.

3.1. The Construction of the Two Models

3.1.1. DGA-Based GM (1,1)

DGA-based GM (1,1) model is established on the basis of raw data refer to the paper written by
Wang et al. [36], four groups of modeling parameters are presented as follows:

α̂1 =

[
â1

b̂1

]T

=
[
−0.40981 14507.66

]
α̂2 =

[
â2

b̂2

]T

=
[
−0.52241 23969.42

]
α̂3 =

[
â3

b̂3

]T

=
[
−0.60655 22292.56

]
α̂4 =

[
â4

b̂4

]T

=
[
−0.49005 64764.5

]
The initial values x̂(0)(m, 1) = x(0)(m, 1) are set, the corresponding time responses are obtained

as follows:
x̂(1)1 (k) = 38575.97× e0.40981∗(k−1) − 35401

x̂(1)2 (k) = 48596.27× e0.52241∗(k−1) − 45882.3

x̂(1)3 (k) = 40907.28× e0.60655∗(k−1) − 36753.3

x̂(1)4 (k) = 139756× e0.49005∗(k−1) − 132158
The predicted values of DGA-based GM (1,1) are compared with actual values and are shown

in Table 3.

3.1.2. DGA-Based NGBM (1,1)

The steps for the optimizing background value ρ and power exponent γ of the DGA-based NGBM
(1,1) using the PSO algorithm are presented as follows:

Step 1: Initializing c = 20 particles: to avoid missing the optimal solution resulting from fast
learning speed, a small learning factor c1 = c2 = 1.75 is set. Meanwhile, inertia weight w = 0.75 is set
based on the research of Shi and Eberhar [42]. The maximum iterative number is Tmax = 1000 when
the process is finished. As two parameters ρ and γ need to be solved, two dimensions for particles are
set. The location and speed of initial particles within particle swarm are initialized as:

λi = (ρi, γi), Vi = (vi1, vi2), i = 1, 2, · · · , c,
Step 2: Target functions are used to calculate the fitness value of each particle. In this work,

the minimum MAPE is used as target function and presented as

MAPE = Min(F(i)) =
1
n

n

∑
i=1

∣∣∣∣∣ x(0)(i)− x̂(0)(i)
x(0)(i)

∣∣∣∣∣× 100% (13)

Step 3: The parameters of λi = (ρi, γi) are substituted into Equations (2) and (6), to further obtain
x̂(1)(k). The predicted value of x̂(0)(k) is obtained based Equation (7). Consequently, Equation (13) is
adopted to calculate the fitness value of each particle. The fitness value of each particle is compared
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with that of fitness of value optimal location Pbest and global optimal location gbest, if f (λi) < f (pbest),
f (λi) = pbest, and if f (λi) < f (gbest), then f (λi) = gbest.

Step 4: Optimizing speed and location: The speed and location of particles are altered based on
Equations (8) and (9), and the speed is controlled within Vmax.

Step 5: Stopping criterion: the maximum interactive number Tmax is set to1000. If the number is
smaller than 1000, the process goes back to above step 2.

MATLAB 2016a (MATLAB was developed by The MathWorks, a software development company
based in Natick, MA, USA.) is used for solution in the calculation process. The four groups of
parameters obtained are listed in Table 2.

Table 2. The coefficients of DGA-based NGBM (1,1) for four quarters.

Coefficients Q1 Q2 Q3 Q4

ρ 0.5497 0.5557 0.6041 0.5499
γ 2.4454 1.3004 1.0272 0.9873

The comparison between predicted value of DGA-based NGBM (1,1) and actual value is shown
in Table 3.

Table 3. Forecasting values and errors of the sales volume of NEVs in the use of two models.

Time Actual Value
DGA-Based GM (1,1) DGA-Based NGBM (1,1)

Model Value Error (%) Model Value Error (%)

2014Q1 6853 19,539.93 −185.13 7592.58 −10.79
2014Q2 13,624 33,341.34 −144.73 13,624.00 0.00
2014Q3 17,686 34,120.17 −92.92 17,686.00 0.00
2014Q4 36,600 88,382.89 −141.48 36,600.00 0.00
2015Q1 26,581 29,437.51 −10.75 23,925.46 9.99
2015Q2 46,130 56,216.45 −21.87 49,910.77 −8.20
2015Q3 64,022 62,579.31 2.25 55,086.76 13.96
2015Q4 194,359 144,276.68 25.77 109,959.62 43.42
2016Q1 58,125 44,348.52 23.70 54,709.70 5.88
2016Q2 111,875 94,785.91 15.28 107,230.30 4.15
2016Q3 119,000 114,775.81 3.55 121,187.50 −1.84
2016Q4 218,000 235,517.98 −8.04 221,736.76 −1.71
2017Q1 55,929 66,812.42 −19.46 53,683.73 4.01
2017Q2 139,071 159,817.42 −14.92 137,816.66 0.90
2017Q3 203,000 210,508.66 −3.70 203,000.00 0.00
2017Q4 379,000 384,460.74 −1.44 335,854.01 11.38

3.2. The Comparison between DGA-Based GM (1,1) and DGA-Based NGBM (1,1)

In order to compare the forecasting precision of the two models, the predicted values of
DGA-based GM (1,1), DGA-based NGBM (1,1), and the actual values are summarized in Table 3.
Moreover, the errors of the predicted values for the two models and actual values are shown in
Figures 3 and 4 to demonstrate the comparison results. Table 3 reveals that the maximum errors of
DGA-based GM (1,1) and DGA-based NGBM (1,1) are 185.13% and 43.42%, respectively, while the
minimum errors are 1.44% and 0%. The comparison indicates that the DGA-based NGBM (1,1)
performs better when fitting the original time series, with a predicting precision higher than DGA-based
GM (1,1). With an aim to conduct further comparisons for the two models, their indices—RMSE, MAE,
and MAPE—are used for judgment. The calculation results are illustrated in Table 4. As can be seen
from the table, MAE and MAPE of DGA-based GM (1,1) are greatly higher than that of DGA-based
NGBM (1,1). The MAPEs for the two models are 44.69% and 7.26%. According to Table 1, it is
inferred that the forecasting precision of DGA-based GM (1,1) can be sorted at a reasonable forecasting
level, while DGA-based NGBM (1,1) has lived up to the high forecasting level. Such results show
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that DGA-based GM (1,1) cannot perform well when forecasting the sales volume of China’s NEVs.
DGA-based NGBM (1,1) can promote the forecasting precision of the mode as it can use PSO to flexibly
set value range of exponents which further make it fit different time series. The predicted results are,
therefore, of actual reference significance.
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Table 4. Comparison of the prediction accuracies of the two models (2014Q1–2017Q4).

RMSE MAE MAPE (%)

DGA-based GM (1,1) 21741.54 16393.52 44.69
DGA-based NGBM (1,1) 23907.59 10071.27 7.26

3.3. Out-of-Sample Forecasting and Discussion

Based on the comparisons of aforementioned models, DGA-based NGBM (1,1) performs better
than DGA-based GM (1,1) when predicting the sales volume of China’s NEVs. Therefore, in this
research, DGA-based NGBM (1,1) is used to conduct out-of-sample forecasting on the sales volumes of
China’s NEVs during in 2018. In Section 4 of this research, the PSO algorithm is employed to optimize
the parameters of DGA-based NGBM (1,1) by taking the minimum MAPE of all predicted sample data
as target functions. To make the sample data have more reference significance, new information is
given first priority when setting target functions: minimum MAPE of the predicted values within the
past three years are used as target functions. By doing so, the large error of the predicted out-of-sample
data resulting from overfitting of early data can be avoided in the optimization process. Based on the
modified target functions, four groups of optimized parameters modified can be obtained, as shown in
Table 5. The out-of-sample values predicted in 2018 are finally acquired, as displayed in Table 6 and
shown in Figure 5.

Table 5. The coefficients of the modified DGA-based NGBM (1,1) for four quarters.

Coefficients Q1 Q2 Q3 Q4

ρ 0.4768 0.6339 0.4966 0.4897
γ 1.8957 1.6447 0.3946 −0.0020

Table 6. Forecasting values of the sales volume of NEVs in 2018 by the modified DGA-based NGBM (1,1).

Time Actual Value Forecasted Value Error (%)

2018Q1 143,000 29,978.98 −79.04
2018Q2 269,000 81,594.23 −69.67
2018Q3 309,484 341,844.6 10.46
2018Q4 534,516 617,674.4 15.56
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Lu et al. [43] proposed the accuracy and error test of grey model in 1998. When the relative
error between the actual value and the predicted value is 0–5% and 5–20%, the prediction accuracy is
excellent, respectively. As shown in Table 6, the prediction error of the DGA-based NGBM (1,1) model
for the third and fourth quarters of 2018 is 10.46% and 15.56%, respectively, with a high prediction
accuracy, while the prediction accuracy of the first and second quarters is poor. This can be explained
by the unexpected policy was released in February 2018. The Ministry of Finance and the Ministry
of Industry and Information Technology jointly issued the "Notice on Adjusting and Improving the
Financial Subsidy Policy for the Promotion and Application of New Energy Vehicles". The subsidy
standard for 2018 is divided into three phases. The subsidy will be based on the standard of subsidy
in 2017 during 1 January to 11 February, there is a transition period from 12 February to 11 June,
the subsidy standard for new energy passenger cars and buses is 0.7 times that of the standard in
2017, while the new energy trucks and special vehicles is 0.4 times. The new subsidy standard will be
implemented after June 12 in 2018. The sales volume of NEVs in the first and second quarters of 2018
increased by 155.68% and 93.423%, respectively, compared with 2017 because of the adjusted subsidy
standard. This research uses the Pauta criterion to judge the abnormality of data [44], and the results
show that the data in the first and second quarters of 2018 are outliers. This is inconsistent with the
assumptions of the data in this paper, which leads to poor prediction accuracy. To further verify the
applicability of the DGA-based NGBM (1,1) model to quarterly data, this paper updates the dataset
with quarterly data for 2014–2018 again, which including the outliers in 2018 to forecast the sales
volume of NEVs from 2019–2020. The value of MAPE is 6.03%, The MAPE value of fitting result of
DGA-based NGBM (1,1) model is 6.03%, which is a high-level prediction accuracy. The predicted values
for 2019–2010 are shown in the table, which belongs to the high prediction accuracy, the predicted
values for 2019-2010 are shown in the Table 7.

Table 7. Forecasting values of the sales of new energy vehicle in 2019–2020 by the DGA-based NGBM (1,1).

Time Forecasted Value Growth Rate Time Forecasted Value Growth Rate

2019Q1 259,813.934 81.69% 2020Q1 473,419.512 82.21%
2019Q2 433,198.622 61.04% 2020Q2 683,816.165 57.85%
2019Q3 470,656.118 52.08% 2020Q3 702,788.732 49.32%
2019Q4 816,162.574 52.69% 2020Q4 1,255,038.52 53.77%

All 1,979,831.25 57.63% 3,115,062.93 57.34%

As shown in Table 7, the sales volume of NEVs in China still maintains a quarterly fluctuation
from 2019 to 2020, with the highest sales volume in the fourth quarter and the lowest in the first quarter.
The growth rate in the first quarter is the largest, and the third quarter is the lowest. The growth
rate of the total annual sales volume has remained at 57%. In 2020, the annual sales volume reached
3,115,062, which more than 2 million. To achieve this goal in 2020, compound annual growth rate
must reach 41.4% [45]. According to the predicted results of this paper, if the government continues
to issue policies to stimulate the consumption of NEVs, the annual growth rate reaches more than
50%, and the annual sales volume will reach 2 million before 2020. The development of the NEVs
includes the growth of sales volume, but is not limited to the sales volume. The data from China
Electric Vehicle Charging Infrastructure Promotion Alliance indicates that 266,231 public charging
piles have been installed [46]. However, there are 1.8 million NEVs at least, on average every six car is
equipped with a public charging pile, it leads to the problem of insufficient supply of charging piles.
In addition, the "Interim Measures for the Management of Recycling and Utilization of Power Battery
for New Energy Vehicles" was officially implemented on 1 August 2018, the government has not yet
completed a complete system for the recycling and harmless disposal of NEVs. The sales volume of
NEVs is increasing, the problems of the after-sales, emergency support need to be solved urgently.
The government should pay more attention to the infrastructure construction of the NEVs, and create
a favorable environment for the development of it.
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4. Conclusions

Aiming at the quarterly fluctuation features of the sales volume of the NEVs in China, this work
introduces a data grouping approach into a NGBM (1,1) model to build a DGA-based NGBM (1,1).
By conducting empirical comparison between the DGA-based NGBM (1,1) and existing DGA-based
GM (1,1), When the time series has nonlinear characteristics of quarterly fluctuation, data grouping
approach can effectively identify the quarterly difference, it can improve the fitting accuracy, at the
same time, the PSO algorithm optimizes the power exponent and background value of the DGA-based
NGBM (1,1) model, which can flexibly fit the nonlinear trend of data, so the DGA-based NGBM
(1,1) is able to reduce the predicating error triggered by quarterly fluctuation of sales volume of the
NEVs, showing high predicating performance. The predicting results of out-of-samples using the
model proposed show that the sales volume of NEVs in China will increase by 57%, with an apparent
quarterly fluctuation in 2019–2020. However, the predicted results are more than the goals of the
13th Five-Year Plan for the national development of strategic emerging industries. Hence, China is
suggested to further improve the infrastructure of the NEVs market and create a favorable environment
to promote the development of the NEVs market. and relieve the pressure on energy shortage and
environmental pollution. China needs to further improve the infrastructure of the NEVs market and
create a favorable environment to promote the development of NEVs market.
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