
sustainability

Article

The Environmental Impacts and Optimal
Environmental Policies of Macroeconomic
Uncertainty Shocks: A Dynamic Model Approach

Ying Tung Chan

The Research Institute of Economics and Management, Southwestern University of Finance and Economics,
Chengdu 611130, China; chanyt@swufe.edu.cn

Received: 26 August 2019; Accepted: 10 September 2019; Published: 12 September 2019
����������
�������

Abstract: The existing literature on carbon policy analysis in a random environment focuses on the
existence of the level (first-moment) shocks, whereas recent research emphasized the nonnegligible
impact of uncertainty (second-moment) shocks on macroeconomy. This paper studies the impact of
uncertainty (second-moment) shocks on the carbon emissions, abatement investment, and output.
We construct an environmental dynamic stochastic general equilibrium (E-DSGE) model that features
uncertainty shocks from the good demand and supply. By comparing the social welfare among
carbon taxation, intensity, and capacity regimes, we show that the carbon taxation is the best policy
regarding positive uncertainty shocks of households preference (good demand), whereas capacity
and intensity targets are preferable under the uncertainty shocks of firms productivity (good supply).

Keywords: environmental policy, uncertainty shock, E-DSGE model

1. Introduction

The term “uncertainty” has drawn considerable attention in the recent macroeconomic
literature [1,2]. Previous macroeconomic research found that business cycles are driven by the change
in the level of various shocks (e.g., total factor productivity (TFP), government expenditure, and
monetary policy shocks); it has been recently shown that the change in the “volatility” (or standard
deviation) of these shocks also matters. The latter scenario is referred to as economic uncertainty
[2,3]. According to the definition in Bloom [2] and Knight [3], the term “risk” usually refers to the
scenario where an agent is clear about the form of probability distribution, but is unknown to the
realized outcome; the term “uncertainty” refers to the scenario where an agent is unknown to the form
of the probability distribution itself. The former can be represented by a scenario where the agent is
drawing a level shock from a given probability distribution, whereas the latter is represented by a
scenario where the standard deviation of the probability distribution that the agent draws a shock
from is itself random. For example, Bloom [1] documents a strong negative linkage between the stock
market volatility and GDP level in the U.S.. Further, he also finds that the (cross-sectional) standard
deviation of TFP of the manufacturing firms in the U.S. surges substantially during the recession
periods. Bloom et al. [4] in a subsequent study, shows that this economic uncertainty could lead to a
drop in output by 2.5%. In addition, such economic uncertainty could also deter investment [5–10],
increase the volatility of export dynamics [11], and generate the pattern of countercyclical markup [12].

Although the macroeconomic impact of this economic uncertainty has been studied extensively,
its environmental impact remains under-researched. In this context, there are two objectives of this
paper. First, we provide a model to explain the impact of economic uncertainty shock on the carbon
emissions dynamics. Second, we compare the welfare implications of three carbon policies, namely,
carbon tax rate, intensity, and capacity regimes, under different types of economic uncertainty shocks.
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This paper fills research gap by linking the relationship among economic uncertainty, output, and
CO2 emissions. We build an environmental dynamic stochastic general equilibrium (E-DSGE) that
features uncertainty shocks, in order to illustrate the mechanism of how an economic uncertainty
could reduce CO2 emissions and how it interacts with different carbon policies. In particular, our
model is a combination of the models [13,14] that combine environmental elements into the standard
DSGE model and the model by Basu and Bundick [12], which incorporates uncertainty shocks to the
standard DSGE model. The results drawn from our model are three-fold.

First, the environmental impacts of the uncertainty depend heavily on the carbon policies
implemented. The carbon taxation leads to a more dramatic movement of carbon emissions and
intensity levels to the uncertainty shocks. Just as a positive TFP uncertainty shock reduces output
through discouraging capital investment, the same uncertainty shock reduces the CO2 emissions under
carbon taxation by lowering firms’ expected future productivity, leading to a decrease in the abatement
investment. As a result, the abatement technology (or equipment) declines, which, in turn, drives
up the future carbon intensity level (CO2/GDP). As the abatement effort is fixed under the carbon
taxation regime, the abatement investment becomes the only instrument to mitigate carbon emissions.
Hence, the abatement investment is more volatile under the carbon taxation regime. In addition,
although abatement effort is fixed under the carbon taxation, it increases and decreases, respectively,
under the intensity and capacity regimes. Under the carbon intensity regime, the firms’ strategy is
to find the best combination of investment and effort for abatement so that the carbon intensity level
meets the target set by the authority. In the presence of a high TFP uncertainty, firms prefer to exert
abatement effort to avoid the likelihood of overinvestment in the case where the future productivity
level is unexpectedly low. Thus, the abatement investment also decreases, whereas the abatement
effort increases under the intensity regime. Further, the carbon capacity leads to reductions in both the
abatement investment and abatement effort. Given that a high uncertainty reduces the expected future
output, the CO2 emission level drops naturally, and thus the capacity target can be achieved easily.
Firms, therefore, have no incentive to increase their investment and effort in carbon abatement. The
stable emission level and the decline in output lead to a surge in the carbon intensity level inevitably.

Second, uncertainty shock does not necessarily deteriorate abatement technology. Provided that
the abatement investment is irreversible, one might think that an increase in economic uncertainty
would discourage firms’ abatement investment in such an economic environment. However, we
show that the responsiveness of the abatement investment (and thus the carbon intensity level) to
an uncertainty shock largely depends on the sources of the uncertainty shocks and the types of the
carbon policies implemented. Following Basu and Bundick [12], we focus on TFP and household
preference uncertainty shocks that represent uncertainty shocks from the supply and demand of goods,
respectively. Although both of the uncertainty shocks lead to a lower CO2 emission level, their impacts
on the abatement investment are different. Whereas the TFP uncertainty shock discourages abatement
investment and raises the carbon intensity level as mentioned, firms invest more in abatement
technology under a positive preference uncertainty shock. Facing a more uncertain future preference,
households consume less and save more due to the precautionary saving motive. As a result, bond
price rises and interest rate falls. With a lower interest rate, firms have a lower opportunity cost
to operate and therefore discount the future profits less. This situation drives up firms’ abatement
investment, and eventually both the carbon emission and intensity levels fall.

Third, we find that if the objective of the policy-maker is to mitigate the CO2 emission and intensity
levels when facing uncertainty shocks during the recession, the intensity and capacity regimes are
more preferable under a positive TFP uncertainty shock, whereas the carbon tax is the most preferable
under a positive preference uncertainty shock. This result occurs because the abatement investment
reduces to a lesser extent under the capacity and intensity regimes in the presence of a positive TFP
uncertainty shock. On the other hand, the carbon tax rate is the only policy that can reduce both the
emission and intensity levels under a positive preference uncertainty shock.
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Apart from the above contributions, this is the first paper that examines the impact of
economic uncertainty on environmental quality. In the model perspective, previous E-DSGE models
(e.g., Annicchiarico and Di Dio [13] and Heutel [14]) assume that the CO2 emissions can be mitigated
instantly by firms’ abatement effort, which could be unrealistic. Thus, in addition to the abatement
effort, we also assume that the firms could abate by investing in abatement technology. Unlike the
abatement effort, it takes time for the abatement investment to mitigate CO2 emissions. Further, as will
be discussed below, the capacity regime could lead to a more dramatic drop in output to the household
preference shock, which is in contrast to the findings in Annicchiarico and Di Dio [13] and Dissou and
Karnizova [15], where the capacity regime always dampens the volatility of macroeconomic variables.

This paper proceeds as follows. The related literature is reviewed in Section 2. In Section 3, we
describe an E-DSGE model. The numerical simulation is conducted in Section 4. Finally, Section 5
concludes the paper.

2. Literature Review

Methodologically, this paper employs an E-DSGE model to investigate the environmental,
macroeconomic and welfare impacts of uncertainty shocks. The literature that is related to our study,
and can thus be categorized into two parts: the impact of economic uncertainty in macroeconomics
literature and the recent development in E-DSGE models.

2.1. Uncertainty Literature in Macroeconomics

As aforementioned, the important role of the economic uncertainty shock was first emphasized
by Bloom [1]. Bloom [1] provides evidence for his idea by first documenting that the stock market
volatility is highly correlated with the GDP in the U.S. In particular, the standard deviation of the stock
market returns increases (decreases) substantially during the recession (expansion). Indeed, measures
of economic uncertainty defined by Jurado et al. [16], Berger and Vavra [17], and the authors of [18]
also show this countercyclicality. In addition, Bloom [1] constructs a partial equilibrium model, and
shows that the second-moment TFP shocks could significantly reduce employment and output. Such a
result is reconfirmed by Bloom et al. [4] using a DSGE model. Bloom et al. [4] shows that output could
be deteriorated by 2.5% due to the TFP uncertainty shock.

According to the heterogeneous firms model by Bachmann and Bayer [6], the primary
channel for the TFP uncertainty to reduce output is through reducing the firms’ investment.
With a higher uncertainty in future productivity, the firms would adopt a “wait and see” policy
when deciding investment. While this measure could reduce the chance of overinvestment, the
output will be deteriorated. This mechanism also applies to our model in the way that positive
uncertainty shock reduces both the firms’ capital and abatement investment. Empirically, many
studies (e.g., Bulan [5], Panousi and Papanikolaou [9], Leahy and Whited [10], Basu and Bundick [12])
consistently find that the standard-deviation of the firms’ return (which is a measure of economic
uncertainty) is negatively correlated with different types of investment, such as the structures,
machinery and equipment, and vehicles investment.

Although the aforementioned literature focuses on the impact of the TFP uncertainty shock,
economic uncertainty could also arise from many different shocks. For example, the uncertainty of
disaster risk by Gourio [19], the oil price uncertainty shock by Punzi [20], and the export demand
uncertainty by Novy and Taylor [11]. As will be discussed in Section 5, some have also studied the
macroeconomic impact of uncertainty in fiscal and monetary policies.

Notably, a recent important work by Basu and Bundick [12] introduces an uncertainty shock of
households preference. Unlike the TFP uncertainty shock that represents shock from goods supply
side, the household’s preference uncertainty shock is shock from the demand side. After including the
shock, his model can replicate procyclicality of consumption, investment, and hours worked data and
the countercyclicality of the firms’ markup. Regarding the important role of the demand uncertainty
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shock in explaining business cycles, we include this shock and refer our model setting closely to Basu
and Bundick [12].

2.2. E-DSGE Models

Recent research has been focusing on studying the environmental issues in macroeconomic perspective
(see Hassler et al. [21] for a review). Fischer and Springborn [22] and Heutel [14] are the first two studies
that apply the DSGE model in studying environmental issues. Fischer and Springborn [22] employ a
real business cycle model to compare the welfare difference among carbon intensity target, emission
capacity, and carbon tax. On the other hand, Heutel [14] constructs a similar model but focuses only
on carbon tax policy. By solving the Ramsey problem, Heutel [14] finds that the optimal time-varying
carbon tax rate should be procyclical. Further, in line with Fischer and Springborn [22], he finds
that the CO2 and business cycle’s emission fluctuations are dampened under the optimal carbon tax.
Annicchiarico and Di Dio [13] answer similar questions by using the New Keynesian DSGE model,
which is a type of DSGE model that features price stickiness. Apart from the results being consistent
with Fischer and Springborn [22] and Heutel [14], they also find that the response of macroeconomic
variables under different carbon policies and the paths of the optimal carbon tax rate are substantially
affected by the degree of price stickiness. As it is evident that price is sticky in the short run, the
finding by Annicchiarico and Di Dio [13] motivates us to include a price adjustment cost in our model.
Although the above models assume a single production sector, Dissou and Karnizova [15] extends by
building a multisector DSGE model. The multisectors extension allows us to distinguish the impacts of
the shocks that arise from energy and non-energy sectors. Dissou and Karnizova [15] find that in the
presence of shocks from the energy sector, adopting a carbon capacity regime can reduce the volatility
of all variables, whereas applying a carbon tax policy leads to an improved social welfare.

Following the above literature, we base our analysis on an E-DSGE framework. However, we differ
by the following. First, we focus on the impact of the second-moment (uncertainty) shock; all the above
studies investigate the first-moment (level) shocks only. Second, we distinguish abatement investment
from abatement effort in our setting; the existing E-DSGE models that only feature abatement effort
assume the firms can reduce the emission level instantly by exerting more effort. Moreover, we
also consider the role of abatement equipment that requires firms to invest in it a period ahead.
Third, the results obtained are different. For example, in contrast to Fischer and Springborn [22]
and Annicchiarico and Di Dio [13], who find that the capacity regime can only dampen the impulse
response of the variables, we show that different policies could also affect the direction of changes of
the variables under the uncertainty shocks.

Compared to E-DSGE model, it is noted that the computable general equilibrium (CGE) model is
more commonly used for theoretical analysis in environmental economics. The rising popularity of the
E-DSGE model has been noticed by Farmer et al. [23] who make a detailed comparison between the two
models. The E-DSGE model has at least two advantages over the CGE model: First, economic shocks
from different sources can be included in the E-DSGE model, whereas the comparative statics of the
CGE model mainly relies on changing the parameter values. Thus, the impact of economic uncertainty
can only be examined using the E-DSGE model. Second, the E-DSGE model assumes households make
the consumption and saving decision rationally, in the sense that the forward-looking households
would take into account the consequence of their actions on their future utility, and thus choose an
action today that maximizes the expected lifetime utility. Their optimal intertemporal decisions could
avoid the so-called Lucas critique [24].

3. Model

In this section, we present an E-DSGE with economic uncertainty. The model incorporates the
recent uncertainty model of Basu and Bundick [12] that features both TFP and household preference
uncertainty to the E-DSGE model [13,14], which incorporates environmental components into the
otherwise standard DSGE model. With such a model, numerical analysis can be performed, so
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that we not only understand the direction of change of our targeted variables, but also compare
their magnitudes.

3.1. Household

In our model, we assume that households are identical. The representative household faces
a dynamic saving and consumption problem. Following the setting of Basu and Bundick [12],
the household with a Epstein–Zin preference maximizes the expected discounted lifetime utility.
As pointed out by De Groot et al. [25], the household utility specified by Basu and Bundick [12] is
problematic, as it could create an asymptote to shock when the intertemporal elasticity of substitution
approaches 1. The lifetime utility (1) thus follows the suggested modification by De Groot et al. [25].

Vt = max
[
(1− atβ)

(
Cη

t (1− Lt)
1−η
)(1−σc)/θV

+ atβ
(
EtV1−σc

t+1

)1/θV
]θV /(1−σc)

(1)

where β ∈ [0, 1] is a discount factor, Ct ≥ 0 is households consumption at time t. Lt ≥ 0 is labor
supply, and σc > 0 denotes a risk aversion parameter for consumption. Denote ψ as the intertemporal
elasticity of substitution, and θV ≡ (1− σc)(1− 1/ψ)−1 is a parameter that controls the preference of
the resolution of uncertainty. η ∈ [0, 1] is the weight that determines the preference on consumption
relative to leisure. at is the weight on instantaneous utility. A higher at indicates that the household is
concerned more about the future instantaneous utility. As in Basu and Bundick [12], we assume that at

is stochastic and the logarithm of at follows an AR(1) process:

ln(at) = ρa ln(at−1) + σa,tεa,t (2)

where ρa ∈ [0, 1] is a persistence parameter of the preference shock; εa,t is white noise, which follows a
standard normal distribution; and σa,t is the standard deviation of the shock process. Similarly, the
logarithm of σa,t follows an AR(1) process:

log(σa,t/σa) = ρσa,t ln(σa,t/σa) + σσaεσa ,t (3)

where ρσa,t ∈ [0, 1] controls the persistence of the volatility process, εσa ,t ∼ N(0, 1) is a white noise, and
σσa > 0 is a standard deviation of the process. The household budget constraint is

PtCt + Pt It + QB
t Bt = Bt−1 + WtLt + PtDt + RK,tKt − Tt − PtΓK(It, Kt) (4)

where Pt is the general price level for consumption goods at time t, It is the investment expenditure, Bt

is the amount of one-period riskless bond held by the household at time t, and QB
t is the bond price.

When a bond is mature, its return is normalized to 1. Wt is the wage rate, and therefore WtLt is the total
labor income at time t. The household also owns intermediate good firms; thus, it also earns a dividend
Dt, which is just the aggregate profit of the intermediate good firms. Assume that capital Kt is owned
by the household. ΓK is the capital adjustment cost, which is a function of investment It and capital Kt.
Following Annicchiarico and Di Dio [13], we assume that the capital adjustment cost is quadratic in
investment and capital as ΓK(It,Kt) = γI(It/Kt − δK)

2Kt/2, where γI > 0 controls the scale of the cost
and δK > 0 is the rate of capital depreciation. When It/Kt = δK, which is the steady-state investment
to capital ratio as stated below, the adjustment cost equals zero, and the adjustment cost is present
whenever the investment level to capital is deviated from δK. Renting capital to the intermediate good
firms gives a return RK,tKt, where RK,t is a rate of capital return at time t. Finally, Tt is lump-sum tax at
time t. The budget constraint (4) simply states that the households income and expenditure have to
be balanced in each period. The total expenditure of the household includes consumption spending
PtCt, investment spending Pt It, and expenditure on financial investment QB

t Bt. In addition, there are
four income sources for the household: the labor income WtLt, the return from the riskless bond Bt−1,
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the dividend PtDt, and the return of renting capital RK,tKt. Moreover, the aggregate expenditure is
subtracted by the lump-tax Tt and capital adjustment cost ΓK(It,Kt).

When choosing the investment level, the household has to take the law of motion of capital
into consideration:

Kt+1 = (1− δK)Kt + It (5)

where δK ∈ [0, 1] is the depreciation rate of capital. Differentiating the lifetime utility (1) subject to the
budget constraints (4) and (5) gives the first-order conditions

∂Vt

∂Ct
= λt (6)

R−1
t = QB

t = Et
1

Πt+1

λt+1

λt
(7)

qt = Et
λt+1

λt

[
rk,t+1 −

γI
2

(
It+1

Kt+1
− δK

)2
+ γI

(
It+1

Kt+1
− δK

)(
It+1

Kt+1

)]
+ (1− δK)Et

λt+1

λt
qt+1 (8)

qt = 1 + γI

(
It

Kt
− δK

)
(9)

and
∂Vt

∂Nt
= λt

Wt

Pt
(10)

where λt in Equations (6) to (10) is the multiplier of the Lagrangian problem. qt in Equations (8) and (9)
is the real capital price. Πt+1 ≡ Pt+1/Pt in (7) is the gross inflation rate. The above five equations are
the first-order conditions for the consumption Ct, bond Bt, capital Kt, investment It, and labor supply
Lt, respectively.

Combining the first-order conditions (6) and (7) gives the familiar Euler equation that determines
the intertemporal consumption and saving decisions. The capital price qt in (8) is equal to the gain
of holding capital at time t, which is the sum of the real capital return rk,t+1 ≡ RK,t+1/Pt and the
marginal adjustment cost, plus the future capital price qt+1 after depreciation. Put differently, it states
that the marginal return of investing one capital good is equal to the capital price qt. Additionally, the
right-hand side of Equation (9) is the marginal cost of investment, which is one (the cost of building
on capital good) plus the marginal adjustment cost to investment ∂Γ(It, Kt)/∂It. The first-order
condition (10) simply states that in the optimum, the marginal disutility of labor should be equal to
the marginal utility of an additional labor supply.

As in Basu and Bundick [12], we denote a stochastic discount factorMt,t+1 between time t and
t + 1 as

Mt,t+1 ≡
(

∂Vt/∂Ct+1
∂Vt/∂Ct

)
=

(
1− at+1β

1− atβ

)(Cη
t+1(1− Lt+s)

1−η

Cη
t (1− Lt)1−η

) 1−σc
θV
(

Ct
Ct+s

) Vt+s

Et

[
V1−σ

t+s

]
1− 1

θV

(11)

With Equation (11), the first-order conditions in Equations (6)–(8) and (10) can be simplified and
combined into (A10)–(A12) in Appendix B.

R−1
t = QB

t = Et
1

Πt+1
Mt+1 (12)

qt = EtMt+1

[
rk,t+1 −

γI
2

(
It+1

Kt+1
− δK

)2
+ γI

(
It+1

Kt+1
− δK

)(
It+1

Kt+1

)]
+ (1− δK)EtMt+1qt+1 (13)

1− η

η

Ct

1− Lt
=

Wt

Pt
(14)
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3.2. Firms

The final output Yt is decomposed into a continuum of intermediate goods Yt(i), indexed
by i ∈ [0, 1], according to a constant elasticity of substitution (CES) aggregator:

Yt =

(∫ 1

0
Yt(i)

θ−1
θ di

) θ
θ−1

(15)

where Yt(i) is the output of intermediate good i at time t. θ > 1 determines the elasticity of
substitution between any two intermediate goods. By maximizing (15), and subject to a constraint∫ 1

0 Pt(i)Yt(i)di = PtYt, the demand function for intermediate goods, i, is

Yt(i) =
(

Pt(i)
Pt

)−θ

Yt (16)

where Pt(i) is the price of intermediate good i and Pt is the aggregate price level. Indeed, we have
Pt = (

∫ 1
0 Pt(i)1−θdi)1/(1−θ). To produce an intermediate good, it requires labor and capital as input. In

particular, assume that the production function is in Cobb–Douglas form:

Yt(i) = At(1− Γ(Mt))Kt(i)αNt(i)1−α (17)

where 1 > α > 0 is the capital share of output. Nt(i) and Kt(i) are, respectively, the labor and capital
employed in producing intermediate good i at time t. In Equation (17), there is a damage function
Γ(Mt) attached, which captures the reduction in productivity due to pollution, and Mt is an emission
stock. At is total factor productivity (TFP) level. We assume that At is random and the logarithm of it
follows an AR(1) process:

ln(At/A) = ρA ln(At−1/A) + σA,tεA,t (18)

where A is the steady-state value of At. 1 > ρA > 0 controls the persistence of the process.
εA,t ∼ N(0, 1) is a white noise, which follows a standard normal distribution. σA,t is the standard
deviation of the white noise process. Likewise, we assume that σA,t is time-varying and the logarithm
of it follows an AR(1) process:

log(σA,t/σA) = ρσA,t ln(σA,t/σA) + σσAεσA ,t (19)

Similarly, ρσA,t ∈ [0, 1] controls the persistence of the process of σA,t and εσA ,t ∼ N(0, 1) is a white
noise process. σσA > 0 is the standard deviation of the white noise.

One of the main differences of our model to the standard DSGE model is that pollution is emitted
during the production process. Denote Zt(i) as the pollutant emitted by firm i at time t. The pollutant
and output are related linearly:

Zt(i) =
(

1
ϕt
− Ut(i)

ϕ̄

)
Yt(i) (20)

where 1 ≥ Ut(i) ≥ 0 is the abatement effort exerted by intermediate good firm i at time t and ϕt > 0
controls the effectiveness of the abatement effort on reducing emission. ϕ̄ is a constant. Note that when
Ut(i) = 0, we have 1/ϕt = ∂Zt(i)/∂Yt(i). Thus, ϕt is a parameter that affects the amount of pollutant
per unit of production. Let CA,t(i) be the abatement cost of intermediate good i at time t. Following
Annicchiarico and Di Dio [13], assume that the abatement cost is in the form

CA,t(i) = φ1Ut(i)φ2Yt(i) (21)

Dividing both sides by Yt(i), we have CA,t(i)/Yt(i) = φ1Ut(i)φ2 . This result implies that a higher
abatement effort contributes to a higher abatement cost per output. The parameter φ1 > 0 controls
the scale of the abatement cost. Assume that φ2 > 1, such that the abatement cost is convex in
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abatement effort. The convexity implies that the marginal abatement cost ∂CA,t(i)/∂Ut(i) is increasing
in abatement effort Ut(i). This prevents the firms from exerting all the abatement effort in one period.

Denote PZ,t as the carbon tax per unit of emission at time t and Ie
t (i) as the (per unit output)

R&D spending on improving abatement technology. Assume that the abatement technology evolves
according to the formula

ϕt+1(i) = (1− δϕ)ϕt(i) + p(Ie
t (i)) (22)

where p(Ie
t ) is a concave and increasing function in Ie

t . That is, p′(.) > 0 and p′′(.) < 0. δϕ ∈
[0, 1] is the rate of depreciation of the abatement technology. δϕ ∈ [0, 1] is a rate of depreciation of
abatement technology.

Intermediate good firm i maximizes the following lifetime profit function by choosing Kt(i), Lt(i),
Ut(i), Pt(i), and Ie

t (i):

maxEt

∞

∑
s=0

(
∂Vt/∂Ct+s

∂Vt/∂Ct

) [
Dt+s(i)

Pt+s

]
(23)

subject to Equations (16), (17), and (20)–(22). Moreover, Dt(i), the firm’s instantaneous profit at time t,
is written as:

Dt(i)
Pt

=

(
Pt(i)

Pt

)1−θ

Yt −
RK,t
Pt

Kt(i)−
Wt
Pt

Lt(i)− Ie
t (i)− CA,t(i)−

PZ,t
Pt

Zt(i)−
φP
2

(
Pt(i)

ΠPt−1(i)
− 1
)2

Yt (24)

The last term on the right-hand side of (24) is the price adjustment cost, where φP > 0 is a scale
parameter and Π is the steady-state value of the gross inflation rate. The first-order conditions for
labor Lt(i), capital Kt(i), and abatement effort Ut(i), respectively, satisfy

(1− α)
Yt(i)
Lt(i)

MCt(i) =
Wt

Pt
(25)

α
Yt(i)
Kt(i)

MCt(i) =
RK,t

Pt
(26)

φp

(
Πt(i)

Π
− 1
)

Πt(i)
Π

= (1− θ)

(
Pt(i)

Pt

)−θ

+ θMCt

(
Pt(i)

Pt

)−θ−1

+ φpEt

[
Mt+1

Yt+1

Yt

(
Πt(i)

Π
− 1
)

Πt(i)
Π

]
(27)

and
1
ϕ̄

pz,t ≡
1
ϕ̄

PZ,t

Pt
= φ1φ2Ut(i)φ2−1 (28)

where Πt(i) ≡ Pt(i)/Pt−1(i) is the gross inflation rate of firm i and pz,t ≡ PZ,t/Pt is a real carbon tax
rate. MCt is the (real) marginal cost of production at time t. Equations (25) and (26) state that the
marginal product labor and capital should equal the real wage rate and real capital return, respectively.
Equation (28) implies that the marginal abatement cost to abatement effort is equal to the marginal
benefit. As it is costly to abate carbon emissions, the firms would choose the abatement effort Ut(i) = 0
when the carbon tax is absent. Equation (27) governs how does the good price of firm i evolves over
time. Without assuming price rigidity, the intermediate good firms can choose the good price freely in
the problem (24); one can show that the optimal price setting for intermediate good i satisfies

Pt(i)
Pt

=
θ

θ − 1
MCt(i) (29)

where θ/(θ − 1) > 1 is a markup. Finally, the first-order condition for Ie
t (i) is

p′(Ie
t (i))

−1 = E
[
Mt+1 pzYt+1(i)ϕt+1(i)−2

]
(30)

Equation (30) equalizes the marginal benefit of abatement investment to the marginal cost.
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3.3. Fiscal and Monetary Policies

In the public sector, we require the government to balance its budget every period. This gives

Gt = Tt + pzZt (31)

where Gt is real government expenditure at time t. We assume that the real carbon tax rate is constant
over time, that is, pz,t = pz. As our focus is not on the fiscal policy, we simply assume that the
government expenditure is constant, and take 20% of the steady-state value of the output. That is, we
set Gt = G = 0.2Y.

On the other hand, assume that the monetary policy is implemented according to the Taylor
rule as

Rt = R
(

Πt

Π

)ιπ (Yt

Y

)ιY

(32)

where ιπ > 0 and ιY > 0 are the elasticity of interest rate to the gross inflation rate and output,
respectively. A larger value of ιπ(ιY) implies that the central bank is more concerned to restore the
inflation rate (output) to the steady-state level. R, Π, and Y are the steady-state levels of interest
rate, gross inflation rate, and output, respectively. Unlike Annicchiarico and Di Dio [13], who
include a monetary policy shock to (32), we do not have such a setting since our focus is not on
the monetary policy.

3.4. Equilibrium

In equilibrium, all the intermediate good firms make the same decision. That is, we have
Lt(i) = Lt, Kt(i) = Kt, Ut(i) = Ut, Pt(i) = Pt, Zt(i) = Zt, and Yt(i) = Yt, for any
i. Thus, Equations (20), (21), and (17) reduce to Zt = (1/ϕt − Ut/ϕ̄t)Yt, CA,t = φ1Ut

φ2Yt, and
Yt = (1− Γ(Mt))AtKα

t L1−α
t , respectively. Likewise, the firm index from Equations (25) to (28) can

be skipped. The good market equilibrium is the GDP accounting equation as

Yt = Ct + It + Gt + CA,t +
γI
2

(
It

Kt
− δK

)2
Kt

which states that the good supply (the left-hand side) should be equal to the good demand
(the right-hand side). In addition to consumption Ct, investment It, and government expenditure
Gt, “good demand” also includes the abatement effort CA,t and the cost paid to capital adjustment
γI(It/Kt − δK)

2Kt/2.
Finally, the carbon emissions are the same across firms. Hence, the aggregate emission level at

time t is simply equal to Zt. Moreover, the emission stock Mt evolves according to the equation

Mt = (1− δM)Mt−1 + Zt + Z∗t (33)

where δM ∈ [0, 1] denotes a decay rate of emission stock and Z∗t is the foreign emission at time t that
contributes to the accumulation of the emission stock in the domestic economy.

3.5. Carbon Capacity and Intensity Policies

In addition to using the tax policy pz, we also consider the capacity and intensity target policies.
For the capacity target policy, we restrict the carbon emission level to a constant level. That is, Zt = Z̄
for some Z̄ and for any t. For the intensity target policy, the emission to output ratio is restricted. We
set Zt/Yt = int for some constant int and for any time t. The firms’ maximization problem and the
first-order conditions are derived in the Appendix A. To ensure that the models are comparable among
different policies, Z̄ and int are set to be the steady-state levels of Z and Z/Y under the tax policy,
respectively.
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For the intensity policy, using (20) and the constraint that Zt/Yt = int, we have

Ut = ϕ̄

(
1
ϕt
− int

)
(34)

According to Equation (22), the abatement technology ϕt is increasing in the abatement investment
Ie
t−1. Thus, from Equation (34), the abatement effort Ut should be decreasing with Ie

t . That is, unlike
under the carbon tax regime where Ut is fixed by the carbon tax rate (see (28)), the firms now face a
trade-off between exerting abatement effort and investing in abatement technology. They find the
combination of the two in order to minimize the overall cost of abatement.

On the other hand, for the capacity policy, substituting the capacity constraint Zt = Z̄ into (20),
we have:

Ut = ϕ̄

(
1
ϕt
− Z̄

Yt

)
(35)

Compared to (34), the abatement effort in (35) depends on both ϕt (and therefore Ie
t−1) and Yt.

Thus, the negative relationship between Ut and It does not necessarily hold under the capacity regime.
Further, it is noting that Ie

t−1 and Ut are determined before and after the realization of Yt, respectively.
Therefore, the firm would choose Ie

t−1 based on the expectation of Yt, and then pick Ut after Yt is
realized.

4. Quantitative Analysis

4.1. Choice of the Parameters

Before performing the numerical analysis, we describe how the parameters are chosen. As the
aim of the numerical analysis is to examine the mechanism of the impact of different uncertainty
shocks and different carbon policies, rather than fitting or predicting the data series, it is expected
that our results are valid under reasonable ranges of parameter choices. Each period in the
model is a quarter. Since the framework of the household’s problem closely follows those
in Basu and Bundick [12], we use their choice of parameter values directly. For the recursive utility,
we set the degree risk aversion σc to be 2, and the relative preference of leisure to consumption
η to be 0.35. The parameter ψ that controls the degree of intertemporal substitution is set to be 0.95.
This yields the resolution of uncertainty parameter θV = (1− 2)(1− 1/0.95)−1. Moreover, we follow
Basu and Bundick [12] to set the discount factor β as 0.994, which is equivalent to 1/0.994 − 1 = 0.6%
quarterly discount rate. On the firm side, we set the capital share α = 1/3, which is common in
the literature. Additionally, the elasticity of substitution between the intermediate good θ is set as
6. We set the depreciation rate of capital δK = 0.025, which implies that the capital depreciates
approximately 10% annually. We set the price stickiness parameter ξ equal to 0.75, which implies
that there are only one-quarter of the firms that could adjust their prices in each period. Further, we
set the scale of capital adjustment cost γI = 0.5882, in line with the choice in Christiano et al. [26].
For the Taylor rule, we follow the literature to set the elasticity parameters ιπ and ιY to be 3 and 0.25,
respectively.

The parameters that are related to the carbon emissions are exactly the same as those
in Annicchiarico and Di Dio [13]. First, the damage function Γ(M) is assumed to quadratic
in the emission stock M. That is, Γ(M) = γ0 + γ1M + γ2M2, with the parameters
(γ0, γ1, γ2) = (1.395e−3, −6.6722e−6, 1.4647e−8). For the abatement cost function, we set φ1 = 0.185
and the power term φ2 = 2.8 > 1, which ensure the convexity of the function. Turning to process (22),
we set the depreciation rate of abatement technology δϕ to be 0.1. We assume the accumulation function
of abatement investment p(Ie) = Ieκ/κ, where κ is set to be 0.5. The constant ϕ̄ in Equation (20) is
set to be the steady-state value of ϕt. Additionally, we set the rate of depreciation of emission stock
δM = 0.0021, which is equivalent to approximately 1− (1.0021)4 ≈ −0.8% annual depreciation rate.
Finally, the emission level in the rest of the world Z∗ is assumed to be constant and equals 1.33.
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A large part of our parameters is related to the shock processes. As the preference shock is a
distinctive feature in Basu and Bundick [12], we adopt their choice of parameters for these shocks.
In particular, the persistence ρa and volatility σa of the preference uncertainty shock are set to be
0.94 and 0.003, respectively, whereas those for the preference uncertainty shock are, respectively, 0.74
and 0.003. For the parameters in the TFP and the TFP volatility processes {ρA, σA, ρσA , σσA}, we apply
the simulated method of moments (SMM) method that uses the parameters to match four moments of
the TFP data from 1947Q2 to 2017Q1, calculated by Fernald [27]. The original data from Fernald [27]
are the percentage change of TFP. We normalize the TFP level in 1942Q2 to be 1, and compute the TFP
level series. Then, we use HP-filter to detrend the data. The targeted four moments are the standard
deviation and the first three autocorrelation coefficients of the TFP data. Table 1 summarizes the values
of parameters employed in the numerical analysis. For the three policies, we first set the carbon tax
rate pz = 0.05. Then, we solve for the deterministic steady-state values of carbon emission Z and
intensity Z/Y to use them as the intensity and capacity targets.

Table 1. The parameter values for numerical analysis.

Parameters Value Description

α 1/3 Share of capital in production
β 0.99 Discount factor
σc 80 Degree of risk aversion
κ 1/2 Elasticity of abatement technology to abatement investment
δϕ 0.1 Depreciation rate of abatement technology
η 0.35 Preference parameter
ψ 0.95 Preference parameter
θV 1501 Preference parameter
θ 6 Elasticity of substitution
ϕ 0.45 Marginal emission of production
δK 0.025 Depreciation rate of capital
γI 0.5882 Parameter of capital adjustment cost
ιπ 3 Parameter of inflation gap
ιY 0.25 Parameter of output gap
δM 0.0021 Depreciation rate of emission stock
φ1 0.185 Parameter of abatement cost
φ2 2.8 Parameter of abatement cost
γ0 1.395e−3 Parameter of damage function
γ1 −6.6722e−6 Parameter of damage function
γ2 1.4647e−8 Parameter of damage function
Z∗ 1.33 Foreign emission level
ρA 0.7028 Persistence of technology shock
ρa 0.94 Persistence of preference shock

ρσA 0.5546 Persistence of technology uncertainty shock
ρσa 0.74 Persistence of preference uncertainty shock
Ass 1 Steady-state value of technology level
Gss 0.1783 Steady-state value of government expenditure shock
ass 1 Steady-state value of preference shock
σA 0.0180 Standard deviation of technology shock
σa 0.003 Standard deviation of preference shock

σσA 0.8070 Standard deviation of technology uncertainty shock
σσa 0.003 Standard deviation of preference uncertainty shock

Appendix B lists the equations of our E-DSGE model. To solve the model, the deterministic
steady-state values of all the variables, reported in Table 2, are first computed. Then, we apply a
third-order perturbation to each of the model equations around the steady-state. This is because,
according to Fernández-Villaverde et al. [28], at least a third-order perturbation is required, in order to
obtain an effect of an uncertainty shock. Next, we prune the resulting state-space system to prevent
explosive sample paths generated by the higher-order terms [29–31].
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Table 2. The deterministic steady-state values of the endogenous variables. Note that they are the same under the

three carbon policies.

Variables Values Description

Z 0.689 Emission level
Y 0.927 Output
U 0.277 Abatement effort
Ie 0.00236 Abatement investment
ϕ 0.972 Abatement technology
C 0.553 Consumption
w 1.543 Wage rate
rk 0.035 Real rate of capital return
K 7.336 Capital
L 0.334 Labor
M 961 Emission stock
CA 0.00472 Abatement cost
G 0.185 Government expenditure
I 0.183 Total investment
q 1.000 Price of capital

4.2. Impulse Response Functions

The model is solved numerically under the value of parameters assumed above, and the impulse
response functions (IRFs) analysis will be performed in this section. To save space, we only discuss the
impact of TFP uncertainty and preference uncertainty shocks on the environmental related variables.
Following Basu and Bundick [12], our IRFs are the percentage deviation of the variables from the
stochastic steady-state value, instead of the deterministic steady-state value, which is more appropriate
as suggested by Fernández-Villaverde et al. [28]. The figures that plot the impact of these shocks on
other variables, and the IRFs to the first moment shocks are reported in Appendix C.

4.2.1. TFP Volatility Shock

Figure 1 plots the IRFs of our targeted variables to one standard deviation of TFP volatility shocks.
The solid lines are the IRFs under a constant carbon tax rate, while the dashed lines in the upper and
lower panels are, respectively, the IRFs under carbon intensity and capacity regimes. For the carbon
tax regime, the primary effect of a positive TFP uncertainty shock is to reduce the firms’ expected value
of future output. The lower expected future output discourages firms’ abatement investment; thus,
Ie
t falls initially. With the constant abatement effort fixed by the constant carbon tax rate, the carbon

intensity is entirely determined by the abatement technology ϕt. The lower abatement investment is
accompanied by a lower level of abatement technology, and therefore the IRF of carbon intensity Zt/Yt

is above zero over time. Likewise, capital investment also decreases, so lower capital is accumulated.
As a result, both the output and CO2 emissions decrease.
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Figure 1. Impulse response functions (IRFs) to one standard deviation of total factor productivity (TFP) uncertainty

shock. The values of IRFs are all expressed in percent. In the upper six panels, the solid lines represent the IRFs

when the carbon tax pz = 5%. The dashed lines are the IRFs under the carbon intensity policy. The intensity policy

is set such that the ratios Zt/Yt are equal in the two models in the steady state. For the bottom six panels, the solid

lines represent the IRFs when the carbon tax pz = 5%. The dotted lines are the IRFs under the carbon capacity

policy, such that the emission levels Zt are equal in the two models in the steady state.

Note that both the increase in the emission to output ratio Zt/Yt and the decrease in the abatement
efficiency brought out by the TFP uncertainty shock could be unfavorable to the economy. Can this
be solved by an intensity policy where the ratio Zt/Yt is restricted to a certain level? According
to the dashed line in the upper panels of Figure 1, with such a policy, Zt/Yt is constant over time.
CO2 emissions and output drop to a much lesser extent than those with carbon taxation. As the
carbon intensity is required to be constant, firms cannot reduce the abatement investment as much
as in the taxation scenario. The abatement investment and hence abatement technology reduce
slightly. As mentioned in Section 3.5, the firms face a trade-off between the abatement investment and
abatement effort decision under a carbon intensity regime. Firms would exert more abatement effort
in response to the slight decrease in abatement investment. In sum, unlike under the carbon taxation
regime where output would decrease in response to a positive TFP volatility shock, output can be
maintained at a relatively stable level under the carbon intensity regime. However, as the firms are
required to maintain the carbon intensity level, they cannot cut off their operating cost and hence are
expected to earn less than those under the taxation regime.
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The bottom panels of Figure 1 compare the IRFs under the carbon capacity and taxation policies.
Clearly, the emission level does not respond to the TFP volatility shock under the capacity regime.
Naturally, this implies that the output is allowed to drop slightly. As a result, the carbon intensity
level increases to a much lesser extent. Likewise, the dampened rise of carbon intensity restricts the
firms to only have a minor reduction in abatement investment. Hence, the responses of abatement
investment and abatement technology are much stable under this regime. Complement to the decrease
in abatement investment, abatement effort also decreases slightly. To conclude, similar to the carbon
intensity regime, a carbon capacity regime could stabilize the responses of carbon emissions, carbon
intensity, and output level to the TFP volatility shock. While different from the carbon intensity regime,
abatement effort decreases in response to the shock.

4.2.2. Preference Volatility Shock

The TFP uncertainty shock mainly captures the sudden change in the uncertainty factors
that emerged from the good supply; the uncertainty from the good demand is examined in this
subsection. Figure 2 plots the IRFs to one standard deviation increase in the volatility of preference
shock. As the preference shock at is attached to the value function (1), an increase in the volatility of
at leads to a more dispersed future value Vt+s. Thus, the primary effect of an increase in preference
uncertainty is the decline in the expected future value Et

[
V1−σ

t+s

]
. According to Equation (11), the

stochastic discount factor increases due to the decrease of Et

[
V1−σ

t+s

]
. That is, the household has a

higher marginal value to consume in the future compared to the current one. As a result, the household
saves more due to the precautionary motive, and the current consumption drops. As shown in Figure 2,
a lower consumption would naturally lead to a lower output level initially. Over time, the output
increases gradually as household becomes wealthier.

From the firms’ perspective, the increase in the stochastic discount factor means that the firms are
more concerned about the future profits, as seen from the formula of the firms’ profit function (24).
Firms find them optimal to have more abatement investment; thus, Figure 2 shows an initial surge
in Ie

t under a constant carbon tax rate. Such an increase in Ie
t is able to compensate for the abatement

technology depreciation, leading to the rise in the abatement technology in the first few periods. Over
time, the fall in abatement investment is accompanied by the decline in abatement technology, and both
of them depreciate gradually back to their steady-state levels. As the abatement effort is fixed under
the constant carbon tax rate, carbon intensity Zt/Yt is solely a function of abatement technology. Thus,
the hump-shaped path of the abatement technology is translated to the U-shaped path of the carbon
intensity. As the magnitude of the decline in output is less than those of the carbon intensity, emission
level Zt also exhibits a U-shape. Compared to the IRFs of TFP uncertainty shock under constant carbon
tax rate, the main difference here is the rise in abatement investment and technology, as well as the fall
in carbon intensity. This reveals that uncertainty shock does not necessarily discourage the firms from
abatement investment. Under a preference uncertainty shock, the increase in the stochastic discount
factor not only arouses the precautionary motive of the household, but also make the firms discount
less of their future profits. As a result, environmental degradation could be mitigated due to the rise in
the abatement investment. In sum, both the positive TFP and preference uncertainty shocks would
reduce the CO2 emission level, consistent with the procyclical CO2 emission cycles as observed from
the data, but they create an opposite impact on the carbon intensity and abatement investment.

For the intensity regime, it can be seen from the upper panels of Figure 2 that both the carbon
intensity and emission level are stable, compared to the paths under the constant tax rate. Although
the output falls slightly more under carbon intensity regime, the drop in the emission level is more
dramatic under carbon tax policy. Unlike the case of the carbon tax rate policy that firms can earn a
higher profit by reducing the future emission level in order to pay a lower carbon tax, the intensity
regime does not create such an incentive for them to reduce the future emission level, even if they have
a higher stochastic discount factor. Firms, thus, do not have the incentive to invest more in abatement
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or exert more abatement effort once the intensity target is met. Therefore, the abatement investment
does not respond to the preference shock substantially, and the abatement effort only increases by a
very small amount.
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Figure 2. Impulse response functions (IRFs) to one standard deviation of preference uncertainty shock. The values

of IRFs are all expressed in percent. In the upper six panels, the solid lines represent the IRFs when the carbon tax

pz = 5%. The dashed lines are the IRFs under the carbon intensity policy. The intensity policy is set such that the

ratios Zt/Yt are equal in the two models in the steady state. For the bottom six panels, the solid lines represent the

IRFs when the carbon tax pz = 5%. The dotted lines are the IRFs under the carbon capacity policy, such that the

emission levels Zt are equal in the two models in the steady state.

Similar logic can be applied to explain the IRFs under the capacity regime. From the lower panels
of Figure 2, emission and intensity levels are quite stable over time. Although the emission level is
required to be fixed, the intensity level only decreases slightly over time, due to the stable abatement
investment and technology. Firms are not willing to invest more in abatement technology as long as
the capacity target is satisfied. With a fall in output, the firms can easily meet the capacity target with
the same abatement effort and investment. To cut cost, firms would reduce the abatement effort and
investment simultaneously.

4.3. Discussion

After examining the IRFs of variables to the uncertainty shocks arising from the good demand
and supply sides under the three carbon policies, we find that which policy is the best depends on the
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type of uncertainty shock realized. Table 3 summarizes the initial changes of the key variables under
the three policies with TFP and preference uncertainty shocks. As shown, measuring in term of output,
both the intensity and capacity regimes are preferable to the constant tax rate under a TFP uncertainty
shock. In contrast, under a preference uncertainty shock, implementing a carbon tax rate can reduce
the extent of reduction of output, relatively to the other two policies. This is in contrast to the result
found by Annicchiarico and Di Dio [13] and Dissou and Karnizova [15], where the capacity regime
could dampen the responses of macroeconomic variables to the level shocks. This result no longer
holds under uncertainty shocks.

Regarding the choice between the constant carbon tax rate and intensity regime, if the
policy-maker’s objective is to reduce both the emission and intensity levels in responding to economic
uncertainty, carbon intensity is preferable to the taxation regimes under a TFP uncertainty shock. This
is because although the carbon tax policy could lead to relatively more reduction in CO2 emissions,
it substantially increases the carbon intensity level, which is caused by the large reduction in the
abatement investment under the policy. In contrast, the constant carbon tax rate seems to be more
preferable under a positive preference uncertainty shock. This outcome occurs because, as shown
in Figure 2, with a constant carbon tax rate, both the carbon intensity and emission levels fall in
response to the preference uncertainty shock, whereas their paths are more stable under the carbon
intensity regime. The environmental condition can be enhanced by the rise in abatement investment
under a constant carbon tax rate in the presence of a higher preference uncertainty shock that increases
the stochastic discount factor.

Regarding the choice between the carbon tax rate and capacity regimes, the capacity regime is
more preferable under a TFP uncertainty shock. AS abatement effort and investment can be chosen
freely under the capacity regime, the abatement investment decreases to a lesser extent under the
policy. As a result, the carbon intensity ratio does not increase as much as those under the constant
carbon tax rate. Facing a preference volatility shock, the emission and intensity levels under the
capacity regime behave similarly to those under the intensity regime. Both paths move steadily over
time. Even worse, the abatement effort is reduced under the capacity regime. Thus, the carbon tax rate
is more preferable under the preference uncertainty shock.

In sum, the constant carbon tax rate is the best policy in term of output, emissions and intensity
level under the preference volatility shock. However, the intensity and capacity regimes are more
preferable under the TFP volatility shock. In the standard literature in macroeconomics, usually, one
only takes the household’s utility (1) into consideration for the welfare analysis and neglects the
adverse impact on the environment. In Appendix C, we show the IRFs of the other variables to the
uncertainty shocks. It is shown that the constant carbon tax rate produces a higher household lifetime
utility than the other two policies under both types of shocks.

Table 3. Initial responses of the equilibrium values of variables under different carbon policies in the presence of

positive TFP and preference uncertainty shocks. The signs ↑ and ↓, −, respectively, indicate that variable increases

or decreases remain constant. In each column, ↑↑ and ↓↓, respectively, indicate that the corresponding variable

increases or decreases dramatically more than the other policies.

TFP uncertainty shock Ie
t Zt

Zt
Yt

Yt Ut

Carbon tax ↓↓ ↓↓ ↑↑ ↓↓ −
Intensity ↓ ↓ − ↓ ↑
Capacity ↓ − ↑ ↓ ↓

Preference uncertainty shock Ie
t Zt

Zt
Yt

Yt Ut

Carbon tax ↑ ↓↓ ↓↓ ↓ −
Intensity ↓ ↓ − ↓↓ ↑
Capacity ↓ − ↓ ↓↓ ↓
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5. Conclusions and Extensions

This paper studies the impact of the economic uncertainty on the carbon emissions, and the welfare
consequences of the carbon tax, intensity, and capacity regimes. Our DSGE model is a combination of
the models by Annicchiarico and Di Dio [13], Heutel [14], and Basu and Bundick [12], and features
environmental components as well as the uncertainty shocks from the good supply (TFP uncertainty
shock) and demand (preference uncertainty shock). It is found that an increase in uncertainty from
both sources can reduce CO2 emissions. However, their impacts on the abatement investment are
different: a positive TFP uncertainty shock results in a lower abatement investment through reducing
the future expected productivity level, whereas a positive preference uncertainty shock increases the
abatement investment by raising the stochastic discount factor.

It is worth noting that carbon tax, intensity, and capacity policies yield vastly different welfare
implications in response to the uncertainty shocks. In terms of lifetime utility, the carbon tax policy
is the most preferable under both types of the uncertainty shocks. In terms of output, it is the most
preferable only under the preferable uncertainty shock; whereas, instead, the intensity and capacity
regimes should be implemented under the TFP uncertainty shock.

Speaking of the carbon emissions and intensity levels, the welfare implication is mixed. A unique
feature of implementing a carbon tax policy is fixing the abatement effort at a constant level, leaving
the abatement investment to be the only tool for firms to manipulate the emission level. As a result,
the abatement investment would increase and decrease, respectively, to positive preference and TFP
shocks. Thus, to mitigate both the carbon emissions and intensity levels, the carbon tax regime
is suitable only under the preference shock. In contrast, the carbon intensity regime results in a
trade-off between the abatement effort and abatement investment. The abatement investment and
abatement effort are determined before and after the realization of the shocks, respectively, and the
firms would overinvest if their realized intensity levels are below the required one. In this context, the
possibility of overinvestment leads to a reduction in the firms’ abatement investment under a positive
TFP uncertainty shock. In line with Baldursson and Von Der Fehr [32], the irreversible property of
investment is the key for the uncertainty shock to take impacts. Since the abatement investment (and
abatement effort) are insensitive to both types of the uncertainty shocks, the abatement technology
decreases to a lesser extent under the TFP uncertainty shock. Therefore, the carbon intensity regime is
preferable to the carbon tax regime under the TFP uncertainty shock.

Under the capacity regime, the abatement investment decreases under both types of the
uncertainty shocks. This is because both of the uncertainty shocks reduce output, and the carbon
emissions decrease naturally without requiring further actions in abatement. Firms that find it easier to
satisfy the capacity target, tend to invest less and exert less effort in abatement. Similar to the intensity
regime, the abatement investment is insensitive to the shock under the capacity regime, therefore the
social welfare under these two regimes (in term of carbon emission and intensity levels) are similar.
To conclude, in order to curb environmental degradation in terms of the CO2 emission and intensity
levels under economic uncertainty, we show that the intensity and capacity regimes are more suitable
when facing the TFP uncertainty shocks, whereas the carbon tax policy is the most suitable policy
when facing the preference uncertainty shock.

Another branch of the economic uncertainty literature is to study the macroeconomic impact
of policy uncertainty. For example, Fernández-Villaverde et al. [28] found that high volatility of
interest rate could result in decreases in output and consumption in a partial equilibrium small open
economy model. When facing a higher interest rate uncertainty, households hold less foreign bonds.
As holding foreign bonds allow the households to hedge against the risk of investing in physical
capital, a reduction in foreign bonds also implies that less real investment is made. A similar result is
also obtained by Mumtaz and Zanetti [33] who use a structural vector autoregression model to show
that a rise in monetary policy volatility could trigger falls in the interest rate, output growth rate, and
inflation rate. In a New Keynesian model with time-varying volatility of government expenditure,
Fernández-Villaverde et al. [34] found that the fiscal policy uncertainty could at least reduce the output
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in the U.S. by 0.15%. Moreover, firms with higher productivity uncertainty are more vulnerable to such
fiscal policy uncertainty [35]. To quantify the degree of policy uncertainty, Baker et al. [36] measure it by
counting the frequency of the words “uncertainty” in the articles of ten leading U.S. newspapers. This
index is employed by Kang and Ratti [37] and Antonakakis et al. [38], who find a dynamic relationship
between policy uncertainty and oil prices. Both papers find a significant and positive relationship
between an oil-specific demand shock and the policy uncertainty index, whereas oil supply shock is
loosely linked to the index. In addition to monetary and fiscal policies, Handley and Limao [39] found
that a high uncertainty in trade policy (tariff rate) can also reduce firms’ investment and the probability
to enter the export market. One might wonder whether the uncertainty in the future implementation
of carbon policies could also lead to a similar result. In addition, it is also interesting to examine the
environmental impact of fiscal and monetary uncertainty, all of which we leave for future research.
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Appendix A. First-Order Conditions for Ut and Ie
t Under Intensity and Capacity Regimes

Under carbon intensity and capacity regimes, the instantaneous profit of the firms becomes

Dt(i)
Pt

=

(
Pt(i)

Pt

)1−θ

Yt −
RK,t

Pt
Kt(i)−

Wt

Pt
Lt(i)− Ie

t − CA,t(i)−
φP
2

(
Pt(i)

ΠPt−1(i)
− 1
)2

Yt (A1)

Compared to those of the carbon taxation, the only difference is that the firm’s instantaneous
profit does not depend on pzZt(i) . Under the intensity policy, there is an additional constraint:

int =
Zt(i)
Yt(i)

(A2)

where int is the emission to output intensity set by the government. Set up a Lagrangian function
Lint as

Lint =
∞

∑
s=0

(
∂Vt/∂Ct+s

∂Vt/∂Ct

) [
Dt+s(i)

Pt+s
+ λint,t

(
int− Zt(i)

Yt(i)

)]
(A3)

where λint,t is a Lagrangian multiplier at time t. The first-order conditions for Ut and Ie
t are, respectively,

φ1φ2Uφ2−1
t Yt =

λint,t

ϕ̄
(A4)

p′−1(Ie
t ) = Et

[
Mt+1λint,t+1

1
ϕ2

t+1

]
(A5)

Since the firms’ decisions are identical in the equilibrium, the firm index i are skipped in the above
conditions. Similarly, for the emission cap regime that Zt(i) = Z̄, firms have an additional constraint

Z̄ = Zt(i) (A6)

Set up a Lagrangian function Lcap as

Lcap =
∞

∑
s=0

(
∂Vt/∂Ct+s

∂Vt/∂Ct

) [
Dt+s(i)

Pt+s
+ λcap,t (Z̄− Zt(i))

]
(A7)



Sustainability 2019, 11, 4993 19 of 26

where λcap,t is the Lagrangian multiplier at time t. The first-order conditions for Ut(i) and Ie
t

are, respectively,

φ1φ2Uφ2−1
t =

λcap,t

ϕ̄
(A8)

p′−1(Ie
t ) = Et

[
Mt+1λcap,t+1Yt+1

1
ϕ2

t+1

]
(A9)

In sum, the first-order conditions for Ut and Ie
t are replaced by (A4) and (A5), respectively, under

the intensity policy and by (A8) and (A9), respectively, under the capacity policy. In addition, the
variables λint,t and λcap,t are, respectively, solved by the additional conditions (A2) and (A6).

Appendix B. A List of the First-Order Conditions under Carbon Taxation

Households optimal conditions:

1− η

η

Ct

1− Lt
= wt (A10)

R−1
t = Et

1
Πt+1

Mt+1 (A11)

qt = EtMt,t+1

[
rk,t+1 −

γI
2

(
It+1
Kt+1

− δK

)2
+ γI

(
It+1
Kt+1

− δK

)(
It+1
Kt+1

)]
+ (1− δK)EtMt,t+1qt+1 (A12)

qt − 1− γI

(
It

Kt
− δK

)
= 0 (A13)

Mt,t+1 ≡
(

∂Vt/∂Ct+1
∂Vt/∂Ct

)
=

(
1− at+1β

1− atβ

)(Cη
t+1(1− Lt+s)

1−η

Cη
t (1− Lt)1−η

) 1−σc
θV
(

Ct
Ct+s

) Vt+s

Et

[
V1−σ

t+s

]
1− 1

θV

(A14)

Vt = max
[
(1− atβ)

(
Cη

t (1− Lt)
1−η
)(1−σc)/θV

+ atβ
(
EtV1−σc

t+1

)1/θV
]θV /(1−σc)

(A15)

Kt = (1− δK)Kt−1 + It (A16)

Firms optimal conditions:
Yt = (1− Γ(Mt))AtKα

t L1−α
t (A17)

(1− α)
Yt

Lt
MCt =

Wt

Pt
(A18)

α
Yt

Kt
MCt =

RK,t

Pt
(A19)

1
ϕt

PZ,t

Pt
= φ1φ2Ut

φ2−1 (A20)

φp

(
Πt

Π̄
− 1
)

Πt

Π̄
= (1− θ) + θMCt + φpEt

[
Mt+1

Yt+1

Yt

(
Πt

Π
− 1
)

Πt

Π

]
(A21)

p′(Ie
t )
−1 = Et

[
Mt+1 pzYt+1 ϕ−2

t+1

]
(A22)

ϕt+1 = (1− δϕ)ϕt + p(Ie
t ) (A23)
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where p(Ie
t ) = Ieκ

t /κ for some κ ∈ [0, 1].

p′(Ie
t )
−1 = Et

[
Mt+1 pzYt+1 ϕ−2

t+1

]
(A24)

Goods market equilibrium:

Yt = Ct + It + Gt + φ1Uφ2
t Yt +

γI
2

(
It

Kt
− δK

)2
Kt (A25)

Emission stock, level, and abatement cost:

Zt =

(
1
ϕt
− Ut

ϕ̄

)
Yt (A26)

Mt = (1− δM)Mt−1 + Zt + Z∗t (A27)

CA,t = φ1Uφ2
t Yt (A28)

Policy Rules:
Different from the main passage, the lump-sum tax Tt is defined in real terms:

Tt + pZ,tZt = G (A29)

where G = 0.2Y and Y are the steady-state values of Yt.

Rt = R
(

Πt

Π

)ιπ (Yt

Y

)ιY

(A30)

Shocks:
ln At = (1− ρA) ln A + ρA ln At−1 + σA,tεA,t (A31)

ln at = ρa ln at−1 + σa,tεa,t (A32)

log(σA,t/σA) = ρσA,t ln(σA,t/σA) + σσAεσA ,t (A33)

log(σa,t/σa) = ρσa,t ln(σa,t/σa) + σσaεσa ,t (A34)
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Appendix C. Other Impulse Response Functions
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Figure A1. Impulse response functions (IRFs) to one standard deviation of total factor productivity (TFP)

uncertainty shock. The values of IRFs are all expressed in percent. In the upper six panels, the solid lines

represent the IRFs when pz = 5%. The dashed lines are the IRFs under the carbon intensity policy. The intensity

policy is set such that the ratios Zt/Yt are equal in the two models in the steady state. For the bottom six panels, the

solid lines represent the IRFs when pz = 5%. The dotted lines are the IRFs under the carbon capacity policy, such

that the emission levels Zt are equal in the two models in the steady state.
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Figure A2. Impulse response functions (IRFs) to one standard deviation of preference uncertainty shock. The

values of IRFs are all expressed in percent. In the upper six panels, the solid lines represent the IRFs when the

carbon tax pz = 5%. The dashed lines are the IRFs under the carbon intensity policy. The intensity policy is set

such that the ratios Zt/Yt are equal in the two models in the steady state. For the bottom six panels, the solid lines

represent the IRFs when the carbon tax pz = 5%. The dotted lines are the IRFs under the carbon capacity policy,

such that the emission levels Zt are equal in the two models in the steady state.



Sustainability 2019, 11, 4993 23 of 26

5 10 15 20
-15

-10

-5

0

tax

intensity

5 10 15 20
0

20

40

60

80

tax

intensity

5 10 15 20
0

20

40

60

80

tax

intensity

5 10 15 20

0

2

4

6

8

10

10
-5

tax

intensity

5 10 15 20
-20

0

20

40

60

80

100

tax

intensity

5 10 15 20
0

2

4

6

8

10

tax

intensity

5 10 15 20
-15

-10

-5

0

tax

cap

5 10 15 20
0

20

40

60

80

tax

cap

5 10 15 20
0

20

40

60

80

tax

cap

5 10 15 20
-15

-10

-5

0

5
10

-4

tax

cap

5 10 15 20
-20

0

20

40

60

80

100

tax

cap

5 10 15 20
0

2

4

6

8

10

tax

cap

Figure A3. Impulse response functions (IRFs) to one standard deviation of total factor productivity (TFP) shock.

The values of IRFs are all expressed in percent. In the upper six panels, the solid lines represent the IRFs when the

carbon tax pz = 5%. The dashed lines are the IRFs under the carbon intensity policy. The intensity policy is set

such that the ratios Zt/Yt are equal in the two models in the steady state. For the bottom six panels, the solid lines

represent the IRFs when the carbon tax pz = 5%. The dotted lines are the IRFs under the carbon capacity policy,

such that the emission levels Zt are equal in the two models in the steady state.
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Figure A4. Impulse response functions (IRFs) to one standard deviation of preference shock. The values of IRFs

are all expressed in percent. In the upper six panels, the solid lines represent the IRFs when the carbon tax pz = 5%.

The dashed lines are the IRFs under the carbon intensity policy. The intensity policy is set such that the ratios Zt/Yt

are equal in the two models in the steady state. For the bottom six panels, the solid lines represent the IRFs when

the carbon tax pz = 5%. The dotted lines are the IRFs under the carbon capacity policy, such that the emission levels

Zt are equal in the two models in the steady state.
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