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Abstract: This paper addresses the problem of noise in spa protection areas. Its aim is to determine the
delimitation of the areas that exceed a permissible noise level around the sanatorium on the example of
a health resort in Inowrocław. The determination of the exceedance of permissible noise levels allows
us to develop directly effective local policy tools to be included in planning documents. In order to
reduce noise infiltration, it is important to define environmental priorities. Taking into account their
impact on the health of users in the protection area, environmental priorities enable us to introduce
additional elements to street architecture. In order to properly manage space, in accordance with the
idea of sustainable development, zones of environmental sensitivity—and their socio-environmental
vulnerability—have been designated for assessing damage (exceeding permissible noise in health
facilities) and defining methods of building resilience (proper management). This has provided the
basis for a natural balance optimized for the people living in these areas. To achieve the goal above,
non-linear support vector machine (SVM) networks were used. This technique allows us to classify
the linearly inseparable data and to determine the optimal separation margin. The boundaries of the
areas which exceeded permissible noise levels (separation margin) were estimated on the basis of
noise pollution maps, created by means of the SVM technique. Thus, the study results in establishing
buffer zones where it is possible to use varied land utilization in terms of form and function, as
described in the planning documents. Such an activity would limit the spread of noise.

Keywords: noise; acoustic space; socio-environmental vulnerability; Support Vector Machines; spatial
policy; preventive healthcare; healthcare facilities

1. Introduction

The effect of environmental factors on human health is inevitable. Among health-affecting factors,
quite important are the physical factors of diverse nature: water, soil or air pollution [1]. Increasingly,
noise is being mentioned as air pollution caused by energy. Energy propagating in the air takes the form
of acoustic waves that are divided by frequency into ultrasound, audible sounds, and infrasound [2].
Noise is an undesirable, unpleasant, cumbersome, oppressive or harmful sound of excessive intensity
affecting the organ of hearing, the other senses and other parts of the body or the whole body [3–7].
Proper development of the acoustic environment is based on the formation of acoustic conditions so that
they are optimal from the point of view of health and human activities. Each person is characterized
by an individual reception of sounds. It is the sensitivity on noise. To get to know this sensitivity
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it is important to properly manage and recognize social, environmental and health vulnerabilities.
“Noise sensitivity” is defined as an individual and increased probability of perceiving sounds as
unpleasant [8–11]. Moreover, getting used to excessive noise levels causes indifference, which is caused
by exposure to a hazardous situation [12–16].

Noise can be characterized by its source (e.g., anthropogenic or natural causes) or by specific
physical values, such as power, intensity, frequency or duration. It should be noted that its relevant
parameters refer not only to strictly objective values considered to be unpleasant or harmful but also, to
the same extent, to the places where common sounds will cause unwanted or disturbing effects [17–19].
Organized urban spaces are treated like resources directly used by local residents. The conditions of
these spaces decide also on the possibilities for creating a proper base for planners who, to a greater or
lesser degree, introduce quantitative and qualitative changes in the area [20,21].

It is important then, to analyze the acoustic situation. The determination of physical parameters
such as density, open spaces, their shape, the greenery and the location of the buildings has a
significant effect on the noise spread in the environment [18,22]. Maps are a good tool for showing
the noise distribution in the area. It is accepted in the literature that an acoustic space map can
contain three different topics: a sound sources map, a map of psychoacoustic perception and a
noticeable quality of sound environment [23–30]. A map of sound sources provides information on
the different types of noise, including positive ones. Liu developed a map of perception of sound
sources based on their spatial-temporal variation [27,28]. He qualified the sources as anthropological,
biological and geographical, and showed that they are characteristic of urban landscapes and depend
on their composition.

Yerli and Demir, by examining seasonal variation of noise, identified the possibility of noise
reduction by greenery up to 20 dB [31]. The researchers showed the dependence of the noise level
on the time of year and the time of day (daytime noise for the spring–summer is higher by 4 dB).
Independently, the researchers demonstrated a relationship between the size of the paved surface
(passageways) in green areas and the noise level. The impact of the characteristics of the acoustic
properties of surface material used for paths on the feeling of annoyance caused by noise (perception
of background factor) was also described by Vlahov [32].

Urban noise pollution is gradually increasing, mainly because of rapid industrialization and
urbanization. A number of studies and reports refer to the fact that noise affects physiological and
mental health [33,34] and sound space is considered to be a key factor in creating a healthy city [35–37].
According to the World Health Organization, health is defined as a state of complete physical, mental,
and social well-being and not merely the absence of disease or infirmity. Particular attention should
be paid to the importance of recreational and health areas due to their tasks [38]. In these areas, the
noise level should be as low as possible, close to natural background levels. In Polish law spas have
the lowest values of equivalent sound level. The highest permissible value is 50 dB during the day,
whereas other areas have 68 dB. The Directive 2002/49/EC of the European Parliament and of the
Council of 25 June 2002 relating to the assessment and management of environmental noise, indicates
that it is necessary to adopt common methods to assess “environmental noise” and the definition of
“limit values”, in terms of harmonized indicators for the determination of noise levels. The harmful
effects of noise on the human body is a complex issue and it is related to a number of its space activities.
In the assessment of nuisance sounds, an indicator LAeq was used, which refers to the measured noise
value at the specific time of the measurement. The obtained results show the current acoustic climate
characteristic for a certain area [22,29]. The research presents on noise and its effects on human health.
The results are a good output model for the extrapolation of health effects and attempts to define them
in different periods of activity. The aim is the sustainable creation of such vulnerable spaces, especially
in terms of noise protection. Thus, the research question is how to monitor noise in spa areas and how
to counteract its spread.

Environmental noise depends on land development and usage. This paper presents, for the
first time, zones, within one park, where various development and land use should be conducted.



Sustainability 2019, 11, 4199 3 of 17

Usually, the area of the spa park is treated homogeneously. We propose to distinguish zoning and
utilization zones and introduce various limitations in zones. This is necessary due to the fact that noise
sources are internal and result from the intensity of use. Many studies deal with environmental noise
research, most often regarded as a linear source. We use support vector machine (SVM) networks,
which gives the possibility to determine zones depending on many sources of noise and the need to
protect the acoustic climate of the protected space [39]. The residents and spa patients and also the
inhabitants of Inowrocław, who use the attractions of the health spa, are the sources of noise in the spa
area. The source of noise is, therefore, internal, anthropological, and the prevention of its spread will
be supported by creating separated areas with controlled absorbency.

Mathematical multi-criteria optimization methods are usually used to plan the reduction of
the impact of noise coming from various sources such as road and rail transport, construction and
operations, or resulting from human life. In addition, they are based on many purposes [40–43]. In this
way, an attempt is made to reduce the impact of noise along with optimizing the costs of decisions
and possible implementation. The use of the support vector machine, a technique to determine the
areas based on the noise measurements in spatial planning, is also new. The SVM algorithm is widely
used in solving data classification problems [44,45], object recognition [46], in technical, engineering
and environmental applications [47] and in medical diagnostics [48,49]. An interesting application
is the use of the SVM algorithm to model ship maneuvering movements to mitigate the impact of
noise problems [50]. The SVM is characterized by strong theoretical foundations based on statistics. Its
modern form was developed by Vapnik and discussed in detail in [51]. The SVM technique has been
gaining more and more popularity in recent years and it is still prevailing in line with the currently
used trends in scientific research on the use of artificial intelligence methods.

Its application primarily solves problems of linear and non-linearly separable data
classification [52–54], detects and identifies failures and errors in various systems [55,56], and assesses
risk in various branches of the economy [57,58]. In this paper, the range of special zone development
in the spa areas was determined by means of the SVM technique. Simultaneously, ways of developing
the area in order to reduce noise spread were proposed.

2. Materials and Methods

2.1. Research Object

Inowrocław is a city in the northern-west part of Poland, located in Kuyavia-Pomerania province.
It is one of 46 health resorts in Poland and it currently functions as:

• a large settlement,
• an industrial-economic and service center of a regional importance,
• an important railway junction and a significant road transport hub,
• a vocational education center,
• a health resort with a separate spa (Figure 1)

The spa function completes urban functions and generates income.
The lowland spa in Inowrocław was founded in 1875. Initially, the Health Spa and Resort (Solanki

I) covered the area of 5 ha. At present, its area is approximately 85 ha. The arrangement of the Health
Spa takes patients’ comfort into account most of all. There, one can find numerous walking alleys,
pedestrian zones and leisure areas with gazebos, brine graduation towers, mineral water drinking
sites, spa houses, natural medicine institutes and other objects of public interest.

The intention of health resorts is to provide an atmosphere supporting medical treatment.
Therefore, the spatial layout of health resorts should have elements unique to these types of areas. The
basis is a natural therapy complex, around which the parkland is located, often of a great value due to
its composition, aesthetic and cultural features. Moreover, organizing social life and entertainment
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plays an important role in health resorts. Most of the noise in such a type of areas is associated with
human activities [59].Sustainability 2019, 11, x FOR PEER REVIEW 4 of 17 
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2.2. The Measurement of an Equivalent Sound Level

Sound level measurements were carried out in accordance with Polish legislation
(PN—81/N—01306, PN-ISO 1996-1:1999) and were described also in the principles in the statement of
the State Inspectorate for Environmental Protection entitled “Methods of measurement of external
noise in the environment” with amendments that are adapted to the purposes of this study. Acoustic
data were collected with a sampling technique approved by the standard PN-ISO 1996-2:1999 [60]. In
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this technique, the total duration of the measure was part of the period of reference time, which was
chosen to take the variability of noise emissions into account. The measurement points were located
so as to best represent the space around health resorts. It was also considered to carry out the noise
measurements in conditions not exceeding the following limit values:

• temperature range from −10 ◦C to 40 ◦C,
• humidity from 25% to 98%,
• average wind speeds up to 5 m/s,
• atmospheric pressure from 940 hPa to 1060 hPa.

The designated indicator was the equivalent sound level LAeq. The measurements taken into
account were the eight least favorable hours for daytime and one least favorable hour at night. The
sound level was measured around the spa objects located in A zone of the health resort protection
area. The buildings of five sanatoriums are located around the park in its old part. The location of the
measurement points is shown in Figure 2, and the value of the measured equivalent sound level is
presented in Table 1 and Figure 3.
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Figure 2. The maps of the health resort area with measuring points. Source: Authors.

The noise from all observable sources was measured at the designated points. The obtained
results show the currently prevailing acoustic conditions of the area (Figure 3—noise contour line).
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Table 1. Measured values of the equivalent sound level [dB].

Point No. The Name of
the Sanatorium

LAeq for 8 h
During the
Day [dB]

LAeq for 1 h
During the
Night [dB]

Point No.
The Name of

the
Sanatorium

LAeq for 8 h
During the
Day [dB]

LAeq for 1 h
During the
Night [dB]

1 Oaza 56.9 40.5 10 Kujawiak 48.5 45.1
2 Oaza 64.4 46.2 11 Kujawiak 45.7 42.4
3 Oaza 51.0 40.0 12 Przy Tężni 48.8 45.2
4 Oaza 55.9 40.1 13 Przy Tężni 54.2 46.8
2 Energetyk 64.4 46.2 14 Przy Tężni 47.9 41.6
3 Energetyk 51.0 40.0 15 Przy Tężni 54.3 45.3
5 Energetyk 58.8 47.6 20 Przy Tężni 54.6 45.8
6 Energetyk 52.0 48.1 16 Modrzew 52.8 41.5
7 Kujawiak 47.8 45.4 17 Modrzew 45.1 38.9
8 Kujawiak 62.9 50.8 18 Modrzew 47.9 40.7
9 Kujawiak 49.5 45.0 19 Modrzew 48.3 37.6
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2.3. The SVM Neural Networks Used to Border the Land Use in Zones

Solutions that use artificial intelligence are more common [61]. The SVM classifiers, called the
support vectors network technique, were developed by Vapnik [51]. It is a new approach to building
and training a unidirectional network. They usually have a double-layer structure and may use
different types of activation functions [62]. SVM networks lack the defects typical of multi-layer
perceptron (MLP) networks, that is, the possibility of stopping the process of minimizing in one of
many local minima, and network architecture arbitrarily taken at the outset, which its future capacity
to generalize depends on.

Generally, in the case of linearly separable data, the SVM networks allow us to find a separation
hyperplane that separates two classes [61]. In the case of linearly inseparable data, the SVM method
can be used to find a hyperplane which classifies objects properly and, at the same time, has the highest
possible distance from typical clusters for each class (Figure 4). In the case of linearly inseparable data,
using the dimension raise, the SVM method allows us to find a curvilinear separation line with the
maximum possible margin. The paper presents the problem of using a non-linear SVM network to
classify data which are linearly inseparable, for example, the measurement of sound intensity in the
area of Inowrocław health resort.
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The essence of the SVM method is the construction of an optimal hyperplane, which separates
data belonging to different classes, with a maximum margin of trust (separation margin). The margin
of trust shall be understood as the distance of the hyperplane from the nearest points on which support
vectors will be formed (Figure 4). The points, where the support vectors are formed, are located close
to the hyperplane and define its position. However, at the same time, they are the most difficult to
classify. More information about the classification of linearly separable data and methods of building
an optimal hyperplane can be found, inter alia, in the following works: [62–65].

A commonly used solution to classify linearly inseparable data is a projection of the original
data to the function space (space of attributes), in which the data are linearly separable with a
probability close to 1. Usually, the dimension of the space of attributes-K is a lot larger than the
dimension of the space of the original-N, and a carried-out transformation of one space into another
is a non-linear transformation [66]. The graphic presentation of the non-linear transformation of the
linearly inseparable data is shown in Figure 5a,b. The linearly inseparable data in the two-dimensional
space of the original-N (Figure 5a) were transformed to the space of attributes-K (Figure 5b), which is
defined with the Gaussian functions (1)

φ(x) = exp

−‖(x− c)‖2

σ2

 (1)

where: σ—the width of the Gaussian function, c—the Gaussian function centers, x—the input vector.
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After a non-linear transformation, the data become linearly separable and they can be separated
by one separation plane. The location of the class separating hyperplane is determined in the space of
attributes (Figure 5b), and in the space of the original, only its picture can be observed (Figure 5a).

Assuming that a set of training pairs is being classified (xi, di), i = 1, . . . , N, in which the required
value di is equal to 1 or −1 and xi the input vector is projected in the space of attributes-K, the dimension
is represented by a set of attributes φ j(x), j = 1, . . . , K. After the transformation, Equation (2) for
hyperspace separating data in the space of attributes shall be recorded as

g(x) =
K∑

j=1

w jφ j(x) + b = 0 (2)

where: w j—the weight from a neuron in the hidden layer to the output neuron (Figure 5), b—polarization
that specifies the hyperplane location in relation to the origin of a coordination system.

The signal of the output neuron for the network, with the architecture shown in Figure 5, is
defined by Equation (3)

y(x) = wTφ(x) + b (3)

Analyzing the basic structure of the SVM neural network (Figure 6) one will notice that the
structure is comparable to that of the radial basis function networks (RBF) and the difference is that the
basic functions φ(x) may take a linear, polynomial, radial or sigmoidal form.
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The aim of training the non-linear SVM network is similar to the determination of values of the
vector of weights w so as to determine the optimal hyperplane for the linearly inseparable data, which
shall minimize the probability of classification error while maintaining the condition of maximizing
the separation margin. While classifying the linearly inseparable data, it is necessary to define a
non-negative complementary variable λ, which is needed to reduce the current width of the separation
margin. A problem defined this way is referred to as a primary problem [54,55] that shall be noted
as (4)

min
{
φ(w,λ)

}
=

1
2

wTw + C
p∑

i=1

λi (4)

with restrictions (5)
di
(
wTφ(x)i + b

)
≥ 1− λi

λi ≥ 0
(5)

where: C—a parameter is taken arbitrarily by the user.
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In the early stages of the non-linear SVM network training, a number of support vectors are
usually equal to the number of training data. During the training process, depending on the value of
the C parameter (limit value), network complexity is reduced and support vectors are formed for only
some of the points. The support vectors are formed on those points for which a condition is fulfilled (6)

wTφ(xi) + b = ±1 (6)

It is worth noting that the higher the value of the parameter C, the narrower the separation margin
and the smaller the number of support vectors. For small values of the parameter, the C network is
approximated in its activity to the linear network, which extends the separation margin.

The output signal (7) of the non-linear SVM network is eventually defined as [39]

y(x) = wTφ(x) + b =

Psv∑
i=1

αidiK(x, xi) + b (7)

where: Psv—the number of the support vectors xi, which is equal to the number of non-zero Lagrange
multipliers, K(x, xi)—the kernel function.

The output signal of the non-linear SVM network depends on the kernel function K(x, xi), not
on the base function φ(x), as in the case of radial networks. Because of that, it becomes obvious that
it is necessary to build a network with the resulting structure shown in Figure 7, whereas the most
commonly used kernel functions are presented in Table 2.
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Table 2. Examples of kernel functions.

Type Kernel Equation K(x, xi) Comment

linear K(x, xi) = xTx
polynomial K(x, xi) =

(
xTx + 1

)b b—degree polynomial

radial (Gaussian) K(x, xi) =
[
−

(
1/2σ2

)(
‖x− xi‖

2
)]

σ—for all kernels
sigmoidal K(x, xi) = tanh

(
β1xTx + β0

)
restrictions on the β0 i β1

If a linear kernel is applied, the built network is fully linear without a hidden layer. The application
of a sigmoid function leads to the architecture corresponding to perceptron neural network with
one hidden layer. Using the Gaussian function results in a radial basic function network, in which
the number of basic functions and their centers is equated with the support vectors. Similarly, in
sigmoidal networks, the number of neurons in the hidden layer is determined by the number of the
support vectors.
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For the tested health spa and resort, the use of SVM led to the designation of isolines of the sound
level distribution in the area (Figure 7). This allowed us to distinguish the areas of “acoustic safety”
(Figure 7). The task of automatic classification was based on noise intensity measurements. The results,
along with the geolocation of the measurement points, were the data that were entered into the input
layer. The process of classification and determination of individual zones has been carried out taking
into account: the selection of a kernel function type, the selection of network parameters (architecture,
C parameter) and the use of weights selection in relation to the chosen network parameters. The values
of the signal in the output layer allowed us to qualify the data to appropriate classes.

Besides the distinction, the areas are characterized by an increased sound level which is adverse
for users.

3. Results and Discussion

The Health Spa and Resort in Inowrocław displays many features associated with healthcare,
entertainment, recreation, and relaxation. Its sound space is formed by all the events taking place there.
Special attention should be given to keeping the noise level as low as possible, close to the natural
background level [18,67].

In Polish legislation, the acceptable noise level in the daytime and nighttime (other sources of
noise—environmental noise) for spa parks (A protection zone), is 45 dB and 40 dB. The measurement
of an equivalent sound level in the area of the park for the daytime shows exceeded limit values by
7 dB, while at night the limits are exceeded on average by 4 dB. Noticeable changes in the sound level
for a human is a level of 3 dB. So, the above values indicate a significant increase in sound intensity.

The information, included in the map of the acoustic climate, is primarily used to identify an
existing acoustic situation in the studied area. They designate the areas where the exceedance of noise
limit values occurred. The maps enable us to estimate the population size exposed to the excessive
noise and to estimate possible changes to the acoustic climate in relation to the environment protection
against the noise. For the greenery in the areas, such maps have not been prepared because there is
a belief that those areas represent silence zones. In large parks, where the accumulation of different
functions can be observed, proper zoning is essential as it improves acoustic comfort. The map showing
the distribution of sounds is a helpful tool to create a protection area properly. The boundaries of the
areas with the exceeded permissible noise levels (separation margin) were estimated on the basis of the
noise pollution maps, created by means of the SVM technique. That is 45 dB during the night and
60 dB in the daytime and it should be applied including varied land utilization in terms of form and
function, described in the planning documents. In these zones, additional elements of land utilization
may be introduced to limit the noise infiltration (Figure 8).
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In the area around the health resort, relationships between sound, environment, and people
using it, and those expressed as an acoustic comfort, were presented by Tse. In addition to the visual
evaluation of landscape, the evaluation of acoustic comfort played an important role in accepting the
urban park [68].

The researchers recommend including the analyses of the process of urban sprawl and its impact
on the health of population, as potential determinants of health. The development of spatial policy
and legal regulations should come from proper planning and integral multi-sectoral approach towards
these issues, so as to protect and improve the health of population in a more and more urbanized living
environment [69–72].

The existence of the problem of noise nuisance for the health spa area visitors cannot be concluded
only from the measurements. Guests staying in the area may, in fact, pay attention to noise which is
not taken into account in the standards. A complete assessment of these feelings can only be obtained
on the basis of surveys carried out among people residing in the area. They can be the basis for
determining a subjective nuisance of the received noise [73,74]. The direction of the future research
should be the search for an effective policy of monitoring noise as an air pollution. In addition, it
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must be considered to what extent air pollution and other sources of pollution can cause short- and
long-term health effects with a certain exposure to noise, and what relationships exist between health
outcomes and sensitivity in the noise delivery.

The presented classification model was developed with regard to a number of spatially distributed
sampling points. This method can easily be extended to the continuous systems of monitoring
perception and acoustic properties of a certain location.

4. Conclusions

Maintaining the right proportions in sustainable park management requires a balance between
the noise generated and the impact on the environment. Is the analyzed area vulnerable to changes,
especially with regard to noise protection? Yes, but as a special area—a spa park—changes must be
rational and should take into account both social and environmental aspects as well as natural aspects.

Shaping the noise climate of the greenery is influenced by many factors, such as:

• the size of the area,
• the accumulation of sound sources,
• the terrain shape,
• natural or artificial obstacles,
• the selection of sampling points,
• the number of visitors (capacity and functional program).

The tested object, the health spa and resort, is a multi-functional area comprising of objects related
to healthcare, entertainment, recreation and relaxation. Increasingly, programs for the development
of such areas offer diversity, adapting to the new needs of users. Health resorts change their
profiles from healthcare centers to multi-functional spa, wellness and recreational places with catering
and entertainment.

The space of the tested health spa area is characterized by noise infiltration between the zones.
Therefore, there is the need of separating silence zones from the noisy ones by creating neutral zones.
This note, which is primarily a recommendation for designing spatial systems in new areas, in the case
of “Solanki” may be replaced by the introduction of acoustic partitions. However, often for aesthetic
reasons, constructing engineering partitions requires masking elements such as evergreen plants. In
addition, linear partitions, considering the gravity flow of air masses, can disturb natural ventilation.
The composition of dense greenery and buildings is important for the noise interference issue. Noise is
often generated by sports zones and playgrounds as well as by materials used for path cladding. The
adjustment of a park’s functional program to its absorbency may be the solution to the problem of
reducing noise (anthropocentric), especially in historical parks.

Polish spatial policy, in accordance with the provisions of the Act of 27 March 2003 on spatial
planning and development (Off. J. of 2016 item 778 as amended), hereinafter referred to as the SPD
Act, based primarily on the findings of the planning documents, which include a municipal study of
the conditions and directions of the spatial development and a local zoning plan, in accordance with
article 10 paragraph 2 subparagraph 3, takes into account protected areas and policies of a protection
of the environment and its resources, nature conservation, landscape conversation, including cultural
landscapes and health resorts.

Poland is a country with a distinctive diversity of space functioning in Europe, but at the same
time, with very severe processes of spatial order and degradation of landscape physiognomy. There
are also growing problems with the management of cities and municipalities land utilization.

The paper presents an innovative approach to the classification of zones located in health spa
areas, depending on the noise and done by means of the SVM technique. The proposed approach has
allowed us not only to classify the areas with exceeded noise standards but also to determine the course
and width of the separation margin. This margin has been identified as an area where the spread of
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noise to neighboring areas will be reduced by the adopted solution. Proposals of a development zone
and a buffer zone for exceeded noise levels are shown in Tables 3 and 4.

Table 3. Proposals supporting spatial decision-making reinforcing the basic healthcare functions of
health spa areas.

Current Status Zone A Separation Margin Zone B

Park development
Park development
(paths, high greenery,
low greenery)

Change of park
management (acoustic
barriers)

Change of park
management (change of
track surface, change of
track width depending
on the boundary
absorption of zones)

Sanatorium buildings
limiting the amount of
acceptable space in
sanatorium buildings

Slopes—earth acoustic
barriers

change of building
elements (windows,
doors) to muted—less
noisy

Table 4. Proposals of preventive actions concerning records in the documents on spatial policy and
changes in the management technique.

Current Status Reform Guidelines

residents are indifferent to the public domain
management technique

strengthening the role of civic organizations to
establish partnership in development policy

lack of entries in the planning documents for parks,
health areas and healthcare facilities, which are based
on the acoustic analysis and study of the experience
of space users

• conditioning records concerning the spatial and
functional management of spa areas taken from
the results of the acoustic space analysis and the
research relating to the experience of users;

• seasonal monitoring of the area’s absorbency
based on the results of acoustic analyses and
surveys on sound perception;

• the requirement of assessing acoustic comfort in
order to protect health values of the resorts

uncontrolled spatial policy system
obligatory monitoring to control the appropriateness
of activities (the reduction of sound-active materials
and the introduction of functional program)

inefficient ways to write the land destination and
utilization in the planning documents of the areas

changes to the law in order to introduce modern and
effective methods of managing the land destination
and utilization in accordance with the principles of
sustainable development

Greenery has a beneficial effect on the urban environment (limits the spread of dust, gases, and
noise). It also provides the space necessary for recreation. The location and size of a health resort area
are very important factors in determining the quality of relaxation. In larger areas, different functions
are accumulated. For this reason, sports or recreational zones may appear there next to zones for
silence and walking.

A special type of greenery is a health spa area. They are part of health resorts and, therefore,
subject to regulations in the Act of 28 July 2005 on health resort treatment, health resorts and Spa protection
areas and health resort municipalities (Off. J. of 2016. item. 879 as amended) and also to the Polish
standard of “Health resorts”. The term “health resort” is a combination of medical and recreational
functions in the area. The basis of activity in these areas is a balance between various elements of the
natural and cultural environment. Health spa areas are health protection zones—separated from the
area of a health resort, in order to protect medicinal features and medicinal natural raw materials,
which are the benefits of the environment and equipment. They are characterized by a rational shaping
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of the landscape and their spatial arrangement should take into account proper zones. However, for
such a diverse area, it is extremely difficult to separate various subareas of silence and recreation and
to prevent the noise infiltration between them.

Spa objects, as sensitive areas, are not monitored in terms of the existing noise level. Sanatoriums,
located mostly on the outskirts of health spa and resort areas, should offer peace and relaxation in their
space. The measurements of the equivalent sound level around these buildings show, above all, that
the patients are the source of the noise. Changes should include determining the limits of the health
spa areas’ absorbency in sensitive spaces and other ways of development such as acoustic barriers (in
the zone as the separation margin) to prevent the spread of noise.
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