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#### Abstract

The inconsistencies of passenger flow volume between stations' peak hours and cities' peak hours have emerged as a phenomenon in various cities worldwide. Passenger flow forecasting at planning stages can only predict passenger flow volume in city peak hours and for the whole day. For some stations, the highest flow does not occur in the city peak hours, and station scale design is often too small. This study locates the formation mechanism of station peak in which the temporal distribution of the station is the superposition of different temporal distributions of the purpose determined by land-use attributes. Data from 63 stations in Xi'an, China, were then used to present an enlargement coefficient which can change the boarding and alighting volume in city peak hours to a station's own peak hours. This was done by analyzing the inconsistencies of passenger flow volume between the station's peak hours and the city's peak hours. Morning peak deviation coefficient (PDC) and evening PDC were selected as datasets, and stations were classified accordingly. Statistics of land usage for every type of station showed that when the stations were surrounded by developed land, the relationship between the PDC and the commuter travel land proportion was to some extent orderly. More than $90.00 \%$ of stations with a proportion of commuter travel land that was more than 0.50 had PDCs under 1.10. All stations with a proportion of commuter travel land that was less than 0.50 had morning PDCs over 1.10. Finally, data from 52 stations in Chongqing, China were used to verify the findings, with the results in Chongqing predominantly corresponding to those in Xi'an.
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## 1. Introduction

Urban rail transit has existed for over 150 years, with global large-scale construction of urban rail transit emerging in the 1970s. At present, over 150 cities in over 50 countries have subways, with a total length reaching beyond $10,000 \mathrm{~km}$.

Due to the long service life of urban rail, it is necessary to build rail transit according to passenger flow forecast results to adapt the rail for future travel traffic. As urban rail transit develops, research into passenger flow forecasting also continues to expand. Researchers initially studied the four-stage method, and have gradually developed more advanced passenger flow forecasting methods [1,2] which include total control, and the distribution of passenger flow on the rail transit network [3,4]. Some scholars have investigated the difference between actual operation results and the passenger flow forecast by analyzing the problems in passenger flow forecasting [5-7], shortcomings of the traditional four-stage method, and introducing improvements [8-12]. Rail transit lines gradually extend into the suburbs as cities develop and expand. Due to the difference between the mode of travel in the suburbs and in urban areas, research on the forecast method of passenger flow in suburban rail transit has also emerged [13-16]. To satisfy the demand for refined operations, a number of scholars have
studied short-term passenger flow forecasting [17-19], and abnormal passenger flow forecasting [20,21]. Station scale also directly affects passenger perception of the rail transit service level. When studying the passenger flow of a station, its location, the nature of the land, and connection with other modes of transportation have emerged as important influencing factors [22-25]. The application of passenger flow forecasting results for the calculation of rail transit station scale has also been investigated [26,27].

With the operation of urban rail transit, it has become apparent in many areas that station peak hours are not completely consistent with those of the city. This phenomenon is referred to as the deviation of peak hours for urban rail transit stations in this paper. Peak hour deviation has emerged in the Chinese cities of Xi'an and Chongqing, where statistics have been collected. The statistical results are presented in Table 1. The data for Xi'an spans from September 2017 to May 2018, and is provided by Xi'an Metro Co., Ltd. The data for Chongqing is in 4 May 2016 (Wednesday), and is provided by Chongqing Rail Transit Co., Ltd. The two cities all possess unique features. Xi'an is a plain city, while Chongqing is a mountainous city. As seen in Table 1, the two cities all exhibit deviations between the peak hours of urban rail transit stations and those of the cities.

Table 1. Statistics of the deviation of peak hours for urban rail transit stations in the two cities.

| City | City Peak Hour | Lines' Name | Total Number of Stations | Number of Deviation Stations | Deviation <br> Proportion |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Xi'an, China | 07:30~08:30 | NO. 1 | 18 | 8 | 44.44\% |
|  |  | NO. 2 | 21 | 16 | 76.19\% |
|  |  | $\text { NO. } 3$ | 24 | 18 | 75.00\% |
| Chongqing, China | 08:00~09:00 | NO. 1 | 23 | 16 | 69.57\% |
|  |  | NO. 3 | 36 | 25 | 69.44\% |
|  |  | NO. 6 | 24 | 17 | 70.83\% |

At present, station design is based on passenger flow forecast for the station at the city peak hour. As a result, some stations with large deviations experience problems such as inadequate station size and chaotic passenger flow in the station during their real peak hours. To address these issues, various scholars have investigated the temporal distribution of urban rail transit stations. Zhong [28] used one-week of smart-card data in London, Singapore and Beijing to analyze the time change regulation of human mobility entering subway stations. Ma [29] introduced temporal variation into traditional geographically weighted regression (GWR) and leveraged geographically and temporally weighted regression (GTWR) to explore the spatiotemporal influence of the built environment on transit ridership. Shi [30] used a geographically and temporally weighted regression (GTWR) model to examine the spatial and temporal variation in the relationship between hourly ridership and factors related to the built environment and topological structure. Zhu [31] employed a Bayesian negative binomial regression model to identify the significant impact factors associated with entry/exit ridership at different periods of the day, formulating geographically weighted models to analyze the spatial dependency of these impacts over different periods.

In 2008, Shen [32] determined that ridership in the station peak hour was different to the station ridership in peak hours, differentiating the two individual concepts. Kudarov [33] applied a least squares method for forecasting the capacity of the urban rail transit during rush hours. However, these predictions were only focused on stations already in operation. Gu's [34] study found that location and trip purpose are related to the passenger flow in a station's peak hours. However, this method cannot be used for an unopened line due to the as yet unknown trip purpose for those who will use it. Cheng's [35] study forecasted the peak period station-to-station origin-destination matrix, but this technique cannot locate the appearance of peak hours.

In the latest edition of Passenger Flow Forecasting Specification in China, Code for Prediction of Urban Rail Transit Ridership (GB/T51150-2016), it is stated that for the stations in which passenger flow peak does not appear in the morning and evening peak hours of the city, the station's own peak hour and passenger flow volume should be predicted [36]. Due to the lack of theoretical basis, rail transit passenger flow forecast reports for each city can only provide results from a qualitative angle. Therefore, the enlargement coefficient of the passenger flow volume in station peak hours should be determined. This means that in future rail transit station design, the predicted passenger flow volume in city peak hours can be multiplied by the expanded multiple, providing a more accurate foundation for station design.

The aim of this paper is to determine influence factors of the enlargement coefficient, which can change the boarding and alighting volume of a station from the city peak hours to the station's own peak hours. This research also attempts to determine the relationship and variation tendency between the enlargement coefficient and influence factors.

## 2. Materials and Methods

### 2.1. The Formation Mechanism of Station Peak

Volume varies considerably over the 24 h of the day, with periods of maximum flow occurring during the morning and evening commuter "rush hours". The single hour of the day that has the highest hourly volume is referred to as the peak hour [37]. Thus, in this paper, the station peak hour means the single hour of the day that the highest hourly ridership of the urban rail transit station. The city peak hour means that the single hour of the day that the highest hourly trips of the city.

Resident trips are always influenced by the trip purpose. According to the 2015 Resident Travel Survey in Xi'an, different trip purposes have varying temporal distributions, as shown in Figure 1. The peak hour of "going to work" and "going to school" is 07:00-08:00, and the ratio of trips in this time to the all-day trips is $48.24 \%$ and $46.90 \%$, respectively. This peak hour is consistent with the city's morning peak hour. The peak hour of "going home" is 17:00-18:00, and the ratio of the trips in this time to the all-day trips is $25.77 \%$, which is also consistent with the city's evening peak hour. However, the peak hours of some trip purposes do not occur in the city peak hour. For example, the peak hour of "shopping", "traveling", and "seeing a doctor" is 08:00-09:00, and the peak hour of "running an errand" and "visiting relatives or friends" is 10:00-11:00.


Figure 1. Temporal distributions of trip purpose. The $y$-axis means the ratio of trips in one hour to the all-day trips.

Resident trips can be classified into two categories. The first is a commuting trip with a peak hour consist with the city peak hour, which includes the trips "going to work", "going to school", and
"going home". The second category is a non-commuting trip with a peak hour that is not consist with the city peak hour. Non-commuting trips include "shopping", "traveling", "seeing a doctor", "running an errand", and "visiting relatives or friends". In this case, the trip purpose was determined by the land-use attributes, thus, the temporal distribution of the station can be seen as the superposition of different temporal distributions of the purpose determined by land-use attributes. The final temporal distribution of the station was determined by the proportion of different land-use attributes, which also determined whether the station peak hour was consistent with the city peak hour or not. Figure 2 is the schematic diagram of the superposition of the commuting trip and non-commuting trip at different trip proportions. In Figure 2a, the trip proportion of the two categories was 1:1, and in Figure 2b the trip proportion of the two was 1:3. With the increase of non-commuting trips, the superposition presents the feature of non-commuting temporal distribution, and the deviation of peak hour appears.


Figure 2. Schematic diagram of the superposition of the commuting trip and non-commuting trip at different trip proportions.

Numerous scholars have confirmed that urban rail transit station ridership and its distribution is influenced by land-use attributes [38-41]. Land use is, therefore, another important input condition for the passenger flow forecast of rail transit. The variation of the proportion of commuting trip land and non-commuting trip land influences the enlargement coefficient.

### 2.2. Methods

### 2.2.1. Peak Deviation Coefficient

Rail transit station design is based on the predicted boarding and alighting scale in peak hour. The predicted boarding and alighting scale of one station is generally calculated from the distribution on the rail transit network in order to control the total volume, meaning the peak hour chosen is usually the city peak hour. The peak hour of some stations does not coincide with the city peak hour however. One-day temporal distributions of stations $2 \# B K Z$ and $3 \# W Z$ are provided in Figure 3 as an example. The yellow zones are the city peak hours, and the ridership is 4,464,205 in the morning peak hour and $6,606,570$ in the evening peak hour, respectively. Peak hours for these two stations are not located in these zones. Station 2\#BKZ's peak hour is 6839 during 18:15-19:15, and 3\#WZ's peak hour is 742 during 14:30-15:30. These stations are small because the predicted boarding and alighting scale in the yellow zones have been used in the station design.


Figure 3. Temporal distribution of two stations.
To improve the accuracy of station design scale, the ridership for each station must be predicted during their individual peak hour. To facilitate in this task, an enlargement coefficient is introduced, which is the ratio between the predicted volume in the station peak hour and the city peak hour. The calculation formula is as follows:

$$
\begin{equation*}
P D C=\frac{P_{s}}{P_{c}} \tag{1}
\end{equation*}
$$

where $p_{s}$ is the ridership in station peak hours, $p_{c}$ is the ridership in city peak hours, and PDC is the enlargement coefficient.

In this paper, PDC is defined as the peak deviation coefficient, which is the expanded multiple of the ridership in station peak hour to the ridership in city peak hour. The closer the PDC is to 1 , the more similar the ridership in the station peak hour is to the city peak hour.

When designing a station, only the predicted ridership in city peak hours is required. The ridership of the station can then be established by multiplying by the PDC. This paper investigates how the variation of the proportion of commuting trip land and the non-commuting trip land influences the PDC of urban rail transit station.

### 2.2.2. Clustering Methods

Clustering is one of the most widely used techniques for exploratory data analysis, with applications ranging across statistics, computer science, biology, social sciences, and psychology. This paper attempts to identify the stations of "similar behavior" according to their PDC data. In generic terms, there are two kinds of classification methods: supervised classification and unsupervised classification [42]. Unsupervised classification is commonly known as clustering. Clustering divides data patterns into subsets in such a way that similar patterns are clustered together, and is an essential component of data analysis.

To determine the influence factors of the PDC, the characteristics of the classified stations are studied, and features of the possible influence factors of every cluster are then investigated. As stations are relatively independent, partitional clustering is more appropriate than hierarchical clustering. As discussed below, four clustering methods were utilized to find a suitable result.
(1) K-means

K-means is a clustering algorithm based on the partition idea proposed by MacQueen [43] in 1967. Clustering results organize samples with higher similarity into the same cluster, and the similarity between different clusters is lower. The core idea of the algorithm is to divide several data objects into several clusters, so that the sum of the squares of data points in each cluster to the cluster center is the smallest. The main steps are detailed as follows:

The d-dimensional data set $X=\left\{x_{j} \mid x_{j} \in R^{d}, i=1,2, \ldots \ldots, N\right\}$ is aggregated into $k$ clusters $W_{1}, W_{2}$, $\ldots \ldots, W_{k}$. Their centroids are $c_{1}, c_{1}, \ldots \ldots, c_{k}$, providing:

$$
\begin{equation*}
c_{i}=\frac{1}{n_{i}} \sum_{x_{j} \in W_{i}} x_{j} \tag{2}
\end{equation*}
$$

among them, $n_{i}$ is the number of data points in cluster $W_{i}$.
The clustering effect is represented by the objective function $J$ :

$$
\begin{equation*}
J=\sum_{i=1}^{k} \sum_{j=1}^{n_{i}} d_{i j}\left(x_{j}, c_{i}\right) \tag{3}
\end{equation*}
$$

where $d_{i j}\left(x_{j}, c_{i}\right)$ is the Euclidean distance between $x_{j}$ and $c_{i}$.
The objective function $J$ is the sum of the distance between each data point and the centroid of the cluster. The smaller the value is, the more compact and relatively independent the cluster is. Therefore, the algorithm seeks a superior clustering scheme by continuously optimizing the values. When $J$ is a very small value, the corresponding clustering scheme is the optimal scheme.
(2) Spectral clustering

Compared to "traditional algorithms" such as k-means or single linkage, spectral clustering has numerous fundamental advantages. Results obtained by spectral clustering often outperform the traditional approaches. Spectral clustering is also very simple to implement, and can be solved efficiently by standard linear algebra methods [44].

Based on the k-means algorithm, if the data is in serial relaxation form, it can be altered to solve the spectral decomposition of Laplace matrices [45]. This method is called spectral clustering.
(3) Fuzzy c-means

Fuzzy c-means (FCM) is a clustering method which allows one point to belong to two or more clusters, unlike k-means where only one cluster is assigned to each point. This method was developed by Dunnin 1973 [46]. The procedure of fuzzy c-means is similar to that of $k$-means, and is based on minimization of the following objective function:

$$
\begin{equation*}
J_{m}=\sum_{i=1}^{N} \sum_{j=1}^{c} u_{i j}^{m}\left\|x_{i}-v_{j}\right\|^{2} ; 1<m<\infty \tag{4}
\end{equation*}
$$

where $m$ is the fuzzy partition matrix exponent for controlling the degree of fuzzy overlap, with $m>1$. Fuzzy overlap refers to how fuzzy the boundaries between clusters are, that is, the number of data points that have significant membership in more than one cluster. The $u_{i j}$ is the degree of membership of $x_{i}$ in the cluster $j, x_{i}$ is the ith pattern of d-dimension data, $v_{j}$ is $j$ th cluster center of the d-dimension, and $\left\|^{*}\right\|$ is any norm expressing the similarity between any measured data and the center.
(4) Density-based spatial clustering of application with noise

The density-based spatial clustering of application with noise (DBSCAN) algorithm is a density-based classification algorithm which can cluster high-density areas and locate clusters with arbitrary shape in the space with noise nodes [47].

The DBSCAN algorithm was initially proposed to construct arbitrarily-shaped clusters which have a high density of objects [48] and is based on the density-reachability concept and density-connectivity concept. The procedure of DBSCAN is as follows. First, an object is selected and it is determined if it could be a core object. If the selected object is a core object, then the selected object and its objects in $\varepsilon$-neighborhood are formed into a cluster. The algorithm then repeats this consideration process for all neighbors recursively. If all neighbors are processed, the algorithm then continues considering other objects which have not been processed.

### 2.3. Data Sources

### 2.3.1. Station Space Distribution

Xi'an is an inland plain city which operates an urban rail transit network consisting of three lines, with a mileage of 91.4 km in 2018. The networks in Xi'an are illustrated in Figure 4. Note that the station's name consists of two parts. The first component is the number of the line that the station belongs to. For example, 1\# represents Line 1, and the number of the transfer station is the line which operated earlier. The second part is the initial of the station name.


Figure 4. Urban rail transit networks in Xi'an.

### 2.3.2. Data Collection and Analysis

The Automatic Fare Collection system (AFC) credit card data for the Xi'an urban rail transit spanning from September 2017 to May 2018 was provided by Xi'an Metro Co., Ltd. This included data from 63 stations from the No. 1, No. 2, and No. 3 urban rail transit lines. The average PDC of every station was then calculated and presented in Figure 5 and Table 2. It can be observed that the PDC for most stations was in the range of $(1.0,1.1)$. The coefficient of $76.2 \%$ of the stations for morning peak and the coefficient of $93.6 \%$ of the stations for the evening peak were determined to be in this range. The largest morning PDC was 2.42 (station 3\#WZ), and the largest evening PDC was 1.36 (station 1\#KFL).


Figure 5. PDCs of Xi'an urban rail transit stations (PDCs is the plural form of PDC).
Table 2. Statistics of PDC of each station.

| Station | PDC |  | Station | PDC |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Morning | Evening |  | Morning | Evening |
| 1\#HWZ | 1.00 | 1.00 | 2\#XZ | 1.35 | 1.26 |
| 1\#SQ | 1.00 | 1.00 | 2\#WYJ | 1.01 | 1.01 |
| 1\#ZH | 1.00 | 1.00 | 2\#HZZX | 1.09 | 1.00 |
| 1\#ZY | 1.00 | 1.00 | 2\#SY | 1.02 | 1.00 |
| 1\#HCL | 1.00 | 1.03 | 2\#FXY | 1.00 | 1.00 |
| 1\#KYM | 1.00 | 1.02 | 2\#HTC | 1.00 | 1.00 |
| 1\#LDL | 1.00 | 1.01 | 2\#WQN | 1.00 | 1.00 |
| 1\#YXM | 1.09 | 1.03 | 3\#YHZ | 1.03 | 1.00 |
| 1\#SJQ | 1.01 | 1.03 | 3\#ZBBL | 1.03 | 1.00 |
| 1\#WLK | 1.11 | 1.04 | 3\#YPM | 1.12 | 1.01 |
| 1\#CYM | 1.18 | 1.04 | 3\#KJL | 1.20 | 1.06 |
| 1\#KFL | 1.00 | 1.36 | 3\#TBNL | 1.09 | 1.00 |
| 1\#THM | 1.03 | 1.04 | 3\#JXC | 1.05 | 1.00 |
| 1\#WSL | 1.01 | 1.01 | 3\#DYT | 1.35 | 1.30 |
| 1\#CLP | 1.00 | 1.00 | 3\#BCT | 1.00 | 1.00 |
| 1\#CH | 1.02 | 1.00 | 3\#QLS | 1.01 | 1.00 |
| 1\#BP | 1.00 | 1.00 | 3\#YXM | 1.00 | 1.00 |
| 1\#FZC | 1.00 | 1.02 | 3\#XNL | 1.00 | 1.02 |
| 2\#BKZ | 1.47 | 1.06 | 3\#CLGY | 1.01 | 1.02 |
| 2\#BY | 1.00 | 1.02 | 3\#HJM | 1.00 | 1.02 |
| 2\#YDGY | 1.00 | 1.02 | 3\#SJJ | 1.00 | 1.00 |
| 2\#XZZX | 1.09 | 1.03 | 3\#XJM | 1.00 | 1.00 |
| 2\#FCWL | 1.03 | 1.00 | 3\#GTM | 1.00 | 1.00 |
| 2\#STSG | 1.07 | 1.02 | 3\#THT | 1.01 | 1.00 |
| 2\#DMGX | 1.02 | 1.00 | 3\#CBZX | 1.14 | 1.03 |
| 2\#LSY | 1.06 | 1.00 | 3\#XHW | 1.01 | 1.05 |
| 2\#AYM | 1.02 | 1.00 | 3\#WZ | 2.42 | 1.07 |
| 2\#BDJ | 1.00 | 1.08 | 3\#GJGWQ | 1.43 | 1.08 |
| 2\#ZL | 1.22 | 1.27 | 3\#SZ | 1.04 | 1.20 |
| 2\#YNM | 1.20 | 1.03 | 3\#XZ | 1.12 | 1.08 |
| 2\#NSM | 1.18 | 1.01 | 3\#BSQ | 1.03 | 1.04 |
| 2\#TYC | 1.30 | 1.05 |  |  |  |

## 3. Results

### 3.1. Station Classification

This paper selects two indexes as a two-dimensional dataset to classify 63 stations by four clustering methods: k-means, spectral clustering, fuzzy c-means, and DBSCAN. The two indexes are morning PDC and evening PDC, and the findings are provided in Figure 6. The abscissa axis represents the morning PDC, and the ordinate axis represents the evening PDC. If the station does not have any deviations, the point is $(1.00,1.00)$. The bigger the gap between the station's morning peak hour and the city morning peak hour, the larger the value of the abscissa axis and the ordinate axis. The different shapes in Figure 6 represent different categories, and it can be observed that the results of k -means and fuzzy c-means were the same. The result of spectral clustering was too detailed, because the second, third, fourth, and fifth cluster all included one or two stations, and the first cluster had too many stations. The results of the DBSCAN only distinguished the low PDC from high PDC, and did not differentiate the morning high PDC from the evening high PDC. Thus, the results gathered using the k-means method were used for further study in this paper.


Figure 6. Results of the classification.

### 3.2. Land-Use Attributes and PDC

### 3.2.1. Land-Use Characteristics of Each Station

According to "the formation mechanism of station peak", temporal distribution of the station can be seen as the superposition of different temporal distributions of the trip purpose determined by land-use attributes. The proportion of commuting trip land determines the temporal distribution of the station, and thereby determines the PDC.

Commuting trip land includes three land-use attributes: land where people live, land where people work, and land where people learn. Non-commuting trip land includes four land-use attributes: land used for recreation, health facilities land, transportation hub land, and undeveloped land. According to the Code for Classification of Urban Land Use and Planning Standards of Development Land (GB50137-2011), urban land use is divided into nine categories. These categories are residential land, administration and public services land, commercial land, industrial land, logistics and warehouse
land, transportation land, municipal utilities land, green space, and square land. Administration and public services land include administrative office land, educational and scientific research land, cultural facilities land, medical and health land, and relics and historic sites. The results of the partition of land use are provided in Table 3.

Table 3. Results of partition of land use.

| Categories |  |  |
| :---: | :---: | :---: |
|  | Housing land | Land Use |
| Commuting trip land | Working land | Residential land |
|  | Educational land | Administrative office land, <br> Industrial land |
| Educational and scientific research |  |  |
| land |  |  |$|$| Commercial land, Cultural |
| :---: |
| Non-commuting trip land |
|  |
|  |

In general, commuting trips always appear during city peak hours because of fixed work times, and stations with large PDCs have more non-commuting trips. For example, it can be seen in Table 2 that 2\#BKZ, which has a morning PDC of 1.47 and an evening PDC of 1.06, is also an external passenger transport hub, and the trip time distribution is decided by timetable. Additionally, 3\#DYT is a famous tourist attraction, the Wild Goose Pagoda, and its morning PDC and evening PDC is 1.35 and 1.30, respectively. Thus, the proportion of commuting trips land is selected as the index as the different plot ratios will result in different built environment, and high residential building density can be attributed to more residents around stations [31]. The building density is considered the built environment in this paper, and is the product of land area and plot ratio. If the density is higher, the plot ratio will be larger, so the built environment will be larger too. Thus, the built environment is used to calculate the proportion of commuting trip land.

Land use attributes in Xi'an are shown in Figure 4. The northwest area is the ruins of Chang'an City of the Han Dynasty, and it does not be exploited now. Most construction land is south of the river, while the land is not completely developed north of the river. In the urban construction area, most of the land is housing land, and other land is distributed sporadically. Most educational land is located in the southern area as well as the northern margin of the city. The plot ratio is calculated using Baidu Map by measuring the projected area of the buildings and building story number. In China, the station catchment area is 500-800 m [49,50], while in other countries it is 400-800 m [51,52]. Using this information, the current built environment within 800 m of each rail transit station in Xi'an is determined, and the proportion of commuting trip land is calculated in Table 4.

Table 4. Built environment of each rail transit station.

| Station | Commuting Trip Land ( $\times 104 \mathrm{~m}^{2}$ ) |  |  | Non-Commuting Trip Land ( $\times 104 \mathrm{~m}^{2}$ ) |  |  |  | Proportion of Commuting Trip Land |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Housing Land | Working Land | Educational Land | Recreation Land | Health <br> Facilities Land | Transportation Hub | Undeveloped Land |  |
| 1\#HWZ | 701.6 | 7.2 | 55.2 | 6.6 | 0.0 | 59.2 | 0.0 | 0.92 |
| 1\#SQ | 643.4 | 112.6 | 17.6 | 50.2 | 0.0 | 0.0 | 0.0 | 0.94 |
| 1\#ZH | 472.8 | 96.8 | 0.0 | 72.2 | 0.0 | 0.0 | 0.0 | 0.89 |
| 1\#ZY | 449.4 | 64.8 | 0.0 | 25.6 | 0.0 | 0.0 | 0.0 | 0.95 |
| 1\#HCL | 517.0 | 91.4 | 31.8 | 45.4 | 0.0 | 20.6 | 0.0 | 0.91 |
| 1\#KYM | 443.6 | 99.6 | 0.0 | 38.2 | 0.0 | 0.0 | 0.0 | 0.93 |
| 1\#LDL | 526.8 | 46.2 | 6.2 | 6.6 | 2.6 | 0.0 | 0.0 | 0.99 |
| 1\#YXM | 673.2 | 89.8 | 0.0 | 37.6 | 0.0 | 0.0 | 0.0 | 0.95 |
| 1\#SJQ | 396.4 | 31.6 | 7.0 | 63.8 | 5.4 | 0.0 | 0.0 | 0.86 |
| 1\#WLK | 139.8 | 33.6 | 22.8 | 130.4 | 121.8 | 0.0 | 0.0 | 0.44 |
| 1\#CYM | 134.8 | 35.2 | 21.6 | 179.8 | 33.6 | 0.0 | 0.0 | 0.48 |
| 1\#KFL | 176.2 | 43.4 | 30.6 | 123.6 | 133.0 | 0.0 | 0.0 | 0.50 |
| 1\#THM | 604.6 | 0.0 | 33.2 | 119.2 | 14.2 | 0.0 | 0.0 | 0.83 |
| 1\#WSL | 564.4 | 57.6 | 0.8 | 8.8 | 0.0 | 0.0 | 0.0 | 0.99 |
| 1\#CLP | 620.2 | 25.6 | 21.2 | 36.4 | 28.8 | 0.0 | 0.0 | 0.91 |
| 1\#CH | 424.8 | 61.6 | 35.4 | 13.6 | 0.0 | 0.0 | 0.0 | 0.97 |
| 1\#BP | 593.0 | 59.2 | 0.0 | 62.2 | 0.0 | 0.0 | 0.0 | 0.91 |
| 1\#FZC | 582.4 | 22.0 | 0.0 | 9.8 | 69.4 | 81.6 | 0.0 | 0.79 |
| 2\#BKZ | 57.8 | 16.4 | 0.0 | 11.6 | 0.0 | 151.6 | 0.0 | 0.31 |
| 2\#BY | 597.4 | 67.2 | 0.0 | 32.6 | 0.0 | 0.0 | 0.0 | 0.95 |
| 2\#YDGY | 783.2 | 14.6 | 36.4 | 47.0 | 0.0 | 0.0 | 0.0 | 0.95 |
| 2\#XZZX | 270.6 | 89.0 | 0.0 | 92.4 | 0.0 | 0.0 | 0.0 | 0.80 |

Table 4. Cont.

| Station | Commuting Trip Land ( $\times 104 \mathrm{~m}^{2}$ ) |  |  | Non-Commuting Trip Land ( $\times 104 \mathrm{~m}^{\mathbf{2}}$ ) |  |  |  | Proportion of Commuting Trip Land |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Housing Land | Working Land | Educational Land | Recreation Land | Health <br> Facilities Land | Transportation Hub | Undeveloped Land |  |
| 2\#FCWL | 1116.4 | 80.0 | 4.4 | 157.2 | 0.0 | 0.0 | 0.0 | 0.88 |
| 2\#STSG | 972.6 | 92.4 | 7.8 | 200.4 | 49.6 | 0.0 | 0.0 | 0.81 |
| 2\#DMGX | 1039.0 | 27.2 | 0.0 | 112.6 | 28.4 | 0.0 | 0.0 | 0.89 |
| 2\#LSY | 1231.2 | 0.0 | 10.6 | 18.8 | 0.0 | 0.0 | 0.0 | 0.99 |
| 2\#AYM | 567.6 | 0.0 | 47.4 | 12.2 | 0.0 | 0.0 | 0.0 | 0.98 |
| 2\#BDJ | 505.6 | 81.0 | 13.0 | 251.8 | 188.6 | 0.0 | 0.0 | 0.58 |
| 2\#ZL | 456.8 | 16.0 | 25.6 | 657.4 | 101.0 | 0.0 | 0.0 | 0.40 |
| 2\#YNM | 172.0 | 80.6 | 0.0 | 557.0 | 0.0 | 0.0 | 0.0 | 0.31 |
| 2\#NSM | 291.0 | 121.2 | 14.8 | 197.8 | 17.6 | 0.0 | 0.0 | 0.66 |
| 2\#TYC | 159.6 | 0.0 | 3.8 | 167.0 | 0.0 | 0.0 | 0.0 | 0.49 |
| 2\#XZ | 348.0 | 88.0 | 74.2 | 553.8 | 0.0 | 0.0 | 0.0 | 0.48 |
| 2\#WYJ | 283.4 | 40.4 | 255.2 | 42.2 | 0.0 | 0.0 | 0.0 | 0.93 |
| 2\#HZZX | 610.8 | 47.0 | 4.0 | 321.8 | 0.0 | 0.0 | 0.0 | 0.67 |
| 2\#SY | 740.0 | 75.6 | 59.0 | 61.6 | 0.0 | 0.0 | 0.0 | 0.93 |
| 2\#FXY | 933.4 | 55.2 | 70.2 | 63.6 | 0.0 | 0.0 | 0.0 | 0.94 |
| 2\#НTC | 1266.4 | 146.6 | 0.0 | 67.2 | 0.0 | 0.0 | 0.0 | 0.95 |
| 2\#WQN | 1053.6 | 42.8 | 0.0 | 74.8 | 18.0 | 0.0 | 0.0 | 0.92 |
| 3\#YHZ | 74.8 | 4.9 | 0.0 | 43.4 | 0.0 | 0.0 | 0.0 | 0.65 |
| 3\#ZBBL | 1246.2 | 0.0 | 11.1 | 52.0 | 0.0 | 0.0 | 0.0 | 0.96 |
| 3\#YPM | 370.0 | 121.6 | 6.0 | 359.2 | 0.0 | 0.0 | 0.0 | 0.58 |

Table 4. Cont.

| Station | Commuting Trip Land ( $\times 104 \mathrm{~m}^{2}$ ) |  |  | Non-Commuting Trip Land ( $\times 104 \mathrm{~m}^{\mathbf{2}}$ ) |  |  |  | Proportion of Commuting Trip Land |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Housing Land | Working Land | Educational Land | Recreation Land | Health <br> Facilities Land | Transportation Hub | Undeveloped Land |  |
| 3\#KJL | 285.6 | 80.2 | 20.5 | 311.2 | 0.0 | 0.0 | 0.0 | 0.55 |
| 3\#TBNL | 1528.6 | 76.8 | 19.7 | 93.0 | 4.8 | 0.0 | 0.0 | 0.95 |
| 3\#JXC | 617.3 | 0.0 | 7.2 | 94.0 | 11.2 | 0.0 | 0.0 | 0.85 |
| 3\#DYT | 150.6 | 0.0 | 16.4 | 191.2 | 0.0 | 0.0 | 0.0 | 0.47 |
| 3\#BCT | 785.0 | 42.0 | 0.0 | 22.0 | 0.0 | 0.0 | 0.0 | 0.97 |
| 3\#QLS | 184.8 | 13.0 | 11.2 | 102.7 | 0.0 | 0.0 | 0.0 | 0.67 |
| 3\#YXM | 822.2 | 0.0 | 13.0 | 8.2 | 0.0 | 0.0 | 0.0 | 0.99 |
| 3\#XNL | 224.0 | 0.0 | 78.0 | 15.6 | 0.0 | 0.0 | 0.0 | 0.95 |
| 3\#CLGY | 730.0 | 0.0 | 39.3 | 47.7 | 0.0 | 0.0 | 0.0 | 0.94 |
| 3\#HJM | 820.0 | 0.0 | 9.6 | 117.6 | 0.0 | 0.0 | 0.0 | 0.88 |
| 3\#SJJ | 471.0 | 60.0 | 0.0 | 7.0 | 0.0 | 0.0 | 0.0 | 0.99 |
| 3\#XJM | 728.0 | 11.0 | 6.0 | 16.4 | 0.0 | 0.0 | 0.0 | 0.98 |
| 3\#GTM | 372.9 | 231.3 | 0.0 | 16.4 | 0.0 | 0.0 | 0.0 | 0.97 |
| 3\#THT | 110.4 | 8.4 | 10.6 | 54.8 | 0.0 | 0.0 | 0.0 | 0.70 |
| 3\#CBZX | 107.0 | 20.5 | 0.0 | 64.5 | 0.0 | 0.0 | 0.0 | 0.66 |
| 3\#XHW | 140.2 | 0.0 | 4.2 | 141.6 | 0.0 | 0.0 | 0.0 | 0.50 |
| 3\#WZ | 129.6 | 0.0 | 0.0 | 2.6 | 0.0 | 0.0 | 138.3 | 0.48 |
| 3\#GJGWQ | 30.6 | 43.3 | 0.0 | 14.9 | 0.0 | 0.0 | 125.9 | 0.34 |
| 3\#SZ | 27.8 | 2.6 | 0.0 | 4.5 | 0.0 | 0.0 | 179.6 | 0.14 |
| 3\#XZ | 95.5 | 39.3 | 2.8 | 1.8 | 0.0 | 0.0 | 84.5 | 0.61 |
| 3\#BSQ | 50.3 | 0.0 | 0.0 | 1.5 | 0.0 | 0.0 | 181.0 | 0.21 |

### 3.2.2. Land-Use Attributes and PDC

Combining results from Tables 2 and 4, the statistics of PDCs and land-use characteristics of five cluster stations are presented in Table 5. The first cluster contained stations where the morning PDCs and evening PDCs were small, with an average of 1.01 and 1.02, respectively. The second cluster contained only one station with the largest morning PDC of 2.42. The third cluster contained the stations with morning PDCs that were all more than 1.30, but the evening PDCs were close to 1.00 . The fourth cluster contained the stations with morning PDCs in the range of 1.09 to 1.20 , but the evening PDCs were close to 1.00 . The fifth cluster contained the stations with evening PDCs that were all more than 1.26.

Table 5. Results of partition of land use.

|  | Item |  | First Cluster | Second <br> Cluster | Third Cluster | Fourth Cluster | Fifth Cluster |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PDC | Morning | Average | 1.01 | 2.42 | 1.40 | 1.13 | 1.23 |
|  |  | Minimum | 1.00 | - | 1.30 | 1.09 | 1.00 |
|  |  | Maximum | 1.07 | - | 1.47 | 1.20 | 1.35 |
|  | Evening | Average | 1.02 | 1.07 | 1.06 | 1.03 | 1.30 |
|  |  | Minimum | 1.00 | - | 1.05 | 1.00 | 1.26 |
|  |  | Maximum | 1.20 | - | 1.08 | 1.08 | 1.36 |
| Proportion of commuting trip land | All stations | Average | 0.86 | 0.48 | 0.38 | 0.64 | 0.46 |
|  |  | Minimum | 0.14 | - | 0.31 | 0.31 | 0.39 |
|  |  | Maximum | 0.99 | - | 0.49 | 0.95 | 0.50 |
|  | Undeveloped land not exists | Average | 0.89 | - | 0.40 | 0.64 | 0.46 |
|  |  | Minimum | 0.50 | - | 0.31 | 0.31 | 0.39 |
|  |  | Maximum | 0.99 | - | 0.49 | 0.95 | 0.50 |
|  | Undeveloped land exists | Average | 0.18 | 0.48 | 0.34 | 0.62 | - |
|  |  | Minimum | 0.14 | - | - | - | - |
|  |  | Maximum | 0.22 | - | - | - | - |

When comparing the PDCs and the proportion of commuting trip land of all stations, the was unclear. However, when separating stations where undeveloped land exists from those where all land was developed, the rule became evident. Among the stations where undeveloped land did not exist, $92 \%$ of the stations with a proportion of commuting trip land that was more than 0.50 had small PDCs, and all stations with a proportion of commuting trip land less than 0.50 had large morning PDCs or evening PDCs.

The relationship between the PDCs and the proportion of commuting trip land is illustrated in Figure 7. When the commuting trip land proportion was near 1.00, PDCs were also close to 1.00 ; and as the commuting trip land proportion reduced, there was some increase to PDCs. However, some distinctive points remained, such as $(0.14,1.04)$ and $(0.22,1.03)$, as seen in Figure 7 a. These points belong to the stations with undeveloped land. It can be seen in Table 5 that the relationship of the stations with undeveloped land was unordered between the PDCs and the proportion of commuting trip land.

The resident trip rule of stations with undeveloped land was random, so the stations without undeveloped land were chosen for the next analysis in this study. The box figure of morning PDC, evening PDC, and the proportion of commuting trip land of every cluster is provided in Figure 8. The station in the second cluster is $3 \# W Z$, which has undeveloped land, so in Figure 8, there is no second cluster.


Figure 7. Relationship between PDCs and the commuting trip land proportion.


Figure 8. Box figure of PDC and land use of every cluster.
As illustrated in Figure 8, both morning PDC and evening PDC were close to 1.00 in the first cluster, and the proportion of commuting trip land of all stations in this cluster was no less than 0.50. The stations in the third cluster have large morning PDCs, and the minimum value was 1.30. The proportion of commuting trip land of all stations in the third cluster was below 0.50 . The morning PDCs of stations in the fourth cluster range from 1.09 to 1.20 , and the proportion of commuting trip land was 0.31 to 0.95 . Both morning PDC and evening PDC were large in the fifth cluster, and the proportion of commuting trip land of all stations in this cluster was less than 0.50.

Statistical distribution of the stations is provided in Table 6. As seen in the table, $92.00 \%$ of stations where the proportion of commuting trip land was no less than 0.50 have morning PDCs under 1.10, and $98.00 \%$ have evening PDCs under 1.10. All stations with a proportion of commuting trip land that is less than 0.50 have morning PDCs over 1.10. The stations where the proportion of commuting trip land is less than 0.50 have polarized evening PDCs, in which $62.50 \%$ of station PDCs were under 1.10, and $37.5 \%$ of station PDCs were over 1.20.

Table 6. Statistical distribution of the stations.

| Proportion of Commuting <br> Trip Land | $<\mathbf{0 . 5}$ |  | $\geq \mathbf{0 . 5}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| PDC | Morning | Evening | Morning | Evening |
| $(1.00,1.10)$ | $0.00 \%$ | $62.50 \%$ | $92.00 \%$ | $98.00 \%$ |
| $(1.10,1.20)$ | $37.50 \%$ | $0.00 \%$ | $8.00 \%$ | $0.00 \%$ |
| $(1.20,1.30)$ | $25.00 \%$ | $37.50 \%$ | $0.00 \%$ | $0.00 \%$ |
| $(1.30,+\infty)$ | $37.50 \%$ | $0.00 \%$ | $0.00 \%$ | $2.00 \%$ |

## 4. Discussion

Analyzing the relationship between PDC and the proportion of commuting trip land in Xi'an shows that if the proportion of commuting trip land is below 0.5 , most PDCs are over 1.10 . If the proportion of commuter travel land is no less than 0.5 , most PDCs are under 1.10. The distribution of plot ratio in Xi'an and Chongqing [53] is shown in Figure 9. The plot ratio in Xi'an decreases from the city center to the periphery areas because it is a plain city. The high plot ratio in Chongqing is distributed in many areas because it is a mountainous city and the land is separated by mountains and rivers. Thus, the morphological structure of the two cities are not the same. If the relationship between PDCs and the proportion of commuting trip land in Chongqing is similar to Xi'an, the results will provide some universal applicability. The relationship between rail transit station PDC and the proportion of commuting trip land in Chongqing is analyzed in the following section.


Figure 9. Distribution of plot ratio in Xi'an and Chongqing.
The data in Chongqing were taken 4 May 2016 (Wednesday), and included 83 stations from Line 1 , Line 3, and Line 6 . Before conducting statistical evaluation, the stations with undeveloped land were removed from the sample, and 52 stations remained. The PDC and proportion of commuting trip land of Chongqing rail transit stations are provided in Table 7.

Table 7. The PDC and proportion of commuting trip land of Chongqing urban rail transit stations.

| Station | Morning PDC | Evening PDC | Proportion of Commuting Trip Land | Station | Morning PDC | Evening PDC | Proportion of Commuting Trip Land |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1\#SB | 1.07 | 1.07 | 0.81 | 3\#HQHG | 1.06 | 1.10 | 0.90 |
| 1\#CQK | 1.17 | 1.06 | 0.93 | 3\#JZL | 1.00 | 1.05 | 0.97 |
| 1\#LSM | 1.11 | 1.11 | 0.87 | 3\#ZJYZ | 1.00 | 1.00 | 0.95 |
| 1\#SPB | 1.00 | 1.06 | 0.89 | 3\#SZP | 1.00 | 1.04 | 0.97 |
| 1\#XLK | 1.08 | 1.10 | 0.88 | 3\#JY | 1.09 | 1.01 | 0.98 |
| 1\#SQP | 1.00 | 1.02 | 0.97 | 3\#JTL | 1.20 | 1.10 | 0.97 |
| 1\#XTZ | 1.02 | 1.02 | 0.92 | 3\#СР | 1.15 | 1.04 | 0.94 |
| 1\#SYL | 1.00 | 1.04 | 0.88 | 3\#CFL | 1.00 | 1.00 | 1.00 |
| 1\#DP | 1.00 | 1.05 | 0.94 | 3\#HX | 1.05 | 1.19 | 0.96 |
| 1\#EL | 1.00 | 1.00 | 0.66 | 3\#SL | 1.16 | 1.10 | 0.90 |
| 1\#LLK | 1.01 | 1.00 | 0.72 | 3\#BJ | 1.25 | 1.62 | 0.49 |
| 1\#QXG | 1.02 | 1.01 | 0.96 | 3\#JBJC | 1.41 | 1.22 | 0.00 |
| 1\#JCK | 1.00 | 1.00 | 0.78 | 3\#SFQ | 1.18 | 1.52 | 0.48 |
| 1\#XSZ | 1.00 | 1.00 | 0.89 | 3\#GBH | 1.00 | 1.10 | 1.00 |
| 3\#JZ | 1.10 | 1.00 | 0.89 | 6\#BP | 1.06 | 1.06 | 0.80 |
| 3\#XTW | 1.19 | 1.06 | 0.84 | 6\#ZYB | 1.19 | 1.10 | 0.55 |
| 3\#QL | 1.13 | 1.00 | 0.90 | 6\#GDY | 1.06 | 1.10 | 0.98 |
| 3\#BGL | 1.09 | 1.05 | 0.91 | 6\#RJB | 1.04 | 1.05 | 0.79 |
| 3\#ET | 1.00 | 1.00 | 0.93 | 6\#DLS | 1.00 | 1.00 | 0.85 |
| 3\#LGL | 1.00 | 1.00 | 0.89 | 6\#HHY | 1.00 | 1.00 | 0.83 |
| 3\#WGL | 1.20 | 1.31 | 0.50 | 6\#HNB | 1.19 | 1.08 | 0.94 |
| 3\#SGL | 1.05 | 1.11 | 0.90 | 6\#HTD | 1.00 | 2.11 | 0.47 |
| 3\#NP | 1.00 | 1.11 | 0.94 | 6\#JBC | 1.15 | 1.20 | 0.86 |
| 3\#GM | 1.01 | 1.05 | 0.87 | 6\#LJP | 1.08 | 3.94 | 0.31 |
| 3\#HXJ | 1.00 | 1.01 | 0.88 | 6\#CSQ | 1.04 | 1.00 | 0.90 |
| 3\#GYQ | 1.00 | 1.04 | 0.93 | 6\#CY | 1.00 | 1.00 | 0.87 |

The statistical relationship between rail transit station PDCs and the proportion of commuting trip land in Chongqing is shown in Table 8. As seen in the table, $78.26 \%$ of stations where the proportion of commuting trip land is more than 0.50 have morning PDCs under 1.10 , and $89.13 \%$ have evening PDCs under 1.10. The stations where the proportion of commuting trip land is less than 0.50 have polarized morning PDCs, in which $33.33 \%$ of station PDCs are under 1.10, and $66.67 \%$ of station PDCs are over 1.10. All stations with a proportion of commuting trip land that is less than 0.50 have evening PDCs over 1.20. This result is in accordance with Xi'an in that most of the urban rail transit stations' peak hours were completely consistent with that of the cities when their proportions of commuting trip land were more than 0.50 , and most of the urban rail transit stations' peak hours were not completely consistent with that of the cities when their proportions of commuting trip land were less than 0.50 . However, in Chongqing, the deviation of peak hours is high in the evening, and this result is not coincident with the result in Xi'an.

Table 8. Statistical distribution of the stations in Chongqing.

| Proportion of Commuting <br> Trip Land |  | $<\mathbf{0 . 5}$ | $\geq \mathbf{0 . 5}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| PDC | Morning | Evening | Morning | Evening |
| $(1.00,1.10)$ | $33.33 \%$ | $0.00 \%$ | $78.26 \%$ | $89.13 \%$ |
| $(1.10,1.20)$ | $33.33 \%$ | $0.00 \%$ | $21.74 \%$ | $10.87 \%$ |
| $(1.20,1.30)$ | $16.67 \%$ | $16.67 \%$ | $0.00 \%$ | $0.00 \%$ |
| $(1.30,+\infty)$ | $16.67 \%$ | $83.33 \%$ | $0.00 \%$ | $0.00 \%$ |

## 5. Conclusions

This paper investigated the inconsistencies of passenger flow volume between station peak hours and city peak hours for 63 rail transit stations in Xi'an. To verify the results, 53 rail transit stations in Chongqing were also analyzed. The key findings are as follows:

- Current ridership data in $\mathrm{Xi}^{\prime}$ an and Chongqing illustrate the phenomenon that urban rail transit station peak hours are not completely consistent with that of the cities. Thus, using station ridership data in peak hour to design stations may produce some errors.
- The temporal distribution of the station is the superposition of different temporal distributions of the purpose determined by land-use attributes. Temporal distribution is determined by the proportion of different land-use attributes, and also dictates if the station peak hour is consistent with the city peak hour or not.
- Peak deviation coefficient (PDC) was introduced to describe the inconsistencies of passenger flow volume between station peak hours and city peak hours. It is the ratio between the predicted volume in the station's own peak hour, and the city's peak hour. When designing a station, only the predicted boarding and alighting volume in city peak hours is required. The boarding and alighting volume of the station can then be established by multiplying by PDC.
- The relationship between PDC and land-use attributes was also determined. For the stations in Xi'an without undeveloped land, $92.00 \%$ of stations with a proportion of commuter travel land over 0.50 have morning PDCs under 1.10 , and $98.00 \%$ of the stations have evening PDCs under 1.10. All stations with a proportion of commuter travel land less than 0.50 have morning PDCs over 1.10. The stations where the proportion of commuter travel land is less than 0.50 have polarized evening PDCs. In this case, $62.50 \%$ of the stations have PDCs under 1.10, and $37.5 \%$ of the stations have PDCs over 1.20.
- The results from Chongqing were in accordance with Xi'an in that most metro station peak hours are completely consistent with that of the city when their proportions of commuter travel land are
more than 0.50 , and most metro station peak hours are not completely consistent with that of the city when their proportions of commuter travel land are less than 0.50 .

By determining the law between PDC and land-use attributes, this paper provides a mechanism to select a suitable amplification coefficient when designing rail transit stations based on passenger flow forecasting.

The shortcomings of this research are acknowledged as follows. Firstly, the PDCs are not the same every day, and the rangeability for each station is also different, indicating that other influencing factors which change daily also influence the PDCs. Secondly, this paper only considers the boarding and alighting volume, but does not take transferring passengers in the interchange stations into consideration. The occurrence of peak hour transferring volume is the result of the accumulation from upstream stations, and is influenced by the peak hours of these stations boarding and alighting volume. Further research focusing on these issues is required.
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