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Abstract

:

The 2008 global economic crisis led to a sharp increase in unemployment with an estimated 210 million people being unemployed worldwide by 2010. This study analyzes the spatio-temporal distribution of unemployment in the European Union (EU) at a cross-regional level between 2008 and 2013 to identify if spatio-temporal patterns of unemployment exist, and if the European regions have suffered similarly during the study period. Various local spatial autocorrelation techniques are applied and results show that unemployment is highly polarized across the EU regions. Portugal, Spain, Italy, and Greece are experiencing high rates of unemployment forming clusters in space and time. By contrast, Germany, Austria, and nearby regions are more resilient to the economic crisis strains thus creating spatial clusters of low rates of unemployment. Spatial autocorrelation increased considerably in 2013 compared to 2008, indicating further polarization of unemployment and a widening gap between the south and the central-north, showcasing that the severe austerity measures imposed in the beginning of the crisis on some countries did not have any positive effect on unemployment mitigation. The paper also discusses interesting cross-regional patterns to assist policymakers and planners to better understand how high rates of unemployment are spreading geographically and thus take preventive measures to alleviate the implications of the phenomenon. The proposed analysis delves deeper into comprehending geographies of change, and related findings can support spatial planning for achieving society’s sustainability.
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1. Introduction


The right to decent work that ensures human autonomy, personal development, self-determination, and participation in society is a fundamental human right. Globally, 210 million people where estimated by the United Nations’ International Labour Organization to be unemployed in 2010 [1]. In Europe, from 2008 to 2013 almost 9.5 million people were added to the list of unemployed people and nearly 26.5 million people were out of the labor market altogether by 2013 [2]. This negative record, never before seen in the European Union (EU) pertains to the economic turmoil that followed the 2008 global economic crisis. At the EU level the rate of unemployment (ROU) increased from 7.0% in 2008 to 10.9% in 2013, which is the highest recorded value prior to 2018. At the regional level the ROU is even larger, and exceeds 30% in many cases.



The ROU is a very important indicator to both assess the social implications of individuals’ quality of life, as well as the status of the labor workforce and, in general, the strength of an economy. From a social perspective, a high ROU leads to severe loss of income for individuals and potential social exclusion [3]. The implications of unemployment are spreading well beyond the typical reduction of available recourses or goods a human might need. When unemployment is prolonged, individuals and families may not be able to afford nutritious foods, substantial medical care, or education. Unemployment can also severely affect young peoples’ prospects of life if they are excluded from the labor market for an extended period of time [4]. Displacement of employment also makes it harder for young people to find a job later on, as work experience is missing. As a result, a career move to jobs requiring fewer qualifications in comparison to an individual’s profile, prospects, and studies accomplished is commonly observed. The spillover effects of unemployment in creating high levels of stress and depression are also well documented [5,6]. These effects are not limited only to those who are unemployed. The economic crisis has led to increasing flexibility and non-standardization of the labor market [7], thus adding additional psychological strain to employed people. Finally, when communities are experiencing a high ROU, civil unrest and potential violence may arise. This has a negative influence on the local economy that further deepens the economic deficits and isolation as local and global investments deteriorate.



From an economic perspective, the ROU is a measurement of economic health on a local, regional, and national scale. In fact, the ROU may reveal how well businesses sustain growth and have the potential to create new jobs. In addition, it reflects the potential of individuals to have high consumption power with respect to various goods and services. A high ROU leads to a vicious cycle of mitigating expenditure, loss of profit for companies, and jobs to be cut so that businesses remain sustainable. In addition, a high ROU is associated with increasing economic inequality [8]. This creates another vicious cycle as many economists support the idea that the inequality of previous years was one of the main causes of the 2008 global economic crisis [9,10]. As a result, regions that experience a high ROU and high inequality are more likely to face slower recovery and growth rates in the near future.



The study of regional unemployment attempts to explain the differences among geographical areas in terms of unemployment rates, by focusing mainly (a) on the persistence of unemployment differentials and (b) on the creation of models that investigate its determinants [11,12]. There are three main characteristics that describe regional unemployment. First, it is strongly correlated over time, second it fluctuates in general parallel to the national unemployment rate and third it exhibits spatial autocorrelation. The regional unemployment patterns can be the result of various factors such as business cycle effects, household decisions, wage flexibility, or local interactions between regions that trigger spillover effects [13]. These forces might have positive or negative effects on unemployment rates, leading to severe regional disparities.



As suggested by the growing compendium of research, the study of regional unemployment is of high economic, social and political importance [13,14]. It is argued that the regional dimension of unemployment is not only important from the empirical perspective but from the policy implementation as well [15]. A thorough analysis of the patterns and spatial arrangements of regional unemployment and the associated disparities help policy makers to implement the right policy instruments that will decrease high unemployment rates. For example, regional unemployment differentials have been proved to be in many cases wide and persistent, with a trend of regions of low unemployment clustered together [15]. Such, differentials reveal core-periphery patterns and that is why key labor market policies of several European countries have been decentralized at the sub-national level to better tackle regional unemployment [16].



To successfully implement actions related to unemployment, policymakers should have a deep understanding of regional unemployment disparities in two respects [17]: first, the determinants of unemployment (the first group of studies) and second, the regional and cross-regional distribution and dynamics of unemployment (the second group of studies). To distinguish between common factors (also called strong cross-sectional dependence) and spatial dependence (also called weak cross-sectional dependence) is not trivial [18,19]. The determinants of unemployment have been studied extensively and are not the focus of this study [20,21,22,23]. Most of these studies treat regions as homogeneous and cross-sectionally independent [11]. As a result, spatial correlation or spatial heterogeneity is not taken into account. Although regional unemployment rates tend to have similar trends to the national rate, spatial heterogeneities often create quite different patterns inside a country that should be further examined. In addition, although regional unemployment has a strong national component, it is also highly influenced by regions across national borders as a result of spatial autocorrelation existence. As such, regional unemployment should be also analyzed geographically. This gap is filled by the second group of studies that focus on the spatial analysis of unemployment. To study spatial autocorrelation or spatial heterogeneity of regional unemployment, various methods have been applied from simple autocorrelation measures to spatial econometrics models [24,25].



At the European level, most of the research on the ROU referring to the economic crisis lies in the first group of studies focusing on the determinants of unemployment. These studies apply sophisticated non-spatial statistical analysis, including panel data model and regression analysis [26], logistic regression [27], logit models [28], gap decomposition for non-linear models [29], or stochastic kernel mapping [30].



There is a relatively small body of studies applying geographically oriented methods to analyze unemployment during the financial crisis at the EU countries level, and even fewer at the regional level. Vega et al. [13] applied dynamic spatial data models to study regional unemployment disparities in the Netherlands at the provincial level for data available from 1973 to 2013. The proposed method accounts for temporal correlation, spatial dependence and common factors simultaneously. The main conclusion of the study is that employing a usual two-step approach compared to the simultaneous approach suggested may infer bias in analyzing regional unemployment disparities. Marelli et al. [15] empirically assessed the employment and unemployment changes in the European regions during the financial crisis between 2007 and 2010. In particular, they applied econometric tools to inspect the impact of the economic crisis focusing on identifying structural weak points in regional labor market at the NUTS 2 level. In their analysis they also used Moran’s I to detect the presence of spatially autocorrelated regression residuals, and spatial filtering to reduce unobserved variable bias. Global Moran’s I and LISA (local indicator of spatial autocorrelation) were used to analyze the spatial pattern of unemployment in Austria, the Czech Republic, Germany, and Poland at the municipal level (NUTS3) [31]. This work aimed to analyze the spatial patterns of economic development based on unemployment data. The analysis unraveled clear patterns of regional unemployment in central European regions. Regional unemployment disparities were also studied for the central and eastern European countries at the NUTS3 level after the 2007 global financial crisis by using Gini coefficient and Theil index [32]. Finally, a new econometric procedure to account for spatial heterogeneity and spatial autocorrelation was applied in the analysis of unemployment at the NUTS 3 level regions of Germany [17]. Spatial filters techniques were used to study the persistence of regional unemployment in order to incorporate region-specific information (e.g., “home market”) that produces spatial autocorrelation.



Overall, studies until now have revealed that large disparities in the ROU among regions are sizable, usually strongly correlated over time and across space, and these patterns go back many years [13,15,30,31,32,33]. Still, how the crisis has affected the ROU across the entire EU has not been studied extensively, and related discussion about the cross-regional implications is missing. In addition, to the author’s knowledge, identifying potential spatio-temporal autocorrelation and clusters of high or low values of regional EU unemployment with respect to the economic crisis for the period 2008–2013 have not been reported to date. Although there might be a general idea of where these clusters are, a statistical analysis through spatial autocorrelation statistics has its own importance. Moreover, the majority of the above studies attempt to identify the determinants of regional unemployment by applying econometric tools mainly at the country level. This type of modeling uncovers casual mechanisms; however, it lacks of a deeper understanding of the underlying spatial processes at play. In this respect, tracing, mapping and analyzing spatio-temporal clusters of regional unemployment should be the first step in the processes of identifying the determinants of regional unemployment.



The present research fills this gap. Specifically, the research question in this study is to assess the impact of the economic crisis between 2008 and 2013 in the ROU across 26 European countries at the regional level and to identify whether any existing spatial and/or temporal clustering was intensified. In this respect, and in contrast to most of the current studies, the present research contributes to ROU evolution in two ways. First, by applying spatio-temporal autocorrelation techniques at the NUTS 2 regional level it attempts to unveil the spatial distribution of ROU and to assess whether spatio-temporal clustering of ROU exists, and second, it locates and analyzes the geographical disparities and changes of ROU cross-regionally.



As such, this study adds to the existing literature to assist scientists, planners, and policymakers to better understand the geographical distribution of the ROU during economic crisis periods and thereby create more vital policies and better spatial planning for decreasing ROU at the regional level.



For this reason, the spatial scale of analysis refers to the 2013 NUTS 2 level classification system. NUTS 2 regions have been designed as an appropriate level for both socioeconomic analysis of the EU-28 regions and for the implementation of related regional policies [2]. The reference year 2008 is selected as the onset of the financial crises. The reference year 2013 is selected as the year that unemployment was at its peak in the EU [2]. Unemployment has a time lag related to how economy evolves. Although the crisis is regarded to have reached its peak round 2010–2011, unemployment continued to rise after that. The comparative analysis of a spatial and temporal context for these two time-stamps will control for the effect of the financial crisis on the ROU across EU countries by offering valuable lessons that can be used to support the most badly hit areas when implementing regional policies.



The remainder of the paper is organized as follows: materials and methods are presented in Section 2, results in Section 3, and discussion and conclusions are provided in the Section 4.




2. Materials and Methods


2.1. Materials


2.1.1. Spatial Data


The spatial scale of the analysis refers to the 2013 NUTS 2 level classification system (Nomenclature of Territorial Units for Statistics) [2]. Administrative boundaries at the NUTS 2 level use the ETRS89 (European Terrestrial Reference System 1989) geographic coordinate reference system for the 2013 reference year at the 1:60 M scale [34]. Spatial data are projected to the WGS84 (World Geodetic System 1984) projected coordinate system to ensure the accurate performance of spatial statistics. In total, 26 out of the 28 EU member countries constituting the EU as of 2013 were studied (Table 1). Island countries, such as Malta and Cyprus, and isolated island regions (two belonging to Portugal [PT20, PT30] and two to Spain [ES64, ES70]) were removed to ensure better performance of the spatial statistics. Out of a total of 276 regions existing at the NUTS 2 level for the entire EU, this study made use of the 265 included in 26 countries (Table 1).




2.1.2. Non-Spatial Data


The ROU for the reference years 2008 and 2013 is analyzed in this study (Table 1). According to Eurostat, ROU is defined as the percentage of unemployed persons against the economically active population [2].



The definition of the ROU used by Eurostat is based on the United Nations’ International Labour Organization as it is the most widely used labor market indicator. The main reason is that it can be used for comparative studies across nations and regions. Unemployed persons comprise persons aged 15–74 and are those who simultaneously were (a) not working (during the survey reference week), (b) were available for work, and (c) were actively seeking a job.





2.2. Methods


Spatial autocorrelation measures how much the value of a variable in a specific location is related to the values of the same variable at its neighboring locations. When the nearby locations have similar values as the observed location, there is an indication of interaction and a positive spatial autocorrelation exists [35]. When interactions seem to be competitive and nearby locations have largely different values relative to the observed location, then negative spatial autocorrelation exists [36]. Finally, in cases where no association seems to exist between a location and nearby locations, the data exhibit zero spatial autocorrelation. Spatial autocorrelation can be measured both globally (for the entire dataset) and locally (for neighborhoods) [37]. Global indices estimate spatial autocorrelation by a single value for the entire study area, whereas local spatial autocorrelation indices calculate the value of the index for each single location. Local spatial autocorrelation tests are more informative compared to global tests as they can map clusters and analyze spatial patterns. In this respect, they reveal whether autocorrelation or local spatial heterogeneity exists as a result of different processes crossing space and time, which is why they have been used extensively in geographical applications [36,38].



There are various reasons for extensively applying global and local indicators of spatial autocorrelation in analyzing the ROU in this study. First, they permit a rigorous approach to determine the locations of statistically significant clusters of ROU by taking into account the underlying geography. Second, they provide metrics and statistical significance tests that allow for a more thorough analysis in comparison to simple mapping and visual interpretation of ROU distribution over space. Third, global and local indicators of spatial autocorrelation showcase the importance of space, distance, and neighborhood in the evolution of ROU.



Specifically, the most widely used indices, namely Moran’s I and Getis-Ord Gi* are applied in this research [39,40]. Extensions of these indices are used to account for bivariate, differential, and temporal analysis to assess spatio-temporal autocorrelation. False discovery rate (FDR) is also applied to account for multiple testing and spatial dependence [41,42]. Although FDR has been extensively used in statistics, it has been applied in a relatively limited way to geography [43,44]. To take advantage of the benefits of using FDR in a geographical context, local Moran’s I is calculated using FDR. Finally, the incremental spatial autocorrelation technique is applied to assess the appropriate distance band to calculate local spatial autocorrelation indices. This technique is also rarely used in spatial analysis. It identifies a tradeoff distance between a large and a small neighborhood size where clustering is more pronounced. To sum up, this approach consists of the following:




	
identification of how ROU is spatially distributed in 2008 and 2013 by using global and local Moran’s I and local Getis-Ord Gi*;



	
identification of the spatio-temporal autocorrelation of ROU between 2008 and 2013 by using bivariate local Moran’s I. In other words, it is estimated how ROU in a specific location in 2008 affects the ROU of nearby locations in 2013;



	
ascertaining whether the changes in the ROU over time are spatially and temporarily clustered using differential local Moran’s I;



	
providing useful findings for policy makers and spatial planners to design successful policies that will mitigate high values of the ROU in order to achieve a more sustainable future.








2.2.1. Incremental Spatial Autocorrelation and Global Moran’s I


Before using any local spatial autocorrelation index, the scale of the analysis has to be determined. This typically refers to the selection of the appropriate distance to calculate the index. Many methods exist, such as trial and error or applying a fixed distance based on some previous knowledge of the problem at hand. Another approach termed the incremental spatial autocorrelation technique is more suitable in cases where no other limitation or preliminary knowledge exists. This technique calculates the Global Moran’s I for a series of incremental distances along with the expected Global Moran’s I index value, the variance of Global Moran’s I index value, the z-score, and the p-value. A graph of z-scores in relation to increasing distances can be used to determine at which distance spatial autocorrelation and spatial clustering is more evident (if any). Most of the time, the z-score increases as distance increases up to one point (peak) where z-scores start to decline. The peak of z-scores (if statistically significant) typically reflects the distance where clustering is more pronounced. This distance can then be used as a reference value for the scale of analysis of ROU, for other spatial statistics, or for the creation of weighted matrices. With incremental spatial autocorrelation, the optimal scale of analysis is investigated by assessing the intensity of spatial autocorrelation of ROU at increasing distances. This method is used in this study to define the scale of the analysis for each time-stamp.




2.2.2. Local Moran’s I


In this research, the local Moran’s I spatial statistic is used to detect either outliers, or clusters of high or low values of the ROU. It is interpreted based on the expected value under the null hypothesis of no spatial autocorrelation [39]. The expected value for a random pattern is (−1)/(n − 1) where n denotes the number of spatial entities. The more spatial objects, the more the expected values tend toward zero. Positive values significantly larger than the expected value reveal clustering and positive spatial autocorrelation. Negative values significantly smaller than the expected value reveal negative spatial autocorrelation. Values close to the expected value reveal no autocorrelation.



Following the example of others [45], an index score larger than 0.3 is an indication of relatively strong positive autocorrelation of ROU while a score smaller than −0.3 is an indication of relatively strong negative autocorrelation. Local Moran’s I calculation uses a spatial weight matrix. A spatial weight matrix is quite commonly row standardized, especially in case of polygons (each weight is divided by its row sum that is in fact the sum of the weights of all neighboring spatial features). Spatial weights are standardized to account for potential bias in the sampling due to bad sampling design or an appropriate aggregation scheme.



Apart from the value index, a z-score and a p-value are also calculated. The z-score and the p-value represent the statistical significance of the computed index value. A low negative z-score, (e.g., less than −3.96) for a spatial entity means it is a spatial outlier or else the value of ROU is significantly different from those in the neighboring entities. On the other hand, a high positive z-score (e.g., greater than 3.96) for a spatial entity means that the neighboring spatial entities have similar ROU values (either high values, also referred to as high-high clusters of ROU, or low values, also referred to as low-low clusters of ROU). It has to be mentioned that the spatial clusters that are formed in case of high-high or low-low arrangements only depict the core of an actual cluster of the ROU. This happens because the statistical value for each location is calculated based on the neighboring values. As such, locations (e.g., polygons) at the periphery of a cluster might not be assigned to a high-high or low-low cluster.



Additionally, a Moran’s I scatter plot is used to visualize the spatial autocorrelation statistic as the slope of the regression line over data points. Data points are the values of the original variable ROU (x-axis) and the spatial lag of the variable ROU (lag-ROU in the y-axis), (variables are used in a standardized form). Lag-ROU is calculated as the average values of ROU in the specified neighborhood (as estimated by the incremental spatial autocorrelation). The scatter plot produced identifies which type of spatial autocorrelation exists according to the place where a dot—which stands for a spatial entity i.e., a region—lies. In this analysis, a dot in the upper right corner of a scatterplot indicates a region that has a high ROU and a high lag-ROU (also called high-high). In other words, this region has a high ROU and is surrounded by other regions that also have high values for ROU. That is why the lag-ROU (average values of these neighboring regions) is also high. In this case, there is positive spatial autocorrelation. If a dot lies in the lower left corner, then the region has a low ROU and is also surrounded by regions with low values of ROU (low-low). Again, positive spatial autocorrelation exists. A dot in the upper left corner stands for a region with a low ROU surrounded by regions with high ROU (low-high). This is negative spatial autocorrelation and it is a strong indication of outlier existence. Finally, a dot in the lower right corner is a region with a high ROU surrounded by regions with a low ROU (high-low). There is negative spatial autocorrelation and this is an indication of an outlier. Dots can also be compared to a superimposed regression line. The slope of this line equals the Moran’s I index value. The closer a dot is to the line, the closer it is to the general trend. The further away from the line, the more the spatial autocorrelation of this spatial unit deviates from the general trend of how the ROU is distributed.




2.2.3. Bivariate Local Moran’s I—Spatio-Temporal Autocorrelation


Bivariate Moran’s I is a statistic indicating the association between two different variables and results can be also depicted using Moran’s scatter plot [46]. A special case of bivariate Moran’s I is the spatio-temporal autocorrelation. In this case, bivariate Moran’s I calculates the correlation of a variable with itself over space and time. In this research, bivariate local Moran’s I is used to calculate the spatio-temporal autocorrelation of ROU for 2008 and for 2013. In more detail, bivariate local Moran’s I calculates the spatio-temporal autocorrelation of ROU for 2008 (x-axis in the scatter plot) in a region with the lag-ROU for 2013 (y-axis in the scatter plot). The lag-ROU is the average values of the ROU 2013 in nearby regions. Conceptually, this approach explains how the ROU at a region in a previous time (2008) affects the values of the ROU of nearby regions at a subsequent time (2013). It can be seen as an outward diffusion originating from the core at a specific time to the neighbors in the future [46]. Switching the selection of variable settings in the Moran’s scatter plot axes creates a scatter plot for 2013 on the x-axis and the lag-ROU 2008 on the y-axis. In this case, the adopted approach explains how the 2013 value of ROU of a region is affected by the average values of ROU of nearby regions at 2008. It can be regarded as the inward diffusion from the neighbors at a specific point in time to the core in the future. These approaches are slightly different and both are tested in this study.




2.2.4. Differential Moran’s I


The differential global or local Moran’s I is used to identify whether changes in the ROU over time are spatially clustered [46]. More analytically, differential Moran’s I tests whether the change in the ROU between 2008 and 2013 in a specific region is related to the change in ROU for the same period in its vicinity. Similarly, for an ordinary Moran’s I interpretation, if a high (or low) change in the ROU between 2008 and 2013 is accompanied by a high (or low) change of ROU in the surrounding area then there is a positive spatial autocorrelation of the high-high (low-low) type. In other words, the ROU change in a region follows a similar trend of ROU change in the neighboring area. As such, we can assess if spatio-temporal autocorrelation exists.




2.2.5. Getis-Ord Gi*


The Getis-Ord Gi* index identifies statistically significant clusters of high values (hot spots) of ROU and clusters of low values (cold spots) of ROU, and also provides a check for heterogeneity in the dataset [40]. For each region a z-score value is calculated along with a p-value to assess the statistical significance. A high z-score and small p-value are an indication of spatial clustering of high values (a hot spot) in the ROU. On the other hand, a low negative z-score with small p-value reveals the existence of a cold spot (spatial clustering of low values) of ROU. In both cases there is a positive spatial autocorrelation. The higher the z-score (either positive or negative), the more intense the clustering at hand. Z-scores close to zero typically indicate no spatial clustering of the ROU. When p-values are larger than 0.05 (or another significance level set) then the null hypothesis cannot be rejected and results are not statistically significant. The null hypothesis is that “There is complete spatial randomness of the values of ROU associated with the regions.” A fixed distance is recommended for this index. Results are presented as a rendered map having three classes of confidence levels (99%, 95%, 90%) for hot spot polygons, three classes of confidence levels (99%, 95%, 90%) for cold spot polygons, and another class for rendering polygons with non-significant results. Non-significant results indicate no clustering of ROU as the process at hand might be random.




2.2.6. False Discovery Rate


Local spatial statistics rely on applying tests for each single spatial feature in the database. In this case, multiple inferences (tests) are drawn for the same set of spatial features. The probability that some results will be declared statistically significant by chance exists and should be controlled [35]. The problem that arises is a Type I error, which is the rejection of the null hypothesis when, in fact, it is true. In the context of geography, the more spatial objects in the dataset, the more likely some of them will be misclassified as statistically significant when a test is carried out many times. To account for multiple testing and spatial dependence FDR is applied [41,42]. FDR has been particularly influential in statistics and has been applied in relatively limited ways to geography [43,44]. Within the spatial statistics context, when FDR is applied, it is expected to get fewer polygons with a p-value being statistically significant. In this study, FDR is applied when using local spatial autocorrelation indices for the ROU.






3. Results


3.1. Statistical Analysis of ROU2008 and ROU2013


Until 2008, a high ROU does not seem to be a pivotal issue for the EU. Only some regions are affected by the high unemployment that historically exhibited high values, such as east Germany, southern Spain, and southern Italy. In total, 34 out of the 265 regions (12.8% of the total regions) have an ROU larger than 10% with the maximum value, 17.7%, recorded in Andalucia, Spain (Figure 1A). Among the member states, a low ROU is concentrated mainly in central European regions. In 2013, 94 regions (35.5%) exhibit a ROU over 10% of which 37 (14.0%) are higher than 17.7%, which was the maximum value in 2008 (Figure 1B). In Spain, Andalucia retains the negative record of the highest ROU among all European regions (36.2%). During the five-year period, only 49 (18.5%) regions decreased their ROU while all the rest showed a considerably increase (Figure 1C). Maps (Figure 1C,D) confirm that in 2013 all regions of Germany (38) decreased their ROU, of which 32 decreased it by at least 20%. The remaining 11 European regions (in Austria, Hungary, Romania, and the U.K.) increased their ROU by less than 20%.



Compared to 2008, by 2013 the ROU doubled or more than doubled in 64 out of the 265 regions (24%) (Figure 1D). Another 22% (57) of the regions increased their ROU from 50% to 100%. These regions lie in Spain, northern Italy, the Netherlands, Bulgaria, and Greece. It has to be mentioned that the regions of northern Italy and the Netherlands that experienced an increase of more than 200% originally had less than a 5% ROU in 2008, while all the other regions had at least 5% (Figure 1A). This typically means that the regions of northern Italy and the Netherlands did follow the generally increasing trend of ROU. Still, their large increase (in terms of a rate) is due less to the fact that they were largely affected by an explosion in unemployment than that they exhibited very low values in 2008.



The most badly hit country is Greece. Of its 13 regions, eight recorded an increase of more than 300% while the remaining four registered an increase between 200% and 300%. All Greek regions at least doubled their ROU, with a range from 18.1% (EL62-Ionian Islands) to 31.6% (EL53-West Macedonia), which is well beyond the EU28 average of 10.9% for 2013 (Table 1). Spain was largely affected by the crisis as all of its regions at least doubled their ROU. The highest ROU for 2013 is observed in Spain as four of its regions are in the top highest ROU values of all Europe. Seven out of its 18 regions have more than a 28% ROU with the minimum being 17.9% (ES22-Comunidad Foral de Navarra). It is indicative that this minimum value of ROU recorded in Comunidad Foral de Navarra is larger than the maximum ROU registered for the entire European area in 2008. In combination, Spain, Greece, Portugal, and Italy together account for 41 regions out of a total of 48 with more than a 15% ROU in 2013. The other seven regions come from Bulgaria (two regions), Belgium (one region), Croatia (two regions), and Slovakia (two regions).




3.2. Setting the Neighborhood Size: Incremental Spatial Autocorrelation


Before applying the incremental spatial autocorrelation, locational outliers have to be removed, as they have a strong distorting influence on the results. Locational outliers are features (polygons in this study) that lie away from the nearest feature more than three standard distances (calculated based on all nearest distances). In total, three locational outliers (located in Scandinavian member states [SE33, FI1D, FI19]) were temporarily removed. For 2008, incremental spatial autocorrelation results and the optimal fixed distance band are depicted in Figure 2.



The optimal fixed distance band is observed at 444,633.46 m (first peak in Figure 2) with a statistically significant z-score and a Moran’s I index value of 0.34. An index score larger than 0.3 is an indication of strong positive autocorrelation [37]. For more meaningful results 450 km is retained as the optimal fixed distance band for this analysis, which is a plausible distance to form neighborhoods (needed for spatial statistics) at the NUTS 2 regional level. Incremental spatial autocorrelation is also calculated for ROU2013. Results are depicted in Figure 3.



The first peak (Figure 3) is observed at distance 757,226.12 m with a Global Moran’s I value of 0.65 revealing strong spatial autocorrelation. As a result, the optimal fixed distance is set to 750 km. The fact that the distance increased from 450 km to 750 km is an indication of an expanding process where the clustering of ROU has been intensified between the two time-stamps. This is also an indication of strong spatial dependence as clustering of values is expected to include more regions in 2013. This will be showcased with the use of local indices of spatial autocorrelation in the following sections.




3.3. Spatial Autocorrelation Analysis of ROU for 2008 and 2013: Local Moran’s I


Local Moran’s I is calculated using FDR to account for multiple testing and spatial dependence. Spatial weights are also standardized to account for potentially biased sampling. As sown before, for ROU2008 a fixed distance band of 450 km is applied and for ROU2013 a fixed distance band of 750 km is used. Maps reveal that during 2008, regions in southern Italy and Spain exhibit positive local spatial autocorrelation (Figure 4A). Specifically, they form clusters of high values of ROU (high-high) in southern Spain and southern Italy. A similar cluster is created in regions of the ex-East Germany. Local spatial autocorrelation is also observed in parts of northern Italy, Austria, and the Netherlands. These clusters are groups of regions with a low ROU surrounded by regions with low ROU as well (low-low). Two outliers are located in Belgium and one in an inner London region. All outliers have a high value of ROU surrounded by regions with low values (high-low).



Five years later, many things have changed (Figure 4B). In 2013, clusters of high values have been expanded to southern Europe now covering all of Spain, Greece, and Portugal. The ROU has spread like an outbreak, something that is also depicted in the increased distance where spatial autocorrelation is more evident (from to 450 km to 750 km). On the other hand, the cluster of high-high values existing in eastern Germany has completely disappeared, giving place to low-low clusters that span the central European regions in a north to south direction. Low-low clusters have also appeared in the U.K.




3.4. ROU Hot Spot Analysis for 2008 and 2013: Getis-Ord Gi*


Getis-Ord Gi* is calculated using the FDR. For ROU2008, a fixed distance band of 450 km and for ROU2013 a fixed distance band of 750 km are used exactly as in the local Moran’s I index. For 2008 (Figure 4C), results reveal that hot spots (high values of ROU) are concentrated in southern Spain and Italy as well as in east Germany. On the other hand, cold spots (low values of ROU) are clustered in northern Italy, Austria, and South Germany. In general, results are quite similar to the local Moran’s I map for the same year. Cold and hot spots have largely expanded in 2013 revealing high positive spatial autocorrelation (Figure 4D). South European countries are clustered together having a low ROU while central European regions as well as regions in the U.K. exhibit high ROU values. Compared to the local Moran’s I map for the same year, clustering is more evident and expands in larger geographical areas.




3.5. ROU Spatio-Temporal Autocorrelation 2008–2013: Bivariate Local Moran’s I


The map and scatter plot (Figure 5A) explain how the value of ROU in a location in 2008 affects the values of ROU in nearby locations in 2013. Results show local patterns of spatial correlation with Moran’s I = 0.35. High-high clusters are locations that, along with their neighbors, have high values of ROU in 2008 and are also surrounded by regions with high values in 2013. These areas can be considered as the result of the outward diffusion of ROU originating from the core in 2008 and spreading to the neighboring regions in 2013. In this respect, regions with high ROU in 2008 and also belonging to a high-high cluster, “infected” the surrounding areas in a kind of high ROU outbreak. Southern EU regions in Spain, Italy, and Greece belong to this group. Low-low clusters are areas that along with their neighbors have low values of ROU at both times. Similarly, low ROU values affected the nearby areas by reducing the ROU. These areas can be spotted in the U.K., north Italy and central Europe. Interesting findings are revealed in the high-low and low-high groups as well. The high-low group is located mainly in Germany, and partially in the U.K. and France. These regions, although exhibiting a high ROU in 2008, have a completely different status in 2013. Their ROU is now low, relative to the rest of neighboring regions for the same year. This does not necessarily mean the ROU in 2013 has decreased. The ROU might have increased and some regions still belong to this group, for example, regions in northern France (see Figure 1A,B) only because the rest of the regions have experienced significantly larger increases. The low-high ROU also reveals interesting patterns in regions that in 2008 had a low ROU but in 2013 are surrounded by high ROU regions. These regions can be found in Portugal, Italy, and Greece. These regions are among those that have been the most badly affected by the economic crisis. Not only did they significantly increase their ROU but they are also surrounded by regions with a high ROU, something that might lead to a slower recovery.




3.6. ROU Spatio-Temporal Autocorrelation 2008–2013: Differential Local Moran’s I


The differential Moran’s I map and related scatter plot are presented in Figure 5B. There is a strong positive spatio-temporal autocorrelation in the European regions with Moran’s I as high as 0.75. The local cluster map shows hot spots in Spain, Portugal, Greece, and Bulgaria, with larger changes in the ROU between 2008 and 2013. This typically means that the change over time of ROU in a given location is statistically related to the change of ROU among its neighbors. Cold spots are observed in the U.K., Germany, Austria, Belgium, and parts of Poland and France showcasing that changes were low over these five years. More analysis related to the above outcomes can be found in the discussion section.





4. Discussion and Conclusions


This paper distills the geographies of change of the ROU by applying advanced spatio-temporal autocorrelation techniques and procedures. A cross-regional spatio-temporal study covering the entire EU at the NUTS 2 regional level is carried out for two significant dates: the year 2008, which is regarded as the onset of the economic crisis, and the year 2013 where unemployment was at its peak. By selecting these two dates the study aims to adjust for the effect of the crisis in the ROU across Europe.



At the European level one out of four regions at least doubled its ROU in the period studied and another one out of four increased the ROU by 50–100%. The southern regions of Europe experienced large unemployment problems (Figure 1). Greece was severely affected by the crisis as all of its regions more than doubled their ROU during the study period. All Spanish regions at least doubled their ROU between 2008 and 2013 to at least 17.7%, which is larger than the maximum ROU for all European regions in 2008. At least a 15% ROU in 2013 was recorded in 80% of the regions in Spain, Greece, Portugal, and Italy. Germany was the only country that decreased the ROU in all regions during the crisis with the majority of regions showing a decrease of at least 20%. Only four other countries had one or two regions that experienced a slight decrease in ROU (on average around 10%). Of the regions with an ROU exceeding 15% in 2013, 87% are in Greece, Portugal, Spain, and Italy.



Global Moran’s provides us with a measure of spatial autocorrelation that allows for solid statistical analysis, in comparison to just mapping ROU and inspecting it visually. Although the general sense that ROU is clustered in specific areas can be grasped from Figure 1A,B, a statistical measure of this phenomenon is produced when using the spatial autocorrelation metrics. In this case study, global spatial autocorrelation was detected by applying Global Moran’s I for 2008 and 2013. Calculating Global Moran’s I at different times monitors how the metric changes. Results show (a) that spatial autocorrelation is more intense in 2013 revealing that the clustering of values is more evident in this year, and (b) that two different scales of analysis exist: in 2008, spatial autocorrelation is evident at 450 km while in 2013 spatial autocorrelation is evident at 750 km. This is a very interesting finding as it is a clear indication of an expanding process where the clustering of the ROU has been intensified between the two stamps. This intensification of clustering is the result of underlying processes, such as the economic crisis. This is also revealed when using the local indices of spatial autocorrelation.



From both local Moran’s I and Getis-Ord Gi* local spatial autocorrelation indices, results indicate that between 2008 and 2013, a high ROU is clustering in the southern European regions and is limited or decreasing in the central European regions. It is impressive that although there was a large cluster of high-high values (high ROU surrounded by high ROU) in 2008 in eastern Germany, in 2013 this cluster disappeared. At the same time, the rest of Germany’s regions are forming clusters of low-low values (Figure 4). It is probable that during the crisis many jobs were lost in the south and many jobs were created in central Europe and especially in Germany. In fact, Germany decreased the number of unemployed people by 836,000 while Greece, Spain, Portugal, and Italy added 6,181,000 new unemployed people (Table 1). This accounts for 65% of the total unemployed persons added within the study period in the EU.



From the spatio-temporal autocorrelation analysis it is apparent that the ROU is diffusing outwards and that there are different values patterns in south Europe compared to central Europe (Figure 5A). In this respect, high values are expanding to neighboring ones in the southern European regions and low values are expanding in central and Northern Europe. The central European regions are also exhibiting negative autocorrelation of a high-low pattern, which is more desirable in terms of decreasing the ROU.



The differential Moran’s I map clearly presents the geographical dimension of ROU evolution through the crisis period, and specifically locates the south as the most badly hit area with high rates of change in the ROU (Figure 5B). The positive spatial autocorrelation is so evident that the Moran’s I reaches a very high value of 0.75, which clearly identifies that changes over time in ROU are spatially clustered. The phenomenon of a high ROU was expanded throughout this five-year period in nearby areas like an outbreak. On the other hand, central European regions experienced low or even negative rates of change in the ROU.



This study provides a spatio-temporal analysis of the ROU for the EU26 regions and concludes that unemployment tends to cluster on a regional base. This conclusion is in line with other works highlighting that neighborhood effects are some times stronger than state effects in Europe [47]. In addition, the ROU is highly polarized and existing disparities across European regions before the crisis have been deepened further. This fact can be partially attributed to the strong socio-economic heterogeneities among the European regions. For example, southern European countries that where badly hit from crisis exhibited clusters of high unemployment rates in the pre-crisis period and where not well prepared in case of major recessionary shocks [48]. Most of these countries were characterized by overpriced housing market, huge construction sector, high export dependency and large public debts [49]. Eastern-European countries on the other hand, that joined the EU between 2004 and 2007 were still integrating their economy (at the period of crisis) into the common market with an ongoing trend of transition from agricultural to the service economy [15]. These transition countries were characterized by high dispersion of their human capital across regions and also high migration [50]. On the contrary, more resilient economies as those in central and northern Europe with better fiscal policies turned out to absorb smoothly the recessionary sock. The further widening of the gap between southern and northern European regions (illustrated by the large spatio-temporal autocorrelation increase) also unveils another interesting finding. The severe austerity measures imposed in the beginning of the crisis in many southern countries did not have any positive effect on unemployment mitigation. Plenty of regulations were imposed during 2010 and 2011 in these countries to control mainly national debt and climbing unemployment. For example, intensified labor flexibilization policies were harshly applied overnight in anticipation of economic growth and new jobs creation [7]. Although unemployment is not only affected by labor market regulations, results show that they had no positive effect on decreasing unemployment either. In fact, specific regions have been badly hit by high unemployment rates and are mentioned in detail above. As the ROU is an important indicator to assess the robustness and viability of an economy, the above results are in line with the poor economic conditions that Portugal, Spain, and Greece experienced in that period and also indicative of the sustainability of economies in central Europe [51,52,53,54].



From a broader policy perspective, results could be used from European governments to draw sub-national policies. The fact that spatio-temporal autocorrelation of ROU change is high reveals that policies with a cross-regional dimension should be applied at the local level to prevent the expansion of a high ROU. For example, locating the existence of spatial clustering and spatial autocorrelation in hot spot regions (high ROU) mainly located in southern-Europe can assist policymakers to design more efficient strategies that take into account spatial heterogeneity and thus apply local and tailored policies. As these regions have suffered from structural problems they require fiscal and industrial policies accompanied by related labor regulations that will create more resilient economies. Owing to the fact that regions that experience prolonged high unemployment rates are also prone to high economic inequality and low expected growth rates [9], it is advisable that planners and policy makers apply strategies that will alleviate problems in the population at hand. In this respect, governments should take measures with a local focus to strengthen the sectoral structure of regional economies and also narrow the gap with the more sustained ones. It is of high importance that national governments adopt policies that will increase their regional economic resilience for a potential future recessionary shock. The existence of spatial autocorrelation in unemployment suggests that quick and intense policy fixes through appropriate spatial planning should be applied when a high ROU exists in a period of crisis. These interventions should have a local focus to prevent the expansion of high ROU to neighboring areas; thus, controlling better the social and economic implications that unemployment brings.



Concluding, the present empirical analysis addresses the sub-national impact of economic crisis to ROU and identifies its spatio-temporal patterns. These findings can support a more advanced spatial planning approach for achieving society’s sustainability. Such analysis can be also integrated to econometric modelling to better identify the contextual factors behind regional unemployment and is planned for future research.
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Figure 1. (A) ROU in 2008; (B) ROU in 2013; (C) Positive and negative change in ROU between 2008 and 2013; (D) ROU rate of change (%) between 2008 and 2013. 
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Figure 2. Incremental spatial autocorrelation for ROU2008. All z-scores are statistically significant at less than 0.001 significance level. 
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Figure 3. Incremental spatial autocorrelation for ROU2013. All z-scores are statistically significant at less than 0.001 significance level. 
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Figure 4. Local spatial autocorrelation indices. (A) Local Morans’ I for 2008; (B) Local Morans’ I for 2013; (C) Getis-Ord Gi* for 2008; (D) Getis-Ord Gi* for 2013. 
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Figure 5. (A) Bivariate Local Moran’s I for 2008–2013; (B) Differential local Moran’s I for 2008–2013. Moran’s I scatter plots are also embedded in the upper right corners of the maps. 
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[image: Sustainability 10 01702 g005]







[image: Table] 





Table 1. Country name, NUTS0 id per country, number of NUTS2 regions per country used in this study, unemployed people in thousands for 2008 and 2013, change of unemployment between 2008 and 2013, and per cent rate of unemployment for 2008 and 2013.
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Country

	
NUTS0

	
NUTS2 Regions

	
Unemployment (in Thousands)

	
Change (in Thousands)

	
ROU (%)




	

	

	

	
2008

	
2013

	
2013–2008

	
2008

	
2013






	
Austria

	
AT

	
9

	
172

	
231

	
59

	
4.1

	
5.4




	
Belgium

	
BE

	
11

	
333

	
417

	
84

	
7

	
8.4




	
Bulgaria

	
BG

	
6

	
202

	
436

	
234

	
5.6

	
13




	
Czech Republic

	
CZ

	
8

	
230

	
370

	
140

	
4.4

	
7




	
Croatia

	
HR

	
2

	
166

	
320

	
154

	
8.6

	
17.4




	
Denmark

	
DK

	
5

	
101

	
202

	
101

	
3.4

	
7




	
Estonia

	
EE

	
1

	
38

	
59

	
21

	
5.5

	
8.6




	
Finland

	
FI

	
5

	
172

	
219

	
47

	
6.4

	
8.2




	
France

	
FR

	
22

	
2121

	
3026

	
905

	
7.4

	
10.3




	
Germany

	
DE

	
38

	
3018

	
2182

	
-836

	
7.4

	
5.2




	
Greece

	
EL

	
13

	
388

	
1330

	
942

	
7.8

	
27.5




	
Hungary

	
HU

	
7

	
326

	
441

	
115

	
7.8

	
10.2




	
Ireland

	
IE

	
2

	
146

	
282

	
136

	
6.4

	
13.1




	
Italy

	
IT

	
21

	
1664

	
3069

	
1405

	
6.7

	
12.1




	
Latvia

	
LV

	
1

	
88

	
120

	
32

	
7.7

	
11.9




	
Lithuania

	
LT

	
1

	
88

	
172

	
84

	
5.8

	
11.8




	
Luxembourg

	
LU

	
1

	
10

	
15

	
5

	
4.9

	
5.9




	
Netherlands

	
NL

	
12

	
318

	
647

	
329

	
3.7

	
7.3




	
Poland

	
PL

	
16

	
1165

	
1793

	
628

	
7.1

	
10.3




	
Portugal

	
PT

	
5

	
476

	
855

	
379

	
8.8

	
16.4




	
Romania

	
RO

	
8

	
549

	
653

	
104

	
5.6

	
7.1




	
Slovenia

	
SI

	
2

	
46

	
102

	
56

	
4.4

	
10.1




	
Slovakia

	
SK

	
4

	
254

	
386

	
132

	
9.6

	
14.2




	
Spain

	
ES

	
17

	
2596

	
6051

	
3455

	
11.3

	
26.1




	
Sweden

	
SE

	
8

	
305

	
411

	
106

	
6.2

	
8




	
UK

	
UK

	
40

	
1757

	
2437

	
680

	
5.6

	
7.5




	
EU26 (study)

	

	
265

	
16,729

	
26,226

	
9497

	

	




	
EU28

	

	
276

	
16,751

	
26,304

	
9553

	
7

	
10.9
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