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Abstract: Persea americana, commonly known as avocado, is becoming increasingly important in
global agriculture. There are dozens of avocado varieties, but more than 85% of the avocados
harvested and sold in the world are of the Hass one. Furthermore, information on the market of
agricultural products is valuable for decision-making; this has made researchers try to determine
the behavior of the avocado market, based on data that might affect it one way or another. In this
paper, a machine learning approach for estimating the number of units sold monthly and the total
sales of Hass avocados in several cities in the United States, using weather data and historical sales
records, is presented. For that purpose, four algorithms were evaluated: Linear Regression, Multilayer
Perceptron, Support Vector Machine for Regression and Multivariate Regression Prediction Model.
The last two showed the best accuracy, with a correlation coefficient of 0.995 and 0.996, and a Relative
Absolute Error of 7.971 and 7.812, respectively. Using the Multivariate Regression Prediction Model,
an application that allows avocado producers and sellers to plan sales through the estimation of the
profits in dollars and the number of avocados that could be sold in the United States was created.

Keywords: avocado; weather; regression model; machine learning; mobile application

1. Introduction

Persea americana, commonly known as avocado, first appeared in Mexico thousands of years ago,
but it was not until 1871 that it was brought to California, United States. By the 1950s, there were
dozens of varieties being sold in the markets of the country, with Fuerte being the most consumed
variety. About twenty years later, this situation changed, and the Hass avocado started to be the most
consumed variety in the country and in the world. At present, avocado consumption happens not
only due to its flavor, but also due to its healthy contribution to people’s diets [1].

Currently, 85% of the avocados produced and sold in the world are of the Hass variety. This
variety grows almost the whole year round and in different regions. Some of the leading producing
countries are Mexico, United States, Chile, Australia, South Africa and Israel, with Mexico being the
largest producer in the world, representing about a third of the worldwide production [2]. The United
States is the leading country concerning imports, and has evolved towards a market of almost a million
tons of avocados [3]. The avocado market has grown 16% every year since 2008 in the United States,
and this trend is expected to continue, at least in the medium term. States like Florida, California
and Hawaii are producers of avocado in this country, but the production does not meet the market
demands, so avocados are imported from Mexico, Chile, Peru, New Zealand and the Dominican
Republic, among other countries. However, avocado consumption is not uniform across the country.
For example, about 90% of the families in California consume avocados, in a proportion of more than
three units per month. However, in some states of the Great Plains, only a little more than half of the
families consume this fruit, in a proportion of no more than two units per month [3].
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Collecting information on the market and on better practices concerning avocado cultivation
would be of great help to producers, vendors, associations, and companies. This could be used to
choose the right places to sell avocados, to carry out successful marketing campaigns or to develop
innovations for the production and sales of such product. An example of this fact is that about fifty
million dollars are spent annually on advertising and promotional activities on healthy avocado
consumption [3].

Several authors have found that weather is one of the factors affecting economic and commercial
behavior [4–7]. In order to predict future behaviors or relationships, there is a subset of artificial
intelligence called machine learning, which includes building classification and regression models [8].
For example, crop production [9] and disease incidence [10,11] can be predicted by using several
machine learning techniques and also weather data collection. Models used to predict avocado sales
in the United States can be generated using weather and market data.

In this study, machine learning techniques were used to estimate the number of units sold monthly
and the total sales of avocados in several cities of the United States, taking into consideration weather
data. This will allow avocado producers to plan sales through a mobile application that uses a model
trained with regression trees and support vector machines. With this innovative solution, producers,
vendors, associations and companies can get to know the sales expected to be registered in advance.
It could be an essential input for making rational decisions regarding the avocado market, such as
encouraging consumption or shifting supplies to markets of high demand for the product. The mobile
application shows avocado sales expected in different cities in the United States and allows users to
receive alerts and recommendations for selling the product, to examine general information on the
leading markets and to know where the largest and the lowest sales will be registered. Additionally,
the application presents a list of frequently asked questions concerning avocados, with topics such as
sowing, harvesting, transportation, sales and their healthy consumption. The outline of this paper
is organized as follows: Section 2 shows the pre-processing of market and weather data; Section 3
exposes the trained models, the experimental evaluation, and the mobile application and Section 4
shows the discussion and future works.

2. Materials and Methods

According to the authors of [6], the weather is closely related to how much consumers spend in
the market. Variables such as temperature, humidity, snowfalls and sunlight can drastically affect sales.
The process performed to obtain the dataset will be presented next.

2.1. Data Sources

A dataset was built, for the training of the models, which contains records on weather and sales
in several cities in the United States. We used the Hass Avocado Board program (HAB) as the source
of the avocado market data and Weather Underground as the source of weather data.

The Hass Avocado Board is a program sponsored by the United States government and financed by
a tax applied to all Hass avocados sold in the markets of the country, both imported or locally produced.
The majority of its funds are destined to advertising and promotion programs [12]. Additionally, on its
website, HAB collects, tracks, analyzes and disseminates information on avocado sales in the United
States markets. All of this information is normally used for research and for making decisions on
the cultivation, harvesting, distribution, and marketing of avocados [13]. For the study, we extracted
market data from this website, considering four-week periods (from January 2013 to June 2017), about
43 cities in the United States, including Atlanta, Boston, Chicago, Detroit, Los Angeles, New York, etc.

We used Weather Underground as the weather data source. This service provides real-time
weather information for a large number of cities around the world. For this research, more specifically,
we used data on temperature (maximum, minimum and average), humidity (maximum, minimum
and average) and precipitation in the 43 cities, during the same periods mentioned above.
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2.2. Data Selection and Cleaning

Data acquired in Section 2.1 was prepared and cleaned in order to obtain an appropriate dataset
for understanding the fluctuation of the avocado market in the United States, based on different
weather conditions. For this purpose, we followed the Cross Industry Standard Process for Data
Mining (CRISP-DM) methodology [14] and the data cleaning process proposed in [15]. Figure 1
exposes the data preparation tasks that were considered.
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Figure 1. Data preparation process, adapted from [14].

As a first step, data was selected. The number of avocados sold over a four-week period in
two different years (the current year and the immediately previous one) were labeled as units-cy and
units-py, respectively. The total sales in dollars for the same years, labeled as sales-cy, and sales-py,
were chosen from the data on the market in different cities in the United States that had been
retrieved. Concerning the weather, we selected the variables of maximum temperature (◦C), minimum
temperature (◦C), average temperature (◦C), maximum humidity (%), minimum humidity (%), average
humidity (%) and precipitation (mm).

Afterwards, we cleaned the two datasets following the data cleaning tasks presented in Figure 2.
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• Searching for missing values: blank spaces, words such as “NaN” or “null” and special characters
such as “*” or “?” were searched for, as to verify if there were any missing values in the datasets.
There was missing data only on the weather; this may be due to failures in the operation of the
meteorological stations that capture such data. Since there was little data missing (a total of five
records), we decided to delete those instances in both the weather and the market data. Finally,
no data imputation process was implemented.

• Outliers detection: to detect if there were values that significantly deviated from the others,
we used Clustering (DBSCAN, Density-based spatial clustering of applications with noise) and
Distance (LOF, Local Outlier Factor) algorithms. No outliers or extreme values were found for the
two datasets.

• Searching for duplicated instances: We used a filter in order to detect if there were repeated
instances. The filter found no instances with this problem, since we constructed the datasets
carefully and imputation algorithms were not implemented in the previous steps.

• Dimensionality reduction: an algorithm for this task was applied. Typically, the algorithm
searches for a subset of most relevant features to represent the dataset. The objective is to
contribute to learning accuracy. Considering the limited data dimensionality of the datasets used,
the dimensionality was not reduced.

2.3. Dataset Construction

As a third step, we performed a data normalization of the dataset. For this purpose, we made
a research on the population of each city on the official website of the United States Census Bureau,
the government agency responsible for the census in that country. This population data was used
to normalize the number of avocados sold and the total sales per inhabitant in each city. Thus, four
new attributes were created for the current and the previous year: the number of avocados sold
divided by the population, labeled as units-cy/population and units-py/population, and the total sales
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divided by the population, labeled as sales-cy/population and sales-py/population. Due to the detection
of heteroscedasticity in the data and because its distribution was highly skewed [16–18], the four
attributes were normalized otherwise, using the Natural Logarithm function, thus creating four new
ones. The four new attributes are: the natural logarithm of the number of avocados sold, labeled as
Ln(units-cy) and Ln(units-py) and the natural logarithm of the total sales, Ln(sales-cy) and Ln(sales-py).
The dataset is available in the Supplementary Materials section.

After the normalization, the dataset contained six classes. Therefore, it was divided in six different
datasets for the next stage of modeling, as presented in Table 1. Each dataset consists of nine attributes
and 2400 instances.

Table 1. Attributes of the final datasets.

Dataset Attributes Class

1
Weather (maximum temperature, minimum temperature,
average temperature, maximum humidity, minimum humidity,
average humidity and precipitation) and Units-py

Units-cy

2 Weather and Sales-py Sales-cy

3 Weather and Ln(Units-py) Ln(Units-cy)

4 Weather and Ln(Sales-py) Ln(Sales-cy)

5 Weather and Units-py/population Units-cy/population

6 Weather and Sales-py/population Sales-cy/population

3. Results

3.1. Modeling for the Forecasting of the Avocado Market

Aiming at observing the fluctuation of the avocado market in the United States based on weather
conditions, several machine learning techniques were evaluated to estimate the number of avocados
sold and the total sales (in dollars) of this agricultural product. For this purpose, we used the datasets
listed in Section 2.3 and four algorithms of the Weka toolkit:

• Linear Regression: a technique used to determine the relationship of a y variable with one or many
other x1, . . . , xk variables. In a machine learning approach, it searches for several functions that
model the relationship between the variables and selects the one that most closely approximates
to or fits the data given in the class [19].

• Multilayer Perceptron: consists of units, called neurons, interconnected and organized in layers.
Each neuron processes information, converting the input it receives into processed output.
Through the links of neurons, knowledge is generated [20].

• Support Vector Machine for Regression: these algorithms seek to estimate a function from a
training data. For this purpose, an initial set of points is required, which also contains two other
subsets of points and which belongs to one of two possible classes. Based on these, the support
vector machine creates a hyper-plane in order to find the largest distance separating the classes
and thus builds a model that is capable of predicting which class a new point belongs to [21].

• Multivariate Regression Prediction Model: an algorithm that associates traditional decision
trees with linear regression functions. To some special nodes, commonly known as leaves,
the algorithm assigns a probability vector that indicates the chances that a class will take a certain
value. The instances are classified following a path from the root of the tree to a leaf, according to
the results of the tests performed in each of the test nodes [22].

To evaluate the predictive models, a 10-fold cross-validation method [23] was used. In addition,
we compared the models generated using the Correlation Coefficient (CC), Mean Absolute Error
(MAE) and the Relative Absolute Error (RAE). Tables 2 and 3 show the results obtained.
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Table 2. Experimental results of the Linear Regression and Multilayer Perceptron algorithms for the
different datasets.

Dataset—Class
Linear Regression Multilayer Perceptron

CC MAE RAE (%) CC MAE RAE (%)

DS1—Units 0.981 220,443.407 16.683 0.976 278,670.948 21.091

DS2—Sales 0.992 139,969.705 10.611 0.988 188,091.636 14.259

DS3—Ln(Units) 0.985 0.118 16.092 0.980 0.136 18.527

DS4—Ln(Sales) 0.993 0.074 10.645 0.991 0.086 12.226

DS5—Units/pop. 0.991 0.589 12.382 0.992 0.705 14.802

DS6—Sales/pop. 0.995 0.435 8.079 0.995 0.579 10.763

Table 3. Experimental results of the Support Vector Machine for Regression and Multivariate Regression
Prediction Model algorithms for the different datasets.

Dataset—Class
Support Vector Machine for Regression Multivariate Regression Prediction Model

CC MAE RAE (%) CC MAE RAE (%)

DS1—Units 0.981 216,730.969 16.402 0.981 220,443.407 16.684

DS2—Sales 0.992 138,254.838 10.481 0.992 139,966.261 10.611

DS3—Ln(Units) 0.985 0.118 16.058 0.985 0.118 16.092

DS4—Ln(Sales) 0.993 0.074 10.629 0.993 0.074 10.645

DS5—Units/pop. 0.991 0.575 12.08 0.991 0.564 11.832

DS6—Sales/pop. 0.995 0.429 7.971 0.996 0.420 7.812

It is important to mention that the high MAE records in Tables 2 and 3 appeared because the
respective datasets (DS1 and DS2) contain values in terms of millions of units and dollars.

Several conclusions can be drawn from the tables mentioned. On the one hand, the two
normalization processes that were carried out, either by using the Natural Logarithm function or by
dividing the units and sales by the total population of each city, considerably improved the accuracy
of the models generated. Normalizing the avocado units (dataset DS5) and the sales (dataset DS6),
using the population of each city, produces the best outcomes for the modeling process. On the other
hand, the process of forecasting the total sales (in dollars) of avocados, according to climatic conditions,
presents the best accuracy rate compared to the estimated number of units sold.

With the purpose of estimating the number of units sold and the total sales of avocados in different
cities in the United States, the algorithm that generated the best model, out of the four studied in this
paper, was the Multivariate Regression Prediction Model algorithm. The main characteristics of the
selected model are presented below. For the forecasting of the number of units sold:

• A correlation coefficient of 0.991, which indicates a high correlation between the attributes and
the class studied.

• An MAE of 0.564, showing the average difference of units/inhabitant between an estimated and a
real class.

• An RAE of 11.832%, indicating the percentage at which an estimated and a real class can differ.

The following are the main characteristics of the model generated for estimating the total sales:

• A correlation coefficient of 0.996, which shows a high correlation between attributes and class.
• An MAE of 0.420, which indicates the average sales/inhabitant difference between an estimated

class and a real class.
• An RAE of 7.812%, showing the percentage at which an estimated and a real class can differ.
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Once the appropriate algorithm was chosen, it was used to estimate the sales of avocados
in different cities in the United States (in dollars), under certain weather conditions. Fifty-eight
consecutive four-week periods were used to analyze the estimated value of the model against the real
value. Figures 3 and 4 show the comparison that was made with the real values of the classes, for the
two cities of the dataset that have the highest (Orlando) and the lowest sales (Louisville).
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In addition to the two cities with the highest and the lowest sales, a comparison was also made
between two different cities in the United States. Figures 5 and 6 show the analysis performed for
Houston and Los Angeles, respectively.
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From Figures 3–6, actual data from the United States avocado market are compared to the data
that was estimated using the models generated in the present investigation. These figures show the
precision of the models that were created for forecasting the units sold and the total sales of avocados
per inhabitant. Thus, such models can be an adequate tool to predict the fluctuation of the avocado
market in the United States, knowing the weather conditions and the sales records of the immediately
preceding year.

3.2. Mobile Application

Through a mobile application, users (associations, avocado producers, vendors and consumers)
access the avocado market forecast to the United States. Figure 7 shows the system’s architecture.
The app, through web services, consults the sales forecast that is calculated on the system server,
hosted in the cloud. The calculation is made by the model trained using the Multivariate Regression
Prediction algorithm which is presented in Section 3.1 and takes as the primary input the weather
data and historical records on avocado sales. To represent these models, we used the Predictive Model
Markup Language (PMML) proposed by the Data Mining Group [24], allowing its interoperability
between different systems to be developed in one application and deployed on another. The data is
retrieved from the official websites of the Hass Avocado Board program and the National Oceanic and
Atmospheric Administration. This is stored in a database hosted on a server in the cloud, arranged for
that purpose.
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Next, we will present the main functionalities of the mobile application. On the first screen,
presented in Figure 8a, the user can see the map of the United States with its states and, by clicking on
one of them, the application automatically selects the city for which it has the data. Upon choosing the
city, the number of units of avocado that are expected to be sold and the total income that could be
generated in that city for a specific date appear at the top of the screen. Figure 8b shows the list of the
cities for which the application allows for calculating the number of avocados that are expected to be
sold and the income in dollars that such sales could generate. The user can access any of the cities that
appear in the list and see more information about it. By accessing any of these, the user can see photos
of such market, its name, location, general information, the possible number of units that can be sold
and the amount in dollars for a specific date (see Figure 8c).

In addition, the application has a screen to access a list of the dates for which there are generated
market forecasts, as it can be seen in Figure 9a. By selecting one of the future periods presented in the
previous list, the application displays (see Figure 9b) a general summary of the avocado market in the
United States, in which two markets are presented (along with the sales information on them); first,
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the one where the highest sales are expected for the chosen date; and, secondly, the one where the
lowest sales are expected. In Figure 9c, the last screen of the application is shown, on which the user
has the possibility of observing a list of frequently asked questions about avocados.
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4. Discussion and Future Works

Several aspects of the results achieved can be discussed. On the one hand, in the United States,
governmental entities or companies financed by the state have a considerable amount of data available,
which can be the basis for different studies in various areas of knowledge. The data used in this paper
presented a problem of heterogeneity which was addressed in the pre-processing phase and could
be further analyzed in a future paper. Pre-processing is necessary to increase the quality of the data
when collected from different sources because it may present problems which affect the accuracy of
the models generated. On the other hand, the four algorithms used for the generated models showed
a good behavior. The accuracy of the algorithms was evaluated and the Support Vector Machine for
Regression and the Multivariate Regression Prediction Model had the best results, with a correlation
coefficient of 0.995 and 0.996, respectively. These algorithms were chosen based on previous studies
conducted by the researchers involved in this paper; however, this does not exclude the possibility
that other algorithms or approaches could be further analyzed in future works. For example, if the
sale and climate data of avocado are ordered chronologically, they can be considered as a time-series
forecasting problem. Therefore, approaches such as linear and nonlinear machine learning algorithms,
metaheuristic algorithms [25], genetic algorithms [26,27], and deep learning [28] could be used to
estimate avocado sales and compare it with the approach presented in this paper.

Information about the world market and its trends is gaining importance to researchers because it
can be used to reduce inventory cost, modify sales strategies, minimize expired products, among others.
Due to the aforementioned benefits, there exist different approaches that allow people to estimate sales.
Ref. [29] presents a time series forecast for fashion sales; Ref. [30] exposes a sales prediction model for
retail stores; and Refs. [31,32] propose machine learning models to predict specific companies’ sales.
In our case, the presented approach could help producers and vendors in several aspects. The models
that were generated allow for estimating the profits in dollars and the number of avocados that will be
sold in the markets of the United States, based on the climatic conditions that could occur. Evaluating
the two variables mentioned above allows us to have a view on the future fluctuation of the avocado
market in the United States. This information can be the basis for producers to decide which market
they will sell their product on. Furthermore, supermarket chains or vendors could estimate future
sales for administrative or accounting purposes. In addition, such information on market fluctuation
can be used by associations and government entities to design and deploy policies or campaigns to
promote the avocado production, sale, and healthy consumption. The policies may be aimed at issues
such as having pest-free fields, compliance with phytosanitary standards and the development of
competitiveness, production and commercialization factors, among others.

As a future work, we propose using additional weather information in order to complete a system
that can forecast avocado sales with higher accuracy in the markets in the United States. We also
propose to improve the system, using other important parameters, as the imported and produced
avocados number, and to train it to estimate not only sales but also other variables, such as price and
best variety for markets in the United States and in other countries.

Supplementary Materials: The dataset used is available at https://goo.gl/bRjvoz.
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