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Abstract: This paper considers the trajectory tracking problem for a class of automatic straddle
carriers (ASCs) with external interferences and the overturning constraints. First, the steering and
the dynamics of the ASC are analyzed and the mathematical model of the ASC is established. Then,
considering the impact of external interferences on the trajectory tracking accuracy, an improved
dynamic Kalman filter is designed in order to obtain the state estimation of the ASC. Based on
the obtained state estimation, a model-predictive control method is proposed which takes the anti-
overturning constraints into account. In addition, the improved Kalman-filter-based model-predictive
control (iKFMPC) algorithm is summarized for the considered ASC to travel smoothly along the
given trajectory while meeting the overturning resistance. Finally, simulation analyses demonstrate
the effectiveness and superiority of the proposed method.

Keywords: model-predictive control; automatic straddle carrier; trajectory tracking control; anti-
overturning constraints; improved Kalman filter

1. Introduction

With the rise of economic globalization, the volume of cargo transportation in the
world’s major ports is constantly rising, along with the demand for the efficiency and safety
performance of transportation means. As a type of horizontal transport equipment com-
monly used in automated terminals, the automatic straddle carrier (ASC) can significantly
improve the efficiency compared to unmanned guided vehicles, which has attracted the
attention of many experts and scholars [1–3]. In [4], a stability criterion was proposed to
ensure the ASC does not roll over during the turning process, and a method was designed
to determine the critical speed of rollover under a given turning radius. In [5], the problem
of determining fleet size in tactical planning was solved, and the fleet size for automatic
straddle carrier horizontal container transportation was determined. In the research and
development of the ASCs, it is important to ensure the smooth running of the cargo to
the destination [6–10]. At the same time, the interference caused by external noise is an
inevitable problem for the ASC. Settling this problem represents a key point to ensure
the stability of cargo transportation [11,12]. In the actual operation, the ASC is prone
to overturn due to its large body, high frame, and high mass center. Therefore, it is of
great significance to ensure the stability of transportation of the automated terminals by
eliminating the noise and studying the trajectory tracking control algorithm under the
premise of ensuring the anti-overturning of the ASC, so as to enable the ASC to travel
smoothly along the desired trajectory.

Research on trajectory tracking has been a hot and difficult area in unmanned technol-
ogy [13]. The authors of [14] investigated actuator failures based on adaptive fault-tolerant
tracking control and established an actuator kinematic model to address the actual problem
that actuators can cause failures during operation. The adaptive fault-tolerant tracking
control method was adopted to adjust the deviation between the current position of the
vehicle and the planned trajectory in order to enable the vehicle to track the preset trajectory,
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which increases the system robustness. However, the control accuracy was insufficient.
Reference [15] took advantage of the proportional integral derivative (PID) trajectory track-
ing control algorithm to select the local trajectory in the complex driving environment
for complex trajectory tracking problems of unmanned vehicles. In this way, the optimal
reference trajectory was generated and the tracking control could be performed while real-
izing trajectory planning, which can ensure the trajectory tracking accuracy of unmanned
vehicles in a variety of complex scenarios. In practical systems, most of them are nonlinear
systems; however, for nonlinear systems, the accuracy of the PID control algorithm is
reduced. The authors of [16] established a complex multibody system to ensure trajectory
tracking accuracy. As such, the optimal tracking control of nonlinear dynamic systems was
adopted to find the optimal control strategy by satisfying certain constraints in [17], which
made the system more stable and accurate.

In recent years, the model-predictive control (MPC) method [18–21] has been widely
used in the tracking control problem of unmanned systems since it has good control
effect and robustness, which can effectively overcome the uncertainty, nonlinearity, and
parallelism of the system and satisfy various constraints [22]. The authors of [23] optimized
dynamic systems based on MPC to improve system robustness. Compared to the stability
problem without terminal constraints, a model-based predictive control algorithm for
stability without terminal constraints was proposed by linearizing the nonlinear system
using a linear error model, as the prediction model was proposed in [24]. For the nonlinear
systems, in order to deal with the conversion error from nonlinear system to linear system, a
real-time iteration was proposed in [25] that can be performed to compensate the conversion
error. Through the analysis for the MPC linearized conversion system, it was found that
the optimal control sequence can be achieved through the MPC strategy. Therefore, the
active steering system of the self-driving car with high control accuracy and stable steering
was realized by using the MPC method in [26].

However, most of the existing studies on trajectory tracking control are on low-speed
unmanned vehicles. In addition, the impact of the shape and size of the vehicles, similar to
the ASC, on the designing of the control method is often overlooked. In recent years, some
scholars carried out research on the lateral stability of vehicles [27,28]. For example, for the
anti-rollover problem of cross-seat monorail vehicles, improving its anti-rollover capability
represents the key problem, with the critical side tilt angle being considered to guarantee
the stability of the vehicle [29]. Under special circumstances, more constraints need to be
taken into account to ensure the vehicle’s operational stability. Thus, based on the virtual
prototype, constraints were established for stability dynamics simulation [30]. Given the
actual path, the road may not be flat. If the vehicle encounters a slope while driving, the
vehicle is more likely to roll over. As such, it is necessary to ensure that the vehicle can
be stable even on a slope [31]. However, in the studies on vehicle rollover problems, the
barycenter considered by most scholars is relatively low, which is not suitable for the ASC
system, because an ASC normally has a large mass and a high barycenter. This is one of the
motivations of the current study.

In addition, in the practical port scenario, the harsh environment may lead to external
interferences. Filtering is one of the methods used to remove the perturbations [32–38].
The authors of [39] designed a Kalman filter sample complexity calculation algorithm
for unknown systems. A compression sensor based on Kalman filtering was designed to
overcome noise issues and increase accuracy in [40]. For the Kalman-based MPC methods,
the authors of [41] proposed a conventional model-predictive controller using a static
Kalman filter to estimate the state in the trajectory tracking process, which leads to errors in
the tracking accuracy. This motivated the study of a dynamic Kalman filter which has two
gain matrices that are continuously updated to adapt to the ASC system so as to reduce the
tracking error.
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As discussed above, this paper investigates the trajectory tracking problems of a
class of eight-wheel independently steered ASCs and designs an improved Kalman-filter-
based model-predictive control (iKFMPC) algorithm by considering the anti-overturning
constraint. The main contributions are concluded as follows:

(1) Considering the structural characteristics of the ASC, the steering and dynamics of the
ASC are analyzed and the mathematical model is established according to Newton’s
second law of motion and D’Alembert’s principle.

(2) An improved dynamic Kalman filter algorithm is proposed to compensate for the
process and measurement noise and to provide the system state estimation for the
considered ASC.

(3) Considering the anti-overturning constraint, the objective function is optimized and
the iKFMPC algorithm is designed to ensure smooth operation of the ASC and
accurate trajectory tracking.

2. Problem Formulation

In this paper, an eight-wheel independently steered ASC is considered, whose dy-
namical model [40] is shown in Figure 1. δ(rad) is the wheel turning angle, φ(rad) is the
lateral tilt angle, x, y, and z are the x, y, and z coordinates, respectively, o is the origin
center, m(kg) is the overall vehicle mass, v(m/s) is the vehicle speed, g is the gravitational
acceleration, h(m) is the barycenter height, ay(m/s2) is the lateral acceleration, β(rad) is
the sideslip angle, γ(rad) is the yaw rate, B(m) is the axle distance, and Li(i = 1, . . . , 4, m)
is the distance from the center of the wheel to the turning center of the ASC.
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Note that, in this paper, we assume that the considered ASC has a full load. The inertia
product Ixz = 0 is obtained by taking into account the structural symmetry of the carrier.
The influence of the cab weight and the inertia product of the axes can therefore be ignored.
Thus, based on Newton’s second law of motion and D’Alembert’s principle, the following
equilibrium equations for the dynamics of the ASC are established and obtained from
Figure 1. 

may −mh
..
ϕ = Fy

Iz
.
γ− Ixz

..
ϕ = Mz

Ixeq
..
ϕ− Ixzγ = Mx

ay = v× (
.
β + γ)

, (1)

where Fy, Mz, Mx satisfy the following equation:
Fy =

4
∑

i=1
Fli +

4
∑

i=1
Fri

Mz =
2
∑

i=1
li(Fli + Fri)−

4
∑

i=3
li(Fli + Fri)

Mx = mhv(
.
β + γ) cos φ + mgh sin φ− Cφ

.
φ− Kφφ

, (2)

where Kφ is the suspension tire equivalent elasticity coefficient, Cφ is the suspension tire
equivalent damping coefficient, Ix is the rotational inertia of the ASC’s mass around the
x-axis, Iz is the rotational inertia of the straddle carrier mass around the z-axis, Fli is the
left-side tire deflection in row i, Fri is the right-side tire deflection in row i, Fy is the side
slanting force of the y-axis, and Mx, Mz is the torque of the x- and z-axes, respectively.

From the parallel axis theorem, the relationship between the mass of the ASC and
rotational inertia of the side tilting axis, as well as the relationship between the mass of the
ASC and the rotational inertia of the x-axis, are as follows: Ixeq = Ix + mh2. Since the side
tilt angle is generally small during the turning process, we have sin ϕ ≈ ϕ, cos ϕ = 1. In
summary, the model of the considered ASC is further obtained as follows:

.
x = v× cos(θ + β)
.
y = v× sin(θ + β)
.
θ = γ

mv(
.
β + γ)−mh

..
ϕ + D1β + D2

v γ−U1 = 0
Iz

.
γ + D2β + D2

v γ−U2 = 0
Ixeq

..
ϕ−mv(

.
β + γ)h−mghϕ + Kφ ϕ + Cϕ

.
ϕ = 0

, (3)

where x, y are the position coordinates of the X, Y axis of the ASC, and θ is the yaw angle.

We select the state variable as x̃ =
[

x y θ β γ φ
.
φ
]T

and define the control

quantity δ =
[
v δl1 δl2 δl3 δl4 δr1 δr2 δr3 δr4

]T (δli is the left wheel angle of the
ASC and δri is the right wheel angle (i = 1, 2, 3, 4)). As such, Equation (3) can be transformed
as follows: { .

x̃ = Ax̃ + Bδ
ỹ = Cx̃

, (4)

where ỹ is the output and A, B, and C are shown in (5).
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A =



0 0 0 −v ∗ sin(θr) 0 0 0
0 0 0 v ∗ cos(θr) 0 0 0
0 0 0 0 1 0 0

0 0 0 −D1 Ixeq
mvIx

−D2 Ixeq
mv2 Ix

− 1 h(mgh−Kϕ)
Ixv

−hCϕ

Ixv

0 0 0 −D2
Iz

−D3
Iz

0 0
0 0 0 0 0 0 1
0 0 0 −D1h

Ix
−D2h

Ixv
mgh−Kϕ

Ix
−Cϕ

Ix


, C =



1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0


,

B =



cos(θr) 0 0 0 0 0 0 0 0
sin(θr) 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0
0 Kl1 Ixeq

mvIx

Kl2 Ixeq
mvIx

Kl3 Ixeq
mvIx

Kl4 Ixeq
mvIx

Kr1 Ixeq
mvIx

Kr2 Ixeq
mvIx

Kr3 Ixeq
mvIx

Kr4 Ixeq
mvIx

0 Kl1l1
Iz

Kl2l2
Iz

−Kl3l3
Iz

−Kl4l4
Iz

Kr1l1
Iz

Kr2l2
Iz

−Kr3l3
Iz

−Kr4l4
Iz

0 0 0 0 0 0 0 0 0
0 Kl1h

Ix

Kl2h
Ix

Kl3h
Ix

Kl4h
Ix

Kr1h
Ix

Kr2h
Ix

Kr3h
Ix

Kr4h
Ix


,

(5)

In addition, by considering the process noise and the measurement noise, the model
of the ASC can be further discretized as follows:{

x̃(k + 1) = Ap x̃(k) + Bpδ(k) + ω(k),
ỹ(k) = Cp x̃(k) + v(k),

(6)

where ω(k) is the process noise and v(k) is the measurement noise.

Ap = eATs , Bp =
∫ Ts

0
BeAτdτ, Cp = C, (7)

where Ts is the sampling period.
Based on the above system model, this paper aims to design a model-predictive

controller based on the improved dynamic Kalman filter that regards the side tilt angle
as a constraint to address the problem of noise and unstable trajectory tracking caused
by sideways tilting. The designed ASC trajectory tracking control scheme is shown in
Figure 2, the dashed box of which represents the main part of the proposed model-predictive
control scheme. It is mainly composed of the linear error model, constraint condition, and
objective function.
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Note that, as shown in Figure 2, the improved Kalman filter is designed to compensate
for noise, disturbances, and environmental factors in the actual driving of the considered
ASC, reducing the impact of noise on the normal driving. In addition, the filtering of the
actual measured values of the ASC can effectively avoid measurement noise or measure-
ment fluctuations from acting too frequently on the model-predictive controller, prevent the
control sequence obtained by the optimal solution from being too aggressive, thus resulting
in larger system overshoot, and further improve the robustness of the automatic straddle
carrier system as well as its anti-interference capability [42]. The control limit constraint
and the control increment constraint are also taken into account to ensure that the ASC can
track the reference trajectory quickly and smoothly. Then, the system constraints can be im-
proved with designed suitable objective function, taking into account the anti-overturning
constraint. Finally, the objective function is converted into a standard quadratic form with
the constraints being considered to optimize the solution and obtain the optimal control
sequence to achieve accurate trajectory tracking.

3. Design of the Improved Kalman Filter

Traditional static Kalman filtering only requires direct observation of the system and
uses these observation data to estimate the system state. The state of the ASC is constantly
changing, so the improved Kalman filter designed in this article needs to meet this dynamic
characteristic. This article continuously updates the Lk and Mk matrices at each sampling
time. Based on the state of k− 1 at the previous time and the current observation value, it
predicts and updates k at each time to obtain the state estimation of the current k time.

In the ASC system, not all of the state quantities in the controller are measurable, or
the ASC may have measurement noise; thus, state estimation or filtering are required in the
control process. By default, conventional MPCs use a static Kalman filter (KF) to estimate
the state in the trajectory tracking controller, which leads to errors in tracking accuracy.

In this paper, we suppose that at the time step k, ˆ̃x(k− 1) is the known state estimation
of x̃(k− 1). The following improved Kalman filter is first designed for updating the state
estimation ˆ̃x(k) for the true state x̃(k). ˆ̃x(k) = ˆ̃x(k

∣∣∣k− 1) + Mke(k),
ˆ̃x(k
∣∣∣k− 1) = Ap ˆ̃x(k− 1) + Bpδ(k− 1) + Lke(k),

(8)

where Mk and Lk are the gain matrices of the filter needing to be designed, and e(k) is the
evaluated error, which is defined as

e(k) = ỹ(k)− [Cp ˆ̃x(k
∣∣∣k− 1) + v(k)]. (9)

By defining the state estimation error covariance matrix as

P(k) = E
{
[x̃(k)− ˆ̃x(k)][x̃(k)− ˆ̃x(k)]

T
)
}

. (10)

and the one-step ahead estate estimation error covariance matrix is

P(k
∣∣∣k− 1) = E

{
[x̃(k)− ˆ̃x(k

∣∣∣k− 1)][x̃(k)− ˆ̃x (k|k− 1) T ]
}

. (11)

Then, by substituting (6) and (8) into (12), one can have

P(k) = E
{
(x̃(k)− ˆ̃x(k))(x̃(k)− ˆ̃x(k)T

}
= E

{
(Ap(x̃(k− 1)− ˆ̃x(k− 1))− LkCp(x̃(k)− ˆ̃x(k

∣∣∣k− 1))− Lkv(k) + ω(k))

×(Ap(x̃(k− 1)− ˆ̃x(k− 1))− (Lk + Mk)Cp(x̃(k)− ˆ̃x(k
∣∣∣k− 1))− (Lk + Mk)v(k) + ω(k− 1))T

}
= ApP(k− 1)AT

p − (Lk + Mk)CpP(k
∣∣∣k− 1)Cp(Lk + Mk)

T − (Lk + Mk)Rk(Lk + Mk)
T + Qk−1

(12)
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where Qk−1 = E
{

w(k− 1)w(k− 1)T
}

. Rk = E
{

v(k)v(k)T
}

and Qk−1 = E
{

w(k− 1)w(k− 1)T
}

are the process and measurement noise covariance matrix, respectively.
According to optimal criterion of minimizing the error covariance variance Pk, we can

obtain the following:{
Lk = (ApPk|k−1CT

p + Qk−1)(CpPk|k−1CT
p + Rk)

−1,

Mk = Pk|k−1CT
p (CpPk|k−1CT

p + Rk)
−1,

(13)

4. Design of iKFMPC

For the discrete state equation of the ASC, the controlled variable δ(k) is converted
to ∆δ(k). A new state vector ξ(k

∣∣∣t) = [x̃(k) δ(k− 1)T
]

is constructed to obtain the new
system state space expression as{

ξ(k + 1) = Ãkξ(k) + B̃k∆δ(k) + w(k),
y(k) = C̃kξ(k) + v(k),

(14)

where

Ãk =

[
Ap BP

0m×n Im

]
, B̃k =

[
Bp
Im

]
, C̃k =

[
Cp 0

]
, (15)

The output of the system at time step k can be obtained by iterative solution for the
ASC system as follows:

y(k) = C̃k

k−1

∏
i=1

Ãiξ(k) + C̃k

k−1

∏
i=1

B̃i∆δ(k) + C̃k

k−1

∏
i=1

(w(k) + v(k)). (16)

In this paper, we assume that the predictive time domain of the system model-
predictive controller is Np and the control time domain is Nc. Based on Equation (16),
the system output expression in the predictive time domain can be obtained as follows:

Y(k) = Ψk ξ̃(k) + Θk∆δ(k) + κφ(k) + S(k), (17)

where Y(k) is the system output, Ψk, Θk, κ are the parameter matrices, φ(k) is the input
deviation, and S(k) is the system prediction deviation value. Details are as follows:

Θk =


C̃k+1B̃k 0 0 0

C̃k+2 Ãk B̃k C̃k+2B̃k+1 0 0
...

...
...

...

C̃k+Np

k+Np−1

∏
i=k+1

Ãk B̃k C̃k+Np

k+Np−1

∏
i=k+1

Ãk B̃k+1 · · · C̃k+Np

k+Np−1

∏
i=k+1

Ãk B̃k+Np−1

,

Y(k) =



y(k + 1)
...

y(k + Nc)
...

y(k + Np)

, ϕ(k) =



w(k + 1)
...

w(k + Nc)
...

w(k + Np)

, S(k) =

 v(k + 1)
...

v(k + Np)

,

κ =


C̃k+1 0 0 0
C̃k+2 C̃k+2 0 0

...
...

...
...

C̃k+Np C̃k+Np C̃k+Np C̃k+Np

, Ψ(k) =


C̃k+1 Ãk

C̃k+2 Ãk+1 Ãk
...

C̃k+Np

k+Np−1

∏
i=k

Ãi

.
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In order to ensure the tracking accuracy and anti-overturning capability of the consid-
ered ASC, the appropriate optimized objective function needs to be set with the following
specific constraints.

(1) Considering the system’s ability to follow the desired path of the ASC, the cost
function J1 is set, where R(k) is the desired path;

(2) Considering the constraints on the control increment of the system, the cost function
J2 is set;

(3) Considering the optimal travel distance of the automatic straddle carrier, the cost
function J3 is set;

(4) Considering the constraints on the sideslip angle of the automatic straddle carrier, the
cost function J4 is set;

(5) Considering the tilt angle constraint, the cost function J5 is set.

Details are set as follows:

J1 =||Y(k)− R(k)||2,
J2 =||∆δ(k)||2,

J3 =
NP
∑

i=1
(||y(k + i)− y(k + i− 1)||2),

J4 =
NP
∑

i=1
(||β(k + i)||2),

J5 =
NP
∑

i=1
(||φ(k + i)||2),

(18)

By introducing weighting factors, the multiple objective constraint J is set as below.

J =
NP

∑
i=1

(Zd,i||y(k + i)− y(k + i− 1)||2) +
NP

∑
i=1

(Zb,i||β(k + i)||2) + Zc||∆δ(k)||2 + Za||Y(k)− R(k)||2 + Ze||φ(k + i)||2 + ρε2, (19)

where
Za = diag

{
Za,1, Za,2, · · · , Za,NP

}
> 0,

Zc = diag
{

Zc,1, Zc,2, · · · , Zc,NP

}
> 0,

Ze = diag
{

Ze,1, Ze,2, · · · , Ze,NP

}
> 0,

Zb,i > 0, Zd,i > 0,

(20)

Note that the weighting factors Za,i, Zb,i, Zc,i, Zd,i, Ze,i are determined by the actual
situation [43]; ρ is the weight coefficient and ε is the relaxation factor.

In addition, the ASC system must satisfy the following constraints which are the con-
trolled variable constraint, the side tilt angle constraint, and the control increment constraint.

δmin ≤ δ(k + i) ≤ δmax,
ϕmin ≤ ϕ(k + i) ≤ ϕmax,
∆umin ≤ ∆δ(k + i) ≤ ∆umax,

(21)

The following optimal problem can be concluded for the solving the trajectory tracking
problem of the considered ASC system.

minJ(φ(k), δ(k− 1), ∆δ(k)). (22)

We substitute the prediction equation into Formula (22) to form a standard quadratic
programming:

min
J

{
1
2

[
∆δ
ε

]T

Qw

[
∆δ
ε

]
+ G

[
∆δ
ε

]}
, (23)

where

Qw =

(
2(ΘT

k ZdΘk + ΓTZbΓ + Za + Zc + Ze) 0
0 ρ

)
, (24)
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G =

(
2(ΞTZdΘk + ∆δTZb M)

0

)T

. (25)

where Qw is a positive definite Hessian matrix, Ξ is the predicted time domain tracking
error, M = K⊗ Im, ⊗ is Crohneck product, K is an Nc × Nc dimensional matrix, and Im is
an m dimensional matrix.

As discussed above, the following Algorithm 1 can be summarized:
Algorithm 1:
Step 1: Set t0, t f inal as the initial moment and end moment; set the initial state

x, y, θ, β, γ, ϕ,
.
ϕ; set the predictive time domain Np, the controlled time domain Nc and the

reference trajectory point kN ; make k = 0.
Step 2: Based on the improved Kalman filter, the state estimate ˆ̃x is obtained by

Equations (8) and (13).
Step 3: Based on the state prediction,

[
k, k + Np

]
in the future time domain is calculated

by Equation (17) to output Y(k).
Step 4: Solve Equation (23) (optimal objective function J) by the model-predictive

algorithm to obtain the control sequence U in the controlled time domain [k, k + Nc].
Step 5: The first control increment ∆u is taken as the actual system input until k = kN ,

then stop the cycle; otherwise, k = k + 1. Repeat step 3 to achieve the designed algorithm
control function through continuous cycle.

5. Simulation Experiments

In order to verify the effectiveness of the algorithm proposed in this paper, simulation
experiments were carried out in MATLAB(R2012a). Straight-line motion and small curva-
ture cosine curve motion of the ASC under the condition of anti-overturning constraint
were mainly considered. The number of reference trajectory points N was set to 3000, the
sampling time was set as 0.02 s, and the observation time T was 60 s. The desired speed of
the carrier was set to 2 m/s and the controllable range of speed was set to

[
1.8 2.2

]
m/s.

The desired value of the side tilt angle was 0. The controllable range of the steering angle
was set as

[
−0.64 0.64

]
rad. The expected values of the yaw angle and the barycenter

sideslip angle were 0, and the expected values of the transverse sway angle speed and
the lateral tilt angle speed were also 0. The parameters of the ASC for the simulation
experiments in paper were based on [43] and are shown in Table 1.

Table 1. Parameters of the considered ASC.

Parameters Numerical
Values Unit Parameters Numerical

Values Unit

Np 50 _ Nc 50 _

m 89,000 kg Iz 1,052,500 kg ·m2

C f 560,000 N/rad Cr 460,000 N/rad

l1 3.85 m l2 1.95 m

In order to show the effectiveness and the advantage of the proposed method for
the trajectory tracking of the considered AGV system, the traditional Kalman-based MPC
method was used as the comparative experiment. Two modes of operation, which are the
linear motion and curvilinear motion, were conducted.

5.1. Linear Motion

When the ASC tracks a straight line, the simulation experimental results under the
algorithm designed in this paper are shown in Figure 3.
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inputs, and (C,D) are the change of states.

In Figure 3A is the straight-line trajectory tracking diagram of the considered ASC
where the horizontal axis is the x-axis coordinate displacement and the vertical axis is
the y-axis coordinate displacement. The blue segment is the given straight-line reference
trajectory segment, the black segment is the trajectory segment obtained by the proposed
iKFMPC method, and the green one is the trajectory result for the Kalman-based MPC
method. The simulation results show that the control method proposed in this paper can
track the reference trajectory accurately. In addition, by comparing with the traditional
Kalman-based MPC method, the trajectory tracking result of the ASC based on the iKFMPC
is more stable and quick with less deviation and fluctuation in a very small range. Thus,
the accuracy of the proposed method is verified.

In addition, Figure 3B demonstrates the change of the control inputs of the ASC in
the linear trajectory tracking. As can be seen from the simulation experiment image, the
speed of the carrier fluctuates slightly at the beginning, and then stabilizes at 2 m/s, which
meets the setting conditions. As the steering angle of the ASC is generally small during
the driving process without overly complicated steering, each group of the independent
wheels changes little and is close to each other. From the first group of steering wheels,
it can be seen that the wheel steering angle of the ASC meets the requirements of the
established conditions.

Further, Figure 3C,D demonstrate the change of states, namely, x, y axis, yaw angle,
sideslip angle, yaw rate, tilt angle, and tilt angular velocity. According to Figure 3C,D, with
the change of observation time, the tilt angle of the ASC fluctuates around 0 rad, which is
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within the expected range of
[
−0.64 0.64

]
rad. It verifies the effective consideration of the

tilt angle constraint. For yaw angle, sideslip angle, yaw rate, and tilt angular velocity, the
actual deviation is very small and levels off to 0 after a short period of variation, which is
in line with the established conditions and ensures the smooth operation of the carrier.

In summary, the experimental results verify the effectiveness of the proposed method
for the considered ASC in the straight-line trajectory tracking.

5.2. Curvilinear Motion

In actual driving, the running trajectory of the ASC normally has certain curvature.
In order to further verify the effectiveness of the proposed method, the simulation experi-
ment results are shown in Figure 4 when the driving trajectory is set to the cosine curve
20COS(k× T/20)− 20 (k = 1, 2, . . . , T).

World Electr. Veh. J. 2023, 14, x FOR PEER REVIEW 12 of 15 
 

which is within the expected range of [ ]rad64.064.0− . It verifies the effective consider-
ation of the tilt angle constraint. For yaw angle, sideslip angle, yaw rate, and tilt angular 
velocity, the actual deviation is very small and levels off to 0 after a short period of varia-
tion, which is in line with the established conditions and ensures the smooth operation of 
the carrier. 

In summary, the experimental results verify the effectiveness of the proposed method 
for the considered ASC in the straight-line trajectory tracking. 

5.2. Curvilinear Motion 
In actual driving, the running trajectory of the ASC normally has certain curvature. 

In order to further verify the effectiveness of the proposed method, the simulation exper-
iment results are shown in Figure 4 when the driving trajectory is set to the cosine curve 

20)20/(20 −×TkCOS  ( Tk ,...,2,1= ). 

 
Figure 4. (A) is the curve tracking diagram of considered ASC, (B) is the change of control inputs, 
and (C,D) are the change of states. 

In Figure 4A is the curve−line trajectory tracking diagram of the considered ASC 
where the horizontal axis is the x−axis coordinate displacement and the vertical axis is the 
y−axis coordinate displacement. The green segment is the given straight−line reference 
trajectory segment, the black segment is the trajectory segment obtained by the proposed 
iKFMPC method, and the black one is the trajectory result for the Kalman-based MPC 
method. The simulation results show that the control method proposed in this paper can 
track the reference trajectory accurately. In addition, by comparing with the traditional 
Kalman-based MPC method, the trajectory tracking result of the ASC based on the 

A B 

C D 
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and (C,D) are the change of states.

In Figure 4A is the curve-line trajectory tracking diagram of the considered ASC
where the horizontal axis is the x-axis coordinate displacement and the vertical axis is the
y-axis coordinate displacement. The green segment is the given straight-line reference
trajectory segment, the black segment is the trajectory segment obtained by the proposed
iKFMPC method, and the black one is the trajectory result for the Kalman-based MPC
method. The simulation results show that the control method proposed in this paper can
track the reference trajectory accurately. In addition, by comparing with the traditional
Kalman-based MPC method, the trajectory tracking result of the ASC based on the iKFMPC
is more stable with less deviation and fluctuation in a very small range. Thus, the accuracy
of the proposed method is verified.
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In addition, Figure 4B demonstrates the change of the control inputs of the ASC in the
curve-line trajectory tracking. As can be seen from the simulation experiment image, the
speed of the carrier fluctuates slightly at the beginning, and then stabilizes at 2 m/s, which
meets the setting conditions. As the steering angle of the ASC is generally small during
the driving process without overly complicated steering, each group of the independent
wheels changes little and is close to each other. From the first group of steering wheels, this
is consistent with the reference trajectory. It can be seen that the wheel steering angle of the
ASC also meets the requirements of the established conditions.

Further, Figure 4C,D demonstrate the change of states, namely, x, y axis, yaw angle,
sideslip angle, yaw rate, tilt angle, and tilt angular velocity. According to Figure 4C,D, with
the change of observation time, the tilt angle of the ASC fluctuates around 0 rad, which is
within the expected range of

[
−0.64 0.64

]
rad. It verifies the effective consideration of the

tilt angle constraint. For yaw angle, sideslip angle, yaw rate, and tilt angular velocity, the
actual deviation is very small and levels off to 0 after a short period of variation, which is
in line with the established conditions and ensures the smooth operation of the carrier.

In summary, the experimental results verify the effectiveness of the proposed method
for the considered ASC in the curve-line trajectory tracking.

6. Conclusions

This paper designs the trajectory tracking algorithm for a class of ASC subjected to the
external interferences and the overturning constraints. The simulation in MATLAB verifies
that the ASC can accurately follow the established trajectory and maintain fine accuracy and
stability in different trajectories, which verifies the effectiveness of the iKFMPC designed in
this paper. This provides a reference for the trajectory tracking research of ASCs.
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