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Abstract: In order to improve the satisfaction of users during the human–machine interaction with
intelligent electric vehicles, this paper presents the human–machine interaction method of intelligent
electric vehicles. Firstly, the principle of human–computer interaction of intelligent electric vehicles
is analyzed, the application of interaction in big data visualization is expounded, and the cognitive
mechanism of big data visualization interaction is designed. According to the above mechanism, the
design the of information interface and the HUD interface is completed, and the interaction model
is established. So far, the design of a human–computer interaction method of intelligent electric
vehicles is completed. The experimental results show that the human–computer interaction response
time of the design method is was only 5 ms, and the human-computer interaction satisfaction of the
intelligent electric vehicle can reach 99%, which has certain application value.

Keywords: interactive model; human computer interaction design; cognitive mechanism; big data
visualization

1. Introduction

With the increasingly serious environmental pollution and energy shortage, IEVs
(Intelligent Electric Vehicle) have become one of the solutions to energy conservation and
emission reduction. At present, only electric vehicles can achieve zero emission pollution.
By the end of 2017, the production and sales of electric vehicles in China reached 700,000,
and more and more users could enjoy the smart travel experience brought by IEV [1]. China
is expected to form an independent and controllable complete industrial chain in 2025 and
achieve the goal of annual sales of 3 million vehicles, and IEV will gradually become one of
the main travel tools of users. The main power source of IEV is a battery pack, which is
driven by a motor in whole or in part, involving machinery, electronics, microcomputer
control, and other disciplines [2]. Electric vehicles not only have the advantages of zero
emissions and are quieter inside during driving, which helps to improve the user experience
of drivers, but they also have the disadvantages of long charging times and a difficult
selection of charging location. The combination of artificial intelligence technology and
electric vehicles has lead to great changes in users’ vehicle driving behavior and human–
vehicle interaction behavior, such as vehicle–assisted driving systems, on-board voice
interaction systems, recommended charging places, etc. [3]. Therefore, IEVs can make
the information interaction between people and vehicles, and vehicles and vehicles faster
and more efficient [4,5]. Data sharing and linkage among IEVs, transportation facilities,
and users need to be realized. When discussing the interaction in the visual interface,
the interaction is usually conceptualized as the user’s instruction input and feedback
output through the interface. Interaction is crucial for users to explore data information
because it allows users to participate in the process of testing and judgment, hypothesis and
verification. The ability of users to ask questions and obtain answers from data is realized
through interaction. Through the interaction between user and interface, data analysis can
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be user-oriented. If you want to use visualization to take advantage of the potential of data,
the interaction must allow users to access data sets and perform various tasks. Since the
judgment of users is the core of successful data analysis, the more ways users interact with
the visual interface, the higher their analysis efficiency will be.

At present, scholars have studied this. For example, Fu et al. [6] designed an intel-
ligent human–computer interaction system to solve the communication inconvenience
between hearing impaired people and non-disabled people. The system combined artifi-
cial intelligence with wearable devices, and used BP neural network to classify gestures,
effectively solving the communication problem between hearing impaired people and non
disabled people; Abosulimanand Almagrabi [7] designed a computer vision aided logistics
management human–computer interaction method based on deep learning. Through the
hybrid CNN-LSTM network, a single-stage or one-step convergence optimization decision
support design model was realized. The model integrated convolutional neural networks
and long-term and short-term memory networks to simulate the machine dynamics and
relationships in various service needs. The uncertainty was determined through the op-
timization decision of dynamic delivery and distribution of logistics services, so as to
complete the design of human–computer interaction methods. Chen et al. [8] took gesture
recognition as the starting point to design a human–computer interaction method assisted
by artificial intelligence. The model architecture was realized by introducing a strong
semantic feedback and information integration mechanism of interaction channel. This
method was based on the MCG Skin database and color distribution expression.

Although the above scholars have studied this, due to the lack of human–computer
interaction design from the perspective of customer satisfaction, the user’s satisfaction with
human–computer interaction with intelligent electric vehicles is low. In order to solve this
problem and improve users’ satisfaction in the process of human–computer interaction
with intelligent electric vehicles, this paper presents a human–computer interaction method
for intelligent electric vehicles, which enables users to view data from different angles and
select potential data, thus improving the human–computer interaction effect of intelligent
electric vehicles.

2. Research on the Human–Computer Interaction Principle of IEV
2.1. Composition of IEV System

Although smart electric vehicles have will become the trend of vehicle discovery in
the future, consumers’ acceptance of smart electric vehicles is still uneven. The study found
that consumers will consider the differences in vehicle structure, attitude, environmental
awareness, innovation, identity and emotion when choosing electric vehicles_ Element, in
which the structural aspect is the key factor bearing the brunt. Compared with traditional
internal combustion engine vehicles, IEVs cancel the engine, and add new mechanisms
such as the power supply system and drive motor system according to different driving
modes. According to the change of system function, the IEV is mainly composed of an
electric drive control system, an on-board power supply control system and an auxiliary
control system.

1. Power control system: the system is the whole vehicle controller of IEV, including
central control unit, drive controller, motor, and mechanical transmission device. The
main function is to convert the electric energy stored in the power battery pack into
the kinetic energy of the wheel. At the same time, when the electric vehicle decelerates
and brakes, the kinetic energy of the wheel is converted into electric energy and stored
in the power battery pack;

2. On board power supply control system: the system is the power source of IEV,
including charging controller, battery and corona unit. The main function of the
charging controller is to control the charger to charge the battery pack and monitor
the use of the battery;

3. Auxiliary control system: the system is the controller of the IEV driving assistance
and on-board entertainment system, including the power steering unit, temperature
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control unit, auxiliary power source, intelligent interconnection interaction module,
etc. [9–12]. The auxiliary power source mainly provides power to the power steering
system, air conditioner and other auxiliary equipment. The function of intelligent
interconnection and interaction module connects people, vehicles and transportation
to form an effective linkage network.

2.2. Human–Computer Interaction of IEV

The human–computer interaction of IEVs refers to the ways and steps that users per-
form in the process of using an IEV. The user’s operation behavior is affected by the user’s
cognition and task [13]. The human–computer interaction system of an IEV is equivalent to
the communication bridge between users and vehicles. It aims to improve users’ driving
performance and safety and enable users to quickly and efficiently obtain and process
driving information. IEV human–computer interaction is a kind of human–computer inter-
action, which not only contains the general characteristics of human–computer interaction,
but also has certain particularity:

1. Interactive environment: IEV users are in a dynamic environment, and the information
they receive also has certain dynamic fluidity and uncertainty. Therefore, the design
of an IEV human–computer interface has the characteristics of real-time processing
information and auxiliary decision-making;

2. Interactive tasks: the purpose of users using the functions of the IEV system is
diverse, and different purposes lead to the difference of in users’ tasks in the process
of human–computer interaction. Therefore, the interaction mode of IEV human–
computer interaction system should reduce or optimize the steps of users dealing
with driving tasks;

3. Interaction object: the information processed by the human–computer interaction
system of IEV is not only the information between people and vehicles, but also the
information between vehicle and vehicle, vehicle intelligent equipment, vehicle traffic
network, etc. [9]. Therefore, the human–computer interaction system of an IEV needs
to effectively screen and present the information to users;

4. Interactive content: the IEV has changed from a simple means of transportation to
a living space with multiple types of information interaction, and the interactive
content in the vehicle has also expanded from simple driving information to user
travel and life information. IEV can be regarded as an interactive intelligent mobile
terminal device.

2.3. Interaction Principle

The design of human–computer interaction behavior mode of IEV information inter-
face needs to pay attention to two points: the first is not to hinder the main task of driving;
the second step is to optimize the secondary task of driving. In the experiment of tactile
feedback of automobile interaction, relevant scholars found that the complexities of the
interface interaction, interaction mode, interaction frequency, and button position directly
affect the driver’s driving performance. Therefore, according to the technical characteristics
and user needs of electric vehicles, this paper puts forward the optimization principle of
interactive behavior and the multi-channel principle of interactive behavior.

1. Interactive behavior optimization principle

In the process of IEV information interface design, the design of interface functions
shall meet the needs of users, that is, relevant functions shall be convenient for users
to quickly find and use, and the possible needs of users shall be considered from the
perspective of users to improve the scientificity of the design [6]. General system design
requires users to pay a certain learning cost. This principle aims to think about the design
of information architecture from the perspective of users, reduce users’ learning cost
and improve interface availability and ease of use. Based on the mobile interconnection
characteristics of IEV, the information interconnection between mobile devices and vehicles
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has become an important element to improve the driving experience of vehicles and the
development trend of vehicles in the future. Therefore, integrating and optimizing the
interaction behavior of a mobile device interface and automobile information interface
is the key to the interaction of the automobile interface in the future, so as to make the
IEV gradually transition from an independent means of transportation to a device node in
intelligent internet life.

2. Multi channel principle of interactive behavior

The traditional human–computer interaction mode is completed by the interaction
between the user’s hands and eyes and the mouse, keyboard, display, and other equipment,
while the multi-channel human–computer interaction makes full use of human senses to
interact with the computer system in a precise or imprecise mode. As introduced in the
previous chapter, the characteristics of multi-channel interaction include multi-dimensional
interaction, two-way interaction, implicit interaction, and imprecision of interaction [14].
The human–computer interaction interface of IEV applies the principle of multi-channel
design, that is, use the user’s visual, auditory, and tactile control interface functions to
improve the pleasure and efficiency of user experience. In terms of hearing, the voice
assistant in the interface helps the driver to complete the function operation without
diverting his sight, so as to improve the driver’s driving performance. The interface key
sound and reversing prompt sound give users real-time operation feedback. In terms
of touch, the user interface is the vibration feedback embedded in the screen, which can
quickly stimulate the user’s response similar to auditory feedback.

3. Design of a Human–Computer Interaction Method for Intelligent Electric Vehicle
Based on Big Data Analysis Technology
3.1. Application of Interaction in Big Data Visualization

So far, the interaction in big data visualization is divided into the following types of
applications according to media:

a. Computer mouse control interaction;
b. Handheld device touch command interaction;
c. Speech recognition interaction;
d. Somatosensory recognition interaction (including gesture recognition);
e. AR interaction;
f. Eye tracking interaction;
g. EEG control interaction;
h. Integrated media “cross screen” interaction.

The above mainstream interactive media have their own application scenarios, ad-
vantages and disadvantages [15]. As far as the most widely used and mature computer
is concerned, it has huge computing power, especially the computer connected to the
distributed computer network, so it can perform complex computing and analysis. Because
of its relatively small power, handheld devices do not need to perform too many calcula-
tions and analysis, and simply carry out visual display and respond to input instructions
from users. Therefore, many characteristics of the interaction interface and its potential
technology must be considered in interaction design [16]. These features include processing
power, storage capacity, battery power, display resolution, and display size. In addition,
users’ cognitive activities must be suitable for technology in order to be able to perform
the necessary tasks. For example, if the underlying technology is a handheld device, the
possibility of intensive information processing in computing space is limited compared
with computers. The underlying technology of the interactive interface construction also
affects the possibility of interactive behavior that can be provided and the way to process
information in interaction and presentation space. For example, some technologies may
limit the form of operation that interactive behavior can take [10].

With the maturity of interaction technology in the past two years, more and more
interactive media have been applied to the big data visualization interface, such as so-
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matosensory interaction, AR interaction, eye movement, and EEG (Electro- Encephalo-
Gram) interaction, in an attempt to return users to a “natural” human–computer interaction
mode. Somatosensory interaction is an interactive way to directly interact with the sur-
rounding devices or environment by means of body action, sound, eye rotation, and so
on. Figure 1 shows the large art installation of fully immersive glass house at the 2018
China smart Expo, which shows you the new concept of smart city and the digital display,
interaction and experience of Smart Life visualization through three-dimensional digital
content and multimedia digital technology [17].
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AR (Augmented Reality) interaction uses AR Augmented Reality Technology and
three-dimensional technology, takes AR head display or glasses as the visualization window,
and carries out visual presentation through gesture operation and handle operation. AR
gesture interaction is a gesture interaction device based on the principle of image detection.
The camera captures the displacement and action of the hand and can be superimposed
on the VR head display device for gesture interaction. As shown in Figure 1, the typical
device leap motion of this interaction mode has a large gesture range, which is completely
equivalent to the use range of both hands in real life. The AR handle operation is a button
that can be clicked through the physical handle. It has a tactile feedback mechanism,
such as oculus touch device. The gesture interaction supported by it makes the actions of
detail interaction, secondary interaction, and roaming interaction more detailed by virtue
of high-precision gesture recognition. It can also be combined with a tracking device to
increase the immersion of interaction. These AR interactive media devices are currently
in the development stage and have their own limitations in the realization of technology
and user experience. Therefore, the mainstream media in big data visualization is still
computer-based.

The interaction in big data visualization is divided into the following two types of
applications according to the intelligence of the interface: simple interactive application
and intelligent interactive application. At present, most big data visualization interfaces
simply wait for user input and output feedback. With the rapid development of artificial
intelligence, the interactive interface can gradually play an active role in information
processing. The visual interface can intelligently calculate and process by itself in the
background, and actively prompt users with appropriate information or give warnings.
For example, both opera map and Apple’s own map are map visualization applications.
Apple’s own map simply carries out path planning according to the destination entered by
the user, while the Gaode map can intelligently predict the user’s purpose, so as to reduce
the user’s operation when driving. However, with the increasing needs of users and picky
use habits, the non intelligent interactive applications will inevitably be gradually updated
and iterated to intelligent interactive applications, otherwise they will be eliminated by
the times.

3.2. Cognitive Mechanism in Big Data Visual Interaction

The purpose of interaction design is to help users better achieve their goals and meet
their needs. Therefore, the primary problem of how to master the essence of user needs is an
important aspect. User behavior is only performance, and the essence of behavior is driven
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by user’s cognitive model. Therefore, in interaction design, it is necessary to establish
corresponding research models and conduct comprehensive research in combination with
cognition such as perception, memory, and thinking. Only by understanding the cognitive
characteristics of users, studying user behavior from the cognitive level, and combining
these characteristics to design the underlying system functional architecture and the surface
user interface, can we meet the user’s cognition from the bottom and achieve the consistency
between cognition and mental model in the system representation. Cognitive theory can
help us understand the behavior of users from the level of human cognition and mind,
understand the meaning of design criteria more deeply, and then use design criteria more
flexibly. Distributed cognition believes that cognitive processes are distributed in internal
mental space and external environment. In order to carry out complex cognitive activities,
such as those in the process of interaction with the interface, people often combine and
process information from internal and external representations in a comprehensive and
dynamic way.

Figure 2 describes the three stages of information processing in mental space. The
first stage of this process is the pre attention stage, also known as feature abstraction. Our
visual system pretreatment many features in our field of vision within 250 milliseconds
without any conscious cognitive effort. These features include length, direction, width,
hue, curvature and intersection. Pre attention processing is largely independent of con-
scious cognitive processing and prior knowledge. Therefore, some general principles of
pre attention processing are very important for the effective design of data visualization,
because appropriate visualization design can make full use of some characteristics of pre
attention processing. The second stage is the selective attention stage, also known as pattern
perception. This involves a focus on specific areas in the visual field and a quick division of
areas through thinking such as recognition, search, memory, judgment and understanding.
This stage is generally a bridge between perception and cognition. In the context of most
visualization studies, the first two stages are usually considered as part of perception.
For the first two stages of processing, researchers have put forward many principles and
strategies of visual design. The third stage is intentional post attention to adjust, add,
create, or remove psychological representations, models and patterns, so it is a serialized
goal-oriented process. At this stage, users consciously perform tasks, such as putting for-
ward hypotheses, comparing them with the existing psychological structure, constructing
analogies, connecting information items through reasoning, classifying information items
and so on. This is also where metacognitive awareness and regulation occur, that is, users
plan cognitive activities, interact with the interface, monitor the implementation of these
activities, and evaluate the results of these tasks. At present, most visualization studies only
focus on the first two stages, so there is a lack of comprehensive research on psychospatial
information processing in visualization research.

3.3. Information Interface Design

Firstly, the instrument panel interface design. In the design of IEV human-computer
interaction information interface system, the instrument panel is located in the most ac-
cessible position directly in front of the user’s eyes. Therefore, the information function
displayed by the instrument panel should be the function of assisting the main task of
driving, and it is also the function most frequently used by the user. This part of the
function displays the current vehicle status and on-board equipment operation during
driving, assists the driver in making decisions and triggers other driving tasks. Therefore,
the functions of the instrument panel mainly include the following three types:

1. Current vehicle condition: including vehicle speed, vehicle driving condition, power
consumption, energy consumption, vehicle auxiliary driving information and time.

2. Vehicle detection and transformation identification: including vehicle detection at
startup and vehicle state transformation during driving.

3. Main entertainment task: including the current playback of on-board entertain-
ment system.
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Secondly, information interaction design. When users drive smart electric vehicles,
although the instrument panel is the most accessible area of sight, too many information
levels will distract users’ attention and affect driving performance and safety. At the
same time, the instrument panel is located at the back of the steering wheel, which is
not conducive to the interactive operation of hands on the screen. Therefore, in this
design, each information level of the instrument panel is a single attribute level, and in the
interactive mode, it only provides the screen data that the user can watch, not the gesture
operation that the user can operate. In the function design of instrument panel information
interface, vehicle status information and vehicle detection and transformation identification
information are to meet the needs of driving main tasks, and the display signals of music
and radio are to meet the needs of driving secondary tasks. This is because when the driver
is driving the vehicle, operating the central control screen will affect driving performance
and driving safety. Therefore, the main driving secondary task requirements are designed
in the area where the line of sight is easy to reach.

Thirdly, structural layout design. According to the division of the functions of the
instrument panel of the IEV information interface, the structural layout of the instrument
panel interface is shown in Figure 3. This structural layout is conducive to users to quickly
view the vehicle situation and make judgments for the next task. At the same time, ensure
users’ driving efficiency and safety.
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The left side of the instrument panel is the entertainment task, the right side is the energy
consumption statistics, and the middle part is the condition of the vehicle on the road. The
vehicle detection identification and status identification are displayed to the customer in
four colors: red (ED ˆ 1b23), green (35ce14), yellow (eb8f0d) and blue (1481ce) through
the form of icons. Among them, red indicates that the hidden danger needs to be solved
immediately, yellow indicates that the hidden danger needs to be checked, blue indicates
that the auxiliary driving function is on, and green indicates that the vehicle function is
on. The purpose of energy consumption mapping is to help users understand the energy
consumption of self: B and analyze their driving habits. Users can increase their real
driving range of electric vehicles by modifying their driving habits.

3.4. HUD Interface Design

The HUD display content in the human–computer interaction information interface
design of an IEV is located in the driver’s driving field of vision, and the display information
is fused with the real information. Therefore, the information function design of HUD
display should not only meet the needs of the driver’s main driving task, but also ensure
that the information is concise, intuitive and easy to read, so as to prevent the driver from
cognitive overload. The driver’s focus in the driving process is the road situation in front
of the line of sight, and the human–computer interaction information related to the main
driving task is the vehicle equipment and vehicle driving situation. In this design, the
HUD interface functions include vehicle speed information, steering reminders, and road
condition information.

In this design, the interface design based on HUD display function is mostly symbols
and single digital display, which reduces the cognitive load of users. At the same time, the
color brightness has an adjustable function with the difference of external light intensity
and external reference, as shown in Figure 4. In this design, the HUD display interface
consists of two parts: one is the steering prompt, the other is the overspeed reminder.
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3.5. Interaction Model Design

In the human–vehicle interaction system, the driver, as a complex human perception
processing action system, has three basic functions in the interaction system: one is to
complete the information input perception function through the human perception system,
the other is to complete the information analysis, processing, storage, and processing
function through the human brain nerve, and the third is to perform the manipulation and
control of the vehicle through the human motion system. Figure 5 shows the interaction
between man and vehicle system.
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In the human–computer interaction system, according to the actual needs of the
specific system, mathematical models will be used to describe the behavior of the oper-
ator, the response of the machine and the usability evaluation of the human–computer
interaction interface.

Human behavior model: describing the function of human controller and modeling is
a classic content of a man–machine system. The transfer function model is a quasi linear
intuitive model proposed through human input/output. The transfer function expression
is shown in Formula (1).

GH(s) = K · e−τs/(1 + TA · s)
(1 + TL · s)(1 + TN · s)

(1)

In the above formula, K is the gain constant of the operator; τ Is the delay constant;
TN is the lag time constant of neuromuscular system; TA and TL are the lead time and
lag time constants of the manipulator, respectively. K(1 + TA · s)/(1 + TL · s) term can be
regarded as the compensation network of the operator, which generally changes due to
the characteristics of the controlled object. The e−τs/(1 + TN · s) item reflects the inherent
characteristics of human beings. For some input/output semi-automatic control systems,
using this quasi–linear transfer function model to describe human dynamic characteristics
can obtain satisfactory results. The behavior model is used to guide the overall design.
According to the characteristics of the operator’s compensation network, it can guide the
form and expression of the system interface, so as to shorten the time and improve the
information transmission efficiency of the man–machine interface.

Reaction time model: when the operator operates and monitors the equipment, there
is a reaction time from the occurrence of information stimulation to taking corresponding
actions. The length of reaction time is related to the reaction quantity. The reaction quantity
is the reaction value of human sensory organs to the senses. It is the quantitative expression
of the external physical and chemical quantities to the stimulation of human sensory
organs. The reaction time is also related to the speed of the human brain’s transmission
and processing of sensory information, and to the strength characteristics of the operator’s
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action. If tK is used to represent the control time of the operator, that is, the reaction
time, then

tK = tQ + tY (2)

In the above formula, tQ is the latency of response, which means from the emergence
of information stimulation to the transmission and processing of sensory information by
the brain. This time is related to the state and intensity of equipment information and the
processing speed of human brain. tY is the movement time, which indicates the delay time
for the operator to realize the expected action, also known as the movement time. It is
related to the biomechanical characteristics of the operator, and the shape and color of the
operating mechanism. In order to respond as soon as possible, the latency and exercise
time should be shortened.

According to the transfer function model and time model, the design of a human–
computer interaction design interface needs to take the reaction time as the index. Because
each person has different characteristics, the reaction time of a single operator cannot be
used as the basis for the effect of the interactive interface. Multiple samples are selected for
experiments, and different early warning values are set at the same time, so as to change
the characteristics of the controlled object.

Evaluation model: The evaluation of multi-channel interface can be transformed
into the comprehensive evaluation of interface state set S, available channel set M and
human–computer interaction when realizing task set T. From two aspects of interface
performance and human-computer interaction, and using the weighted average method,
the multi-channel interface can be quantitatively evaluated.

MMI =< S, M, T > (3)

where S is a finite set of states; M = {m1, m2, . . . , mm} is the set of n interactive channels
supported by MMI; T = {t1, t2, . . . , tm} is a set of m tasks implemented in MMI. MMI
evaluation value is the weighted average of interface performance evaluation value and
human–computer interaction evaluation value.

Let WP be the evaluation weight of MMI performance P and Wm be the evaluation
weight of human–computer interaction:

W ′ = WP + Wm (4)

E(P) is the evaluation value of interface performance P, E(M, T) is the evaluation
value of human–computer interaction when the user uses channel set M to complete task
set T, and E(MMI) is the evaluation value of MMI, then

E(MMI) = (WP/W ′)E(P) + Wm/W ′E(M, T) (5)

E(M, T) = (W1/W)E(M, t1) + (W2/W)E(M, t2) + . . . + (Wm/W)E(M, tm)

=
m
∑

i=1
(Wi/W)E(M, ti)

(6)

W =
m

∑
i=1

Wi (7)

Accordingly, the human–computer interaction design of IEV based on big data analysis
is realized.

The pseudo code of interactive interface display design is as follows:
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public Observer 
{ 
public: 
    View(Model *m) 
    : model(m) 
    , controller(0) 
    { 
        model->attach(this); 
    } 
    virtual ~View() 
    { 
        model->detach(this); 
    } 
    virtual void update() 
    { 
        this->draw(); 
    } 
    virtual void initialize(); 
    virtual void draw(); 
    //to be continued 
    Model *getModel() 
    { 
        return model; 
    } 
    Controller *getController() 
    { 
        return controller; 
    } 
protected: 
    Model *model; 
    Controller *controller; 
}; 
 
 
class BarChartView 
    : public View 
{ 
public: 
BarChartView(Model *m) 
        : View(m) 
        { 
        } 
    virtual void draw(); 
} 
 
void BarChartView::draw() 
{ 
    Iterator<string> Comprehensive evaluation = model->makePartyIterator(); 
    Iterator<long> Satisfaction = model->makeVoteIterator(); 
    List<long> dl;            //Store scaling when full screen 
    long max = 1; 
    while(vote.next()) 
    { 
        if(vote.curr() > max) max = vote.curr(); 
    } 
vote.reset(); 
    while(Evaluation value.next()) 
    { 
dl.append((MAXBARSIZE * vote.curr()) / max); 
    } 
    evaluate = dl; 
evaluate.reset(); 
    while(Comprehensive evaluation.next() &&evaluate.next()) 
    { 
        //draw Text 
        //draw rectangle 
    } 
} 
So far, the design of human-computer interaction method for intelligent electric ve-

hicle is realized. 
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So far, the design of human-computer interaction method for intelligent electric vehicle
is realized.

4. Experiment
4.1. Experimental Scheme

In order to ensure the implementation of the experiment, a personalized integrated
controller with multi steering mode was built based on MATLAB/Simulink software, and
the “b-class-hatcheback-2012” car model built in CarSim was transformed into a full line
controlled electric vehicle. For this model, only the main parameters and structures related
to control were modified here. The measured values of each parameter are shown in
Table 1. In addition, the specific layout structure of the wheel assembly of the electric
vehicle controlled by the whole line led to the limited vertical free travel of the suspension,
so the suspension stiffness of the real vehicle was large. Here, the suspension stiffness of
the original CarSim model was increased by 5%. Structurally, the four-wheel alignment
parameters were set to zero to ensure that the wheel plane was perpendicular to the ground.
Finally, the personalized integrated controller independently controlled the rotation angle
and torque of the four wheels of the vehicle model.

Table 1. CarSim vehicle model parameters based on full line controlled electric vehicles.

Parameter Physical Meaning Value

m Vehicle mass (kg) (considering the driver’s mass) 900
ms Sprung mass (kg) (considering the driver’s mass) 817
IZ Yaw moment of inertia (kg·m2) 1169.1
l f Distance from front axle to centroid (m) 1.103
lr Distance from rear axle to centroid (m) 1.244
t f Rear track width (m) 1.416
tr Rear track width (m) 1.375
hs Centroid height (m) 0.54
Ciy Cornering stiffness of each tire (N/deg) − 2600

Considering that the long-term mode requires long-term driving accumulation to pro-
duce effect, the long-term mode was solidified into three types: G f s = 0.85G f s0, “soothing”;
G f s = G f s0, “general type”; G f s = 1.15G f s0, “Sports”, G f s0 value is the reciprocal 1/15.7 of
the linear estimated steering transmission ratio of CarSim built-in b-class-hatcheback-2012
hatchback car.

Therefore, in addition to the handling stability under various experimental conditions,
the corresponding verification contents of mode effectiveness were as follows: the effec-
tiveness of steering sensitivity of three long-term modes; the short-term mode under each
long-term mode can adaptively adjust the steering sensitivity according to the steering
intention and switch smoothly; The yaw response under various inputs should not be
too complex, otherwise the driver cannot establish an internal model, which makes it
difficult for the driver to master the steering characteristics of the vehicle. Therefore, the
yaw response form is also the performance to be evaluated under each experiment. In
order to form a contrast with the steering short effect mode, a fourth type of mode is added
here: G f s = G f s0, Kus = Kus0, which belongs to the understeer vehicle under the “general”
long-term mode, which is called “traditional vehicle”. The pavement conditions under each
experiment are set as µi = 1.0 to fully verify the internal characteristics and performance of
the vehicle system.

4.2. Experimental Result

In order to ensure the accuracy of the experimental analysis, the relevant experiments
were carried out in the same experimental environment. The simulation software used
was simulation, the system was Windows 10, the processor was 1 GHz, the available hard
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disk space was 16 GB, and the data set used in the experiment was 100–600 MB. The
experimental analysis was carried out on this basis.

4.2.1. Human–Computer Interaction Response Time of an IEV

To verify the human-computer interaction efficiency of the design method in this paper,
please compare it with the reference method [6]–reference method [8]. The comparison
results are shown in Table 2.

Table 2. Human–computer interaction response time of an IEV.

Data Set/MB
Human–Computer Interaction Response Time of IEV/ms

The Method of
Reference [6]

The Method of
Reference [7]

The Method of
Reference [8]

The Method of
This Paper

100 122 102 57 5
200 156 128 64 8
300 187 136 83 9
400 226 162 88 12
500 286 189 92 15
600 291 218 99 16

It can be seen from Table 2 that when the number of participants is was 100, the
human–computer interaction response time of the method in reference [6] was 122 ms, the
human–computer interaction response times of the methods in reference [7,8] were 102 ms
and 57 ms, respectively, and the human–computer interaction response time of the method
in this paper was 5 ms. When the number of participants was 200, the human–computer
interaction response time of the method in reference [6] was 156 ms, the human–computer
interaction response times of the method in reference [7,8] were 128 ms and 64 ms, and
the human–computer interaction response time of the design method in this paper was
8 ms. When the number of participants was 500, the response time of the human–computer
interaction method was 286 ms, the responses time of the methods in references [7,8]
were 189 ms and 92 ms, and the response time of the method designed in this paper
was 15 ms. It can be seen that the human–computer interaction response of the design
method proposed in this paper was far lower than that of other methods and had a higher
response efficiency. This is because the method in this paper was based on a human–
computer interaction mechanism to complete the design of an information interface and
HUD interface and to establish the interaction model, which had a stronger pertinence and
higher response efficiency.

4.2.2. Human–Computer Interaction Satisfaction of IEV

To verify the human–computer interaction satisfaction of this method, it as compared
with reference method [6]–reference method [8], and the comparison results are shown in
Table 3.

Table 3. Human computer interaction satisfaction of IEV.

Data Set/MB
Human–Computer Interaction Satisfaction of IEV/%

The Method of
Reference [6]

The Method of
Reference [7]

The Method of
Reference [8]

The Method of
This Paper

100 78 69 77 98
200 69 72 67 96
300 73 76 68 99
400 72 78 76 95
500 79 66 81 97
600 75 69 86 98
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According to the analysis in Table 3, no matter how many people participate in the
evaluation, the human–computer interaction satisfaction of the design method in this
paper was always higher than that of the other two methods, up to 98%, while the highest
satisfaction of the other three methods was only 79%, 76%, 86%, far lower than that of the
design method in this paper, indicating that the interaction effect of the design method
was good. The reason for this phenomenon is that the method first analyzed the human–
computer interaction principle of intelligent electric vehicles, expounded the application
of interaction in big data visualization, designed the cognitive mechanism of big data
visualization interaction, and truly designed the cognitive mechanism of human–computer
interaction from the perspective of customers.

5. Conclusions

In order to improve the human–computer interaction effect of intelligent electric
vehicles, this paper designed the human–computer interaction method of an intelligent
electric vehicle. First, the application of interaction in big data visualization was analyzed.
According to the cognitive mechanism of big data visualization interaction, the information
interface and HUD interface were designed, and the interaction model was established.
So far, the method design of human–computer interaction of intelligent electric vehicles
is was realized. The experimental results showed that the human-computer interaction
response time of the design method was only 15 ms, and the human-computer interaction
satisfaction was 98%, indicating that the design method had a good interaction effect, which
has a certain prospect in improving the satisfaction of human–computer interaction effect
of intelligent electric vehicles.
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