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Abstract: A smart regenerative braking system, which is an advanced driver assistance system
of electric vehicles, automatically controls the regeneration torque of the electric motor to brake
the vehicle by recognizing the deceleration conditions. Thus, this autonomous braking system
can provide driver convenience and energy efficiency by suppressing the frequent braking of the
driver brake pedaling. In order to apply this assistance system, a deceleration planning algorithm
should guarantee the safety deceleration under diverse driving situations. Furthermore, the planning
algorithm suppresses a sense of heterogeneity by autonomous braking. To ensuring these requirements
for deceleration planning, this study proposes a multi-level deceleration planning algorithm which
consists of the two representative planning algorithms and one planning management. Two planning
algorithms, which are the driver model-based planning and optimization-based planning, generate
the deceleration profiles. Then, the planning management determines the optimal planning result
among the deceleration profiles. To obtain an optimal result, planning management is updated
based on the reinforcement learning algorithm. The proposed algorithm was learned and validated
under a simulation environment using the real vehicle experimental data. As a result, the algorithm
determines the optimal deceleration vehicle trajectory to autonomous regenerative braking.

Keywords: autonomous deceleration control; electric vehicle; advanced driver assistance system;
deceleration planning; reinforcement learning; driver characteristics

1. Introduction

In these days, the intelligent transfer system forcefully affects many advanced driver assistance
systems (ADAS) that enhance the driver convenience and energy efficiency. A smart regenerative
braking (SRB) system of electric vehicles is one ADAS application which uses forecasting information
on braking situations [1–3]. This SRB system automatically controls the regenerative torque of the
electric motor when the vehicle should be braking. The vehicle can decelerate without the driver’s
physical brake pedaling. Thus, it leads to driver convenience as it excludes the driver’s action, and the
avoidance of frequent braking that harnesses the energy that dissipates through a brake disk.

To attain both convenience and energy efficiency, the regenerative torque control system requires
an appropriate deceleration planning algorithm to use for the control set-point of the regenerative
torque [4,5]. This planning algorithm can recognize the diverse deceleration conditions such as the stop
condition in front of the traffic light, decelerating before the curvature load, speed limit or the condition
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when the preceding vehicle is decelerating. Then, it should determine the deceleration profile that can
guarantee safety by the automatic braking. Furthermore, the driver can feel the heterogeneity because
the automatic braking control is difficult to apply to the driving style of the individual drivers [2,6,7].

The SRB system requires a deceleration specified planning algorithm to determine the set-point for
regenerative torque control. In general, the continuous optimization method based planning is widely
applied to determine the vehicle trajectory for autonomous longitudinal vehicle control applications,
such as an adaptive cruise control system [8–10]. The optimization method-based planning algorithm
determines the optimal vehicle trajectory to minimize the selected cost function and constraints.
This numerical optimization method using the mathematical model offers the advantages that the
determined trajectory can apply to diverse driving conditions. However, this method cannot consider
individual driver characteristics efficiently.

The other method is an intelligent driver model (IDM) based planning. This method was introduced
at [11] and provides the deceleration profile by reflecting the individual driver characteristics. The
model consists of the mathematical equation and model parameters. The model configures the model
parameters according to the driver characteristics. In our previous research, the deceleration specified
planning algorithm was proposed based on the intelligent driver model for the SRB system [12]. This
can determine the appropriate deceleration profile at specific deceleration conditions. However, the
model should cover the diverse and complex driving conditions to apply to real driving situations.

This paper proposed a multi-level deceleration planning algorithm to get the advantages of the two
introduced planning methods. The planning management, which is a high-level algorithm determines
the weight factor that is a merging rate among the two planning algorithms. This planning management
is designed based on the reinforcement learning algorithm. Since the reinforcement learning algorithm
can secure the optimal solution as a result of repeated action, it has been widely applied to complex
systems [13–16]. Thus, the planning management can select the optimal planning results for nonlinear
complex driving situations with uncertainties. By learning, the planning management gives an
appropriate vehicle trajectory for the SRB system for various deceleration conditions while reflecting
individual driver characteristics. Thus, the main contribution of this paper is the application of a driver
model as a planning algorithm to reflect the driving style, and the design of the reinforcement learning
algorithm to find optimal planning results for driver intention, safety, and energy efficiency.

This paper is organized as follows: In Section 2, the algorithm overview is introduced. The
proposed algorithm consists of simulation models and deceleration planning algorithms. Section 3
describes the simulation models that are the vehicle model and battery model. The model-based
planning and optimization-based planning algorithms are explained in Section 4. Then, the planning
management algorithm based on reinforcement learning is described in Section 5. Section 6 shows the
validation results of the proposed algorithm.

2. Algorithm Overview

The SRB system decelerates the electric vehicle without the drivers braking pedal actions. Thus,
the proposed deceleration planning algorithm is applied when the vehicle faces deceleration situations.
The vehicle driving data was used to simulate the deceleration situations. As shown in Figure 1, the
driving data consists of the drivers pedal input, current vehicle acceleration, velocity, preceding vehicle
speed, relative distance to the preceding vehicle, electric motor information, and battery information.
Using this driving data, the driving state recognition algorithm determines the current vehicle driving
state. The vehicle driving state is classified as an acceleration condition, deceleration condition, and
coasting condition. When the driver pushes the acceleration pedal, the driving state is determined
as the acceleration condition. On the other hand, the driving state is determined as the deceleration
condition when the driver pushes the brake pedal, and the driving state is changed to the coasting
condition when the driver releases the foot from the acceleration pedal.
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Figure 1. Algorithm overview.

When the driving state changes to the coasting condition, it means the driver decelerates due to
some deceleration causes. At this time, the vehicle simulation starts using the driving data that the
coasting starts. When the vehicle simulation starts, the deceleration planning algorithm determines
the optimal vehicle acceleration set-point to the current vehicle of the coasting start driving data. The
SRB algorithm generates the regenerative torque to trace the vehicle acceleration set-point from the
deceleration planning algorithm. Then, the vehicle and battery models simulate the vehicle states
using their dynamics models. The simulated vehicle states are used for the deceleration planning
algorithm to determine the vehicle acceleration set-point at the next simulation step. Consequently,
during the coasting and deceleration conditions, the deceleration planning algorithm determines the
optimal vehicle acceleration set-point based on the proposed algorithm with the simulated vehicle
states iteratively. Thus, based on the simulation results, the autonomous deceleration results by the
SRB system can be verified.

The vehicle simulation does not work during the acceleration condition because the driver controls
the vehicle acceleration by pedaling the acceleration pedal. In this case, the vehicle simulation results
are bypassed using the driving data.

3. Simulation Environments

The algorithm was designed in a python environment because the python environment easily
approaches to many deep learning libraries. In the python environment, the electric vehicle model
with a battery model and the planning algorithms were designed to simulate and determine the
planning management.

3.1. Vehicle Model Description

A vehicle simulation model contains the power source model and drive train model, as shown in
Figure 2. These two models simulate only the longitudinal vehicle behavior because the proposed
SRB system assists the longitudinal vehicle deceleration. The power source model that represents
the state of electric devices simulates the consumed electric power to generate the motor torque.
According to the generated motor torque from the power source model, the drive train model simulates
the longitudinal vehicle dynamics. The inputs to the vehicle model are determined from the driver
interpretation and regenerative control module. Those modules determine the generated motor torque
of the electric motor model.
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The well-known Chen’s two-stage model was used to design the battery model [17]. Based on
Chen’s two-stage model, the battery model estimates the battery states according to the state of the
charge (SOC) as Equation (1). This model can represent the battery characteristics of the transient
conditions. Since the model contains two RC circuit as shown in Figure 3, the model can represent not
only long-term transient behavior, but also short-term transient behavior well. As a result, the battery
model can calculate the SOC decrement depending on the consumed electric power by the motor and
can determine the battery status according to the calculated SOC.

Ri(SOC) = riae−ribSOC + ric (1)

The first order dynamic model based on Newton’s second law was determined to describe the
longitudinal vehicle dynamics as Equations (2)–(4). According to the model, vehicle acceleration is
calculated using the fraction force from the power source and drag force from the drag system, which
describes the air and rolling resistance as Equation (4). The power source generates the motor torque
using the battery power. Then, the drive train transfers the motor torque with the deceleration gear
ratio. The traction force to the tire wheel is determined using this torque.

av = (θsTmηs/rw − Fd)/mv (2)

mv = me + ma + 4Iw + θIm + Is (3)

Fd =
(
0.75cdv2

v + ca + cbv2
v

)
(4)
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3.2. Parameter Identification

The designed vehicle model can be configured as accustoming the model parameters such as the
battery register, driver train inertia, vehicle air coefficient, or vehicle mass. The model parameters were
determined through the parameter identification process using the real vehicle driving data to simulate
the vehicle operation as similarly with the real experiment vehicle. KONA electric vehicle of Hyundai
Motor Company was used to acquire the driving data. The vehicle experiments were conducted in
various driving cases. The driving cases contain the car-following situation on the straight load, urban
driving, highway driving, and the uphill driving. The battery parameters were also identified using
the driving data on various battery SOC ranges.
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Based on the nonlinear least-square solver with the trust-region-reflective algorithm [18,19], the
parameters of vehicle and battery models were identified. Figure 4 shows the modeling results of
the vehicle and battery when the vehicle repeats the acceleration and deceleration. According to the
torque control inputs, the vehicle model well simulates the longitudinal vehicle behavior as shown in
the figure. However, the rotational dynamics of a vehicle shaft from the motor to the wheel was also
simulated for similarity with real driving data. The modeling results of the battery model is validated
by comparing the battery current. Tables 1 and 2 describe the parameter values.
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Table 1. Vehicle model parameters.

Symbol Description Value [unit] Symbol Description Value [unit]

av Vehicle acceleration [m/s2] Iw Inertia of wheel 0.14 [khm2]
vv Vehicle velocity [m/s] Im Inertia of motor 0.028 [khm2]
Tm Motor torque [Nm] Is Inertia of shaft 0.75 [khm2]
Fd Drag force [N] cd Air drag coefficient 0.171 [Ns2/m2]
rw Wheel radius 0.318 [m] ca Rolling coefficient 143 [N]
θs Gear ratio of shaft 7.98 [−] cb Rolling coefficient 0.389 [Ns2/m2]
ηs Efficiency of shaft 0.99 [−] ma Additional mass 100 [kg]
me Empty vehicle mass 1685 [kg]

Table 2. Battery model parameters.

Symbol Description Value [unit] Symbol Description Value [unit]

R0 Series register 0.0016 [Ohm] C1a Short capacitor param a −649
R1a Short register param a 76.52 C1b Short capacitor param b −64.3
R1b Short register param b −7.95 C1c Short capacitor param c 12,692
R1c Short register param c 23.83 C2a Long capacitor param a −78,409
R2a Long register param a 5.21 C2b Long capacitor param b −0.013
R2b Long register param b −35.23 C2c Long capacitor param c 30,802
R2c Long register param c 124.9 Voc Open circuit voltage 356 [V]

3.3. Regenerative Torque Control

As mentioned above, the regenerative control module can conduct the regenerative control of the
electric vehicle. If the motor generates the negative torque, the crankshaft and vehicle decelerate when
the vehicle is driving. At this time, this negative torque charges the battery energy by the regeneration.
Figure 5 shows the result of regenerative control using the simulation models. The vehicle repeats the
acceleration and deceleration as shown in a vehicle speed graph. The orange dot line of the motor
torque and battery SOC are the results with the regenerative control and the solid blue line shows
the deceleration results by pushing the brake pedal. As shown in Figure 5, the regenerative torque
which is the minus motor torque, can decelerate the vehicle and can charge the battery SOC when the
regeneration occurs.
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4. Planning Algorithms

The SRB system controls the regenerative torque automatically according to the deceleration
driving environment without the driver intervention. Thus, the important things of the planning
algorithm for the SRB system are that the planning algorithm generates the deceleration set-point which
guarantees the safety for the deceleration conditions. Furthermore, it can reflect the driver driving style
to minimize the heterogeneity by the automatic braking. To secure these requirements, two planning
algorithms were proposed: The IDM based planning and the optimization method-based planning.

4.1. Intelligent Driver Model-Based Planning

The IDM based planning was designed based on the parametric deceleration model, which
was introduced in our previous research [12]. This model is designed based on the well-known
IDM [11]. The model consists of some parametric equations and model parameters. It can estimate
the deceleration profile using the mathematical equations about the physical meaning and some
model parameters. Since the model parameters can represent the individual driver characteristics,
the planning algorithm which uses this parametric model can also reflect the individual driving style.
Figure 6 describes the model parameters. When the driver decelerates, the braking timing, initial jerk,
and specific acceleration values especially represent the driver characteristics. Thus, these physical
values were determined as the model parameters. Furthermore, when the deceleration is terminated,
the termination relative velocity to the preceding vehicle also represents the driver characteristics.
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Furthermore, the braking section wa defined as the period according to the driver’s deceleration
behavior and model parameters. Each braking section means as follows. The coasting section means
the driver’s pedal shifting time from the acceleration pedal to the brake pedal. When in the initial
section, the driver pushes the brake pedal until the vehicle deceleration reaches a specific value. The
acceleration slope on the initial section is determined as the initial jerk parameter. After the initial
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section, the driver adjusts the brake pedal to converge to the velocity condition for the preceding
vehicle. Then, the driver controls the brake pedal to keep a safe distance. Using these braking sections,
the model can represent the deceleration characteristics in detail.

4.1.1. Description of the Prediction Process

Equation (5) describes the parametric deceleration model. The reference velocity vre f and effective
distance de f f are designed as the parametric equations and the parametric equations are determined
according to the braking section and model parameters as shown in Figure 7. Figure 7 shows the
detailed equation about the parametric equations according to the braking section using the model
parameters. As shown in the estimated deceleration profile, the parametric equation model reflects the
deceleration characteristics of each braking section as those described above.
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At the coasting section, the reference velocity equation is determined to maintain the coasting
acceleration ac. When the predicted vehicle state satisfies the transition condition, the algorithm
transmits the braking section. The transition condition of the coasting section is that the predicted
relative distance is closer than the initial transition distance parameter di. The braking section is
changed to the initial section, and then the model determines the reference velocity using the velocity
ratio Γ to imitate the initial acceleration slope. This initial acceleration slope is determined as the initial
jerk parameter ϕi. After the adjustment section starts, the effective distance is determined to converge
the predicted acceleration to the reference acceleration are f . The reference acceleration is an acceleration
profile from the constant acceleration model to satisfy the termination condition of deceleration as
shown in Figure 7. Finally, the model traces the reference acceleration until the deceleration terminates
at the termination section. The difference between the adjustment section and the termination section
is the gain parameters which determine the effective distance.
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4.1.2. Parameter Learning Algorithm

As mentioned in the introduction, the model parameter should be updated according to the
driving data of each driver on real-time driving conditions. The learning algorithm, which can be
applied to the real-time embedded system, was designed. To manage the model parameter for the
embedded suitable update algorithm, the vector value and its index for each model parameter were
determined. The vector value means the parameter value of the model parameter, and the vector
index means the driving condition which affects to the model parameter. Thus, the learning algorithm
selects the parameter value among the vector values according to the driving conditions by using the
vector index.

The braking data of three drivers were acquired by the vehicle driving experiment to update the
parameter vectors. The initial values of the parameter vector were defined using the acquired data. The
reference parameter values were calculated using the driving data of the individual driver every time
a deceleration occurred. Then, using the reference parameter, the vector array of each parameter was
updated. Consequently, the model parameters were updated for each deceleration driving according
to the individual driver characteristics of the three drivers.

Figure 8 shows the parameter values and its index values for each parameter. As shown in the
figure, the parameter initial jerk correlates to the coast index parameter which means the initial vehicle
states. It describes, when deceleration starts, the driver pushing the brake pedal more aggressively
as the relative distance is small. The relative distance parameters correlate to the relative distance at
the previous braking section. The initial transition distance correlates to the relative distance when
the coasting section starts, and the adjustment transition distance is correlated to the relative distance
when the initial section starts. Those mean that the driver tends to keep the same time to collision in an
early braking situation. Figure 8 also shows the base vector which is an initial value of the parameter
vector and the learning results of three drivers. The result describes the driving characteristics. Then,
each updated parameter vector is used to learn the planning management.
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4.1.3. Planning Results According to Each Driver

Figure 9 shows the planning results through the proposed model-based planning algorithm. The
planning algorithm is applied to the same deceleration start conditions: The ego vehicle velocity,
preceding vehicle velocity, and acceleration start condition. However, the algorithm uses different
learned parameter vectors for the three drivers. As shown in the figure, the model generates different
deceleration profiles according to the individual driver. Depending on the learning results, the driver
characteristics for driver 2 shows that the transition distance is closer than other drivers, and that
characteristic is represented on the planning result for driver 2. The driver 1 and driver 3 have the same
transition distance. However, the initial jerk characteristic of driver 1 is more aggressive than driver
3. Thus, the planning result about driver 1 represents more rapid deceleration at an early braking
stage. Of course, the proposed three driver’s driving style cannot represent all driving characteristics.
However, this algorithm can represent another driving style other than the three drivers by updating
the model parameter using the real driving data of other driving characteristics.
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4.2. Optimization Method Based Planning

The other planning method is an optimization-based planning algorithm. This planning algorithm
determines the optimal deceleration trajectory using the mathematical model with a cost function and
constraints. Generally, the longitudinal vehicle dynamics model is applied to the mathematical model,
and the vehicle velocity and relative distance are used as the state values of the mathematical model
because this deceleration planning algorithm should consider these coupled driving conditions. The
cost function is defined to minimize the error of defined states. Furthermore, this cost function adjusts
to the driving conditions as well as the constraints. It can lead the optimal deceleration trajectory on
the various deceleration conditions by solving the cost function with constraints.

4.2.1. Model Predictive Control Scheme

The linear model predictive control (MPC) algorithm is used to solve this optimization problem.
The MPC algorithm predicts the future state using the mathematical system model and finds optimal
inputs by minimizing the predictive cost. Generally, the MPC scheme is determined as Equations (6)
and (7) those contain the cost function, system model, and constraints.

Minimize f =
∑N

t=0

(
eT

t Qet + uT
t Rut

)
, subject to

Xt+1 = AXt + But, t = 0, 1, . . . , N (6)

ut ≤ umax and ut ≥ umin (7)

The cost function f consists of the weighted sum of the tracing error e and control effort u during
the prediction horizon N. Each term has weight values Q, R. The model predictive controller obtains
the optimal input ut to minimize this cost value with constraints. X is a state that consists of the relative
distance ∆s and relative velocity ∆v, and input is the vehicle acceleration. The tracing error et is defined
as the difference between the current state and the desired state value Xr. In this model, the desired
state value is determined in Table 3. The desired state contains the desired relative distance parameter
and desired relative velocity, respectively. The desired relative distance is determined to maintain a
safe distance from the preceding vehicle, and the desired relative velocity is determined as the zero
value to keep the preceding vehicle speed. The weight values qd f and qv f give weighting to each error
state for optimization. There are two constraints, the equality constraint and inequality constraint. The
equality constraint represents the system equation of the longitudinal vehicle dynamics. The future
state of the relative distance and velocity are calculated according to the first-order discrete dynamics
according to the input acceleration. Based on this system matrix and current state, the future state
is calculated. The obtained input value is also constrained in the acceleration range from 0 m/s2 to
−5 m/s2.
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Table 3. MPC model for deceleration planning.

X Xr A B Q[
∆s
∆v

] [
dr
0

] [
1 ∆t
0 1

] [
−0.5∆t2

−∆t

] [
qd f 0
0 qv f

]

4.2.2. Planning Results Using the MPC Algorithm

The weight values for each state and the prediction horizon affect the planning results of the MPC
algorithm. To apply the MPC algorithm to the deceleration planning, the weight values and prediction
horizon at the same deceleration case of model-based planning algorithm were configured. At first,
the prediction horizon varied when the weight values were fixed. Figure 10 shows the effects of the
prediction horizon variation. When the prediction horizon is ten steps, the state error of the relative
distance cannot converge to the zero value. It means that the smaller prediction horizon does not
guarantee to maintain the safe distance. On the other hand, the planning result is aggressive when
the prediction horizon is 20 steps. It might cause an uncomfortable feeling to the driver. In the same
manner, the state value does not converge to their desired state value, when each weight value is too
much small, and the control results are aggressive when each weight value is too much large as shown
in Figures 11 and 12. Thus, the prediction horizon value and each weight value were configured as
follows. The value of prediction horizon N is 15, weight value qdf is 4, and weight value qvf is 0.1.
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5. Planning Management

As mentioned in the introduction section, the proposed two planning algorithms have their
advantages for applying to the SRB system, respectively. The driver model-based planning algorithm
can reflect the driver characteristics to reduce the heterogeneity by automatic braking control. On the
other hand, the optimization-based planning algorithm can determine an appropriate deceleration
trajectory on the various deceleration conditions while ensuring safety. To take these advantages for
the SRB system, the planning management algorithm determines the optimal planning result. The
planning management selects the optimal weight factor, and this weight factor determines the planning
ratio among the model-based planning and optimization-based planning as Equation (8)

aset = λampc + (1− λ)aidm (8)

where aset is a determined deceleration set-point, ampc is a planning result from the optimization method
which is the MPC algorithm, and aidm is a planning result from the IDM. The value range of the weight
factor λ is from 0 to 1. If the manager selects the weight factor as 1, the deceleration set-point is
determined as the planning result from the optimization method. If the management selects the weight
factor as 0, the planning result from the intelligent model is dominant.

5.1. Overview of the Reinforcement Learning Algorithm

It is difficult for planning management to determine the optimal weight value because the drivers
can face diverse deceleration conditions. Thus, the planning management learned to select the optimal
weight value based on the reinforcement learning algorithm because this algorithm can handle the
nonlinear and complex problems as learning by itself [20–22]. A basic concept of the reinforcement
learning algorithm is that an agent selects an optimal action in an environment to maximize the
cumulative future reward. The reinforcement algorithm is normally designed based on the Markov
decision process (MDP) by the interaction of the agent and environment. MDP deals with bellow
features [S, A, R, Π]. S is a state that represents the current environment. A is an action of the agent.
R is a reward from the environment. The agent selects the action to make the environment give a
maximum reward at the current state. Then, the state of the environment is changed according to the
action and the transition probability model Π to generate the reward for each state and action.

The reinforcement learning algorithm defines the value function of each current state to determine
the future cumulative reward according to the current state. Thus, the cumulative future reward
should be estimated, at first. To estimate the cumulative future reward from the current state, the
value function V(s) is defined as Equation (9). At this time, the discounted factor γ is applied to focus
on the current reward. The value function of the current states can be reformulated as a recursion
expression by the Bellman theory [22]. As a result, the optimal policy of the agent is a selection of an
action to maximize the value function at the current state. The next step is determining the cumulative
reward according to, not only the current state, but also to taking action. To consider the action and the
cumulative reward, the action-value function Q is defined as Equation (10). While the value function
means the future cumulative reward at the current state s, the action-value function means the future
cumulative reward by taking action a at the current state s. Thus, the agent can select the optimal
action by maximizing this action-value function at the current state.

V(s) = E
(
rt+1 + γrt+2 + γ2rt+3 + . . .+ γendrend

)
(9)

Q(st, at) = E(rt+1 + γQ(st+1, at+1)) (10)

In order to estimate the future cumulative reward, it is crucial to update the action-value function
exactly. A Q-learning algorithm is one reinforcement algorithm which updates the action-value
function based on the simple value iteration update using the old Q value and new information by
taking action as Equation (11). The learning rate α determines the update rate of the learned value
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rt + γmax
a

Q(st+1, a). The learned value is determined using the current reward and the maximum Q
value of the next state that depends on both the previous state and the selected action. Through this
learning algorithm, the action-value function is updated according to the reward at the current state
that occurs by taking action.

Qnew(st, at)← (1− α)Q(st, at) + α
(
rt + γ max

a
Q(st+1, a

))
(11)

5.2. Reinforcement Learning Algorithm for Planning Management

Figure 13 shows the proposed algorithm structure for optimal planning of the SRB system based
on reinforcement learning. The algorithm consists of the agent and environment. The agent selects the
weight factor as an action. This weight factor determines the deceleration set-point among the planning
algorithms. Then, the environment conducts the vehicle simulation according to the deceleration
set-point. For the simulation results, the state and reward are also calculated on the environment.
The state contains the vehicle velocity and acceleration, relative distance to the preceding vehicle,
and battery state. Furthermore, the IDM state is defined as the state to reflect the individual driver
characteristics to the agent.
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The environment model calculates the reward. Since the agent selects the action to maximize
the reward, the affordable definition of the reward function can determine the performance of the
algorithm. To consider safety, comfort, and energy, the three reward functions and their scale values
were determined as Equations (12)–(14). The safety reward function prevents the vehicle collision.
This reward function generates the high penalty value when the relative distance between the vehicles
is closer than the critical safety distance. In addition, the relative distance is smaller than the criterion
value, and the reward function generates the normal penalty values to prepare for the collision. The
comport reward function is related to the driver characteristics and driving data such as vehicle
acceleration, velocity, and relative distance. The error value between the real-diving data and the
control result is defined as the penalty value. To reduce this penalty, the agent selects the action for
results which are similar to the driver’s driving data. The comfort reward function also uses the
predicted value from the parametric model of each driver because the driving data that is used for
learning can only reflect that measured driving situations. By using the parametric driver model, the
agent can consider the driving characteristics of the individual driver even in other driving cases.
The last reward function is an energy regeneration reward function. The increase of battery SOC by
the regenerative control is determined as the positive reward of the algorithm. As determining the
reward to secure the safety, driver intention, and energy efficiency, the proposed planning management
algorithm can determine the optimal deceleration set-point for the SRB system.

rdrv = c1 ∗
∣∣∣(adrv − actl)

∣∣∣+ c2 ∗
∣∣∣(veldrv − velctl)

∣∣∣+ c3 ∗
∣∣∣(disdrv − disctl)

∣∣∣ (12)
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reng = ce ∗
.

soc (13)

rsa f =


cs dis ≤ discri
cc dis ≤ 0
0 else

(14)

The coefficient values c1, c2, c3 of the driver intention reward are 1, 0.5, 0.5. The coefficient value
of energy efficiency reward is 10. The value of critical distance for safety reward is 3 m, and coefficient
values cs, cc are 10, 100.

5.3. Q Network Design and Learning Algorithm

The Q network is designed based on the deep neural network to estimate the optimal action
value. At first, a sequential deep neural network was proposed. Since the sequential network is an
advantage to the time-sequential data, it is suitable for the torque control application. In addition,
since the deceleration characteristics of the driver are affected by the braking section which is time
dominant period, the proposed q network is effective.

The recurrent neural network with a long short-term memory was used to the sequence neural
network for Q value approximation. The recurrent neural network (RNN) is a representative sequence
network because it takes the sequence input and predicts the sequential output. Using the hidden
network, RNN extends the conventional feedforward neural network to handle the time-sequential
information. However, the RNN model has a vanishing problem, and a blowing up gradient causes
the long-term dependency problem. Long short-term memory (LSTM) architecture was introduced to
solve this problem. The LSTM includes the memory cells in the hidden layer. This memory cell predicts
the hidden state, like RNN. However, the cell state and gated structure can solve the limitation of RNN.
The gate structure consists of the input gate, the output gate, and the forget gate. Equations (15)–(20)
and Figure 14 describe the LSTM algorithm.

ht = σh(Wxhxt + Whhht−1 + bh) (15)

it = σg
(
Wig[ht−1, xt] + big

)
(16)

ft = σg
(
W f g[ht−1, xt] + b f g

)
(17)

ot = σg
(
Wog[ht−1, xt] + bog

)
(18)

c̃t = σr
(
Wcg[ht−1, xt] + bcg

)
(19)

ct = ft·ct−1 + it ·̃ct (20)
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The Q networks were determined based on the sequential neural network, and they were updated
through the Q learning algorithm with the temporal difference learning method [23]. The Q learning
updates the network after taking action A of state S. In this time, the environment generates the
immediate reward and state transition. Using these actions, states and rewards, the action-reward
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value is calculated. Then, using this action-reward value, the target value for Q network parameter
update is determined as Equations (21) and (22).

θt+1 = θt + α
(
YQ

t −Q(St, At;θt)
)
∇θt Q(St, At;θt) (21)

YQ
t = Rt+1 + γ max

a
Q(St+1, a;θt) (22)

6. Algorithm Validation Results

6.1. Learning Results for a Deceleration Case

The proposed planning management algorithm was learned in the simulation environment using
the vehicle experiment data. Figure 15 shows the learning results for one deceleration case. The left
top figure shows the planning results and the control result for the vehicle acceleration. The MPC
algorithm and IDM determine each deceleration profile. The planning management merges these two
deceleration profiles according to the optimal weight factor λ which the agent determines. The SRB
system controls the vehicle to trace this deceleration set-point from the planning management. The
control results show the SRB system decelerates the vehicle similar to the real driving data because
the planning management selects the weight factor to reduce the negative driver reward. The energy
reward increases according to the increase in the battery SOC by regenerative energy. Since the control
result satisfies the safety criterion, there is no critical penalty reward. By the iterative Q-learning results,
the summation of rewards increased as shown in the right bottom figure.
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This study compared the planning results of the proposed algorithm to other planning results.
As mentioned above, the MPC based longitudinal planning algorithm is a well-known optimization
planning algorithm for car-following situations. In addition, the constant time gap (CTG) policy-based
planning algorithm was also applied to compare the control results. This algorithm is commonly
used in adaptive cruise control algorithms to ensure string stability [24]. Figure 16 shows the control
results of the vehicle velocity using the proposed algorithm, MPC based planning, and CTG based
planning. Since the proposed planning algorithm can reflect the individual driving style by the learning
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algorithm, the control result based on the proposed algorithm is more related to the driver’s driving
data than other planning algorithms. The detailed root-mean-square-error values are as follows. The
proposed algorithm is 0.22 m/s, MPC based planning is 0.52 m/s, and CTG based planning is 0.60 m/s.
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6.2. Validation Results for Various Driving Conditions

The proposed algorithm was validated using the vehicle experimental data. To represent the
individual driver characteristics, three drivers conducted the vehicle experiment under various driving
conditions as shown in Figure 17. The experimental conditions were the urban driving condition,
expressway driving conditions, and the proving ground. The learning algorithm updates Q network
of the planning management according to the driver using the experimental data. Figure 18 shows
the control results for the various driving cases. There are three representative deceleration cases
such as proving ground, expressway driving, and urban driving. Each column of the figure shows
the planning and control results for each driving condition. On the proving ground, the vehicle
repeats deceleration when the preceding vehicle is decelerating. Thus, the deceleration data is well
organized and represents the test driver’s driving style explicitly. The control result of the proving
ground also converged to the planning result from the IDM because the model was designed based on
well-organized experiment data on the proving ground. The expressway result shows that planning
management applies the appropriate planning result according to the deceleration conditions. If the
deceleration condition is similar to the modeling condition of IDM, it means the model can represent
the driver characteristics well, and the planning management selects the driver model-based planning.
Contrary, the control results are reliant on MPC based planning if the deceleration condition is far from
the modeling condition. In the urban driving condition, the SRB system controls the vehicle using the
MPC based planning algorithm as the model cannot reflect the traffic jam situation as shown in the
urban driving result.
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Figure 19 shows the different control results according to individual driver model at the same
deceleration condition. The agent has learned using different driver parameters to reflect the driver
characteristics. As a result, the control results and weight factor of planning management are different
for the same deceleration condition. The agent of driver 1 selects the action of the control result that
converges to the IDM based planning because the planning result of IDM is very similar to the real
driving data at this deceleration case. On the other hand, the control result of driver 2 shows the agent
selects the weight factor as the MPC based planning is more dominant than the IDM based planning.
Since the IDM based planning which represents the driving style of driver 2 might cause the safety
problem, the agent has learned to select MPC based planning at this deceleration case.
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7. Conclusions

This paper proposed the SRC system based on the reinforcement learning algorithm. The proposed
algorithm recognizes the deceleration condition. Then, the driver model generates the acceleration
set-point using two planning methods and a planning management algorithm. The model-based
planning method can represent the individual driver characteristics, and the optimization-based
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planning method can determine the safety speed trajectory under diverse deceleration conditions. The
planning management selects the weight factor among these two planning methods.

The planning management was determined based on the reinforcement learning algorithm, which
selects the optimal weight factor as an action to maximize the future cumulative reward. The proposed
algorithm can determine the optimal deceleration set-point using this weight factor that considers the
determined rewards about the driver intention, energy efficiency, and safety.

The proposed algorithm was learned and validated using the vehicle experiment data under
various deceleration conditions. As learning results, the algorithm determined the appropriate
deceleration set-point for the SRC system depending on the driving conditions. Furthermore,
the algorithm can reflect the individual driver characteristics using the driver model-based
planning algorithm.
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