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Abstract: In satellite networks, existing congestion resolution methods do not consider the pre-
dictability and stability of paths, leading to frequent path switches and high maintenance costs. In
this regard, we propose a novel congestion resolution approach, named MOLM, which introduces
a continuous neighbor set during path updates. This set includes nodes capable of establishing
sustainable connections with the predecessors and successors of congested nodes. Combined with
a multi-objective simulated annealing framework, MOLM iteratively derives an optimal selection
from this set to replace congested nodes. Additionally, we employ a Fast Reroute mechanism based
on backup paths (FRR-BP) to address node failures. The simulation results indicate that the optimal
node endows the new path with optimal path stability and path latency.

Keywords: satellite internet; routing algorithm; path stability; latency; simulation experiments

1. Introduction

Satellite internet, as a communication network with extensive coverage and high
flexibility, is gradually becoming a crucial means of global connectivity. However, due to its
unique communication characteristics and resource constraints, satellite internet often faces
challenges of load imbalance when confronted with large-scale user demands. Optimizing
load balance is essential for improving the performance of satellite internet and reducing
communication latency. While load balancing issues have been extensively researched
and applied in traditional ground communication networks, the peculiarities of satellite
internet make this problem more complex and challenging.

The core of the load balancing problem lies in the proper allocation of communication
loads within the satellite internet system, ensuring the maximization of resource utilization
for each satellite node to enhance overall communication efficiency. However, factors such
as an uneven geographical distribution of satellite nodes, variability in satellite conditions,
and resource limitations pose constraints on the applicability of traditional load balancing
strategies in satellite internet.

To address the load balancing issue in satellite internet, many strategies use the latency
of new paths as an evaluation metric without considering path stability. However, path
stability is also an important factor, as the dynamics of satellite networks and satellite
movements can lead to path switching, resulting in switching and routing maintenance
costs. Choosing a path with high stability can reduce costs. This paper proposes a low-
maintenance, cost–load balancing routing method based on the multi-objective simulated
annealing algorithm, named MOLM. Simulated annealing, as a heuristic optimization algo-
rithm, possesses global search capabilities and adaptability to multi-objective optimization
problems. When network congestion occurs, a continuous neighbor set is established, and
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the multi-objective simulated annealing algorithm is used to select neighboring satellites
that satisfy both strong path stability and low latency to replace congested nodes, thereby
improving the overall performance of the satellite internet system.

The main contributions of the paper are embodied in the following aspects. (1) Based
on the predictability of satellite networks, the concept of a continuous neighbor set is
proposed, which includes nodes that can maintain continuous connections with the pre-
decessor and successor of congested nodes. (2) The MOLM algorithm is used, which
employs the multi-objective simulated annealing (MOSA) framework to iteratively derive
an optimal element from the continuous neighbor set to replace congested nodes within a
specific path, generating the final solution aimed at alleviating network congestion. (3) A
comprehensive comparative experiment is conducted to demonstrate the performance of
the MOLM algorithm, including comparative experiments under different networking
methods and varying satellite constellation densities. Finally, the reliability of FRR-BP is
measured using the time taken to reconstruct backup paths.

The rest of the paper is organized as follows. In Section 2, we summarize the work
related to satellite network congestion resolution strategies. In Section 3, we introduce
the architecture of satellite networks. In Section 4, we first introduce the process of using
the MOLM algorithm to address network congestion issues. Then, we introduce the Fast
Rerouting mechanism based on backup paths (FRR-BP). In Section 5, a comprehensive
comparative experiment is conducted to demonstrate the performance of the MOLM
algorithm. In Section 6, we give the conclusion.

2. Related Work

Load balancing methods can be categorized based on whether they have access to
global information and the scope of route modifications, including global strategies, local
strategies, and hybrid strategies, which combine both global and local approaches. For
global strategies, decisions about on-board routing are made by incorporating information
about the global network load state. In the case of local strategies, neighboring satellites
are informed passively or actively about congestion states, and congestion avoidance is
carried out based on the actual link conditions. Global strategies tend to have slow response
times, time-sensitive global views, and high signaling overhead, while local strategies lack
a global view and may fall into local optima. Hybrid strategies that combine global and
local elements aim to leverage the advantages of both.

2.1. Global Strategy

Yi et al. [1] introduced an on-demand computation and cache-centric routing strategy
and algorithm for satellite networks. The algorithm dynamically groups satellite network
topologies, dividing routing into three stages: direction design, direction enhancement,
and congestion avoidance. This algorithm boasts efficiency and flexibility, with conges-
tion avoidance strategies enhancing the reliability and efficiency of data transmission.
Li et al. [2] proposed a dynamic routing update algorithm based on real-time queue and
routing state models to balance traffic loads and ensure the prompt transmission of data
packets from each satellite, thereby avoiding congestion at the current node. They employ
a load balancing mechanism to achieve equilibrium in information transfer across intra-
network links, facilitating enhanced overall system throughput and congestion avoidance.
Wang et al. [3] proposed two routing algorithms to optimize the utilization of inter-satellite
links. By scheduling low-priority traffic onto links designated for high-priority services,
the algorithms reduce the number of links used by low-priority traffic. Additionally, they
introduce a load balancing strategy to control the aggregation of network flows, thereby
minimizing the total number of utilized links. This approach enhances the resource utiliza-
tion of satellite networks and contributes to energy conservation. Liu et al. [4], building
upon the selective iterative Dijkstra algorithm, propose a selective diversion global load
balancing strategy to address link congestion issues in low Earth orbit (LEO) satellite net-
works with low latitudes. Li and Tang et al. [5] introduce a mechanism for quantitatively
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estimating the global network link state and dynamically adjusting queue delay weights.
This mechanism efficiently and dynamically updates routing tables between two switches,
significantly reducing routing overhead.

2.2. Local Strategy

Ma et al. [6] proposed a distributed datagram routing algorithm tailored for LEO
satellite networks. The algorithm considers the congestion status when selecting the
next satellite node to optimize congestion handling and reduce latency. Simultaneously,
it ensures data transmission efficiency and success rates in the event of node failures.
Song et al. [7] proposed the traffic-light-based intelligent routing (TLR) algorithm, which
utilizes traffic light indicators to sense the congestion states of the current and next-hop
nodes. Through a combination of pre-planning and real-time adjustments, TLR aims to
derive an approximately optimal transmission path. Tang et al. [8] studied the network
coding-based multipath cooperative routing (NCMCR) algorithm, where data streams can
dynamically and collaboratively transmit across multiple paths. Liu and Tao et al. [9]
proposed a traffic return routing algorithm based on segmented routing. This algorithm
dynamically divides the network into light-load and heavy-load zones. The light-load
zone employs a pre-balanced shortest path algorithm, while the heavy-load zone utilizes a
minimum congestion index path algorithm. This approach effectively enhances the load
performance of a LEO satellite network. Liu and Chen [10] addressed the issue of cascading
congestion in traffic regions due to the lack of a global view in distributed load balancing
routing schemes. They proposed a load balancing routing scheme based on hybrid traffic
diversion, where the forwarding path is determined based on prior information acquisition
and real-time congestion awareness. This approach aims to alleviate cascading congestion
and achieve efficient routing transmission.

2.3. Hybrid Strategy

Considering the slow response time and temporal limitations of a global approach,
as well as the high signaling overhead and that the local approach lacks a global view
and is prone to local optima and cascading congestion scenarios, Liu and Li et al. [11]
proposed a hybrid global–local load balancing (HGL) routing algorithm for connecting the
IoT through satellite networks. This scheme optimizes routing decisions by combining
global and local load balancing mechanisms. At the global level, a global load balancing
strategy is established by collecting the load information of various devices in the IoT,
and the optimal global path is selected in the satellite network. At the local level, local
load balancing and path optimization are achieved by considering direct communication
between devices and the assistance of neighboring devices. Computing capability is a
valuable resource in satellite internet, particularly for satellites serving as space nodes. The
size, weight, and power constraints of satellites limit their computing capabilities, posing
greater challenges for routing algorithms. To meet the requirements of satellite storage and
processing capabilities, Yi and Quan et al. [12] proposed a routing table generation and
updating algorithm that delegates the routing calculations of the satellite network to onboard
and ground routers. It separately generates local network routing tables and global network
routing tables. This algorithm can reduce the demands on satellite computing power, alleviate
the burden on inter-satellite links, and allow for upgrades to ground routers as the satellite
network expands. Furthermore, Liu and Zhu et al. [13] proposed an approach that combines
precomputation with distributed onboard real-time computation. Taking into account real-
time inter-satellite link states, this method calculates the next-hop routes and forwarding
tables on each satellite, enhancing real-time performance and reducing the computational
load on satellites. Jiang et al. [14] proposed an energy-sensitive and congestion-balanced
(ESCB) routing scheme. To address the limited energy resources of satellites, they introduced
a tubular sliding time window (TSTW) model. This model enables the prediction of remaining
energy and employs a multi-objective algorithm to calculate routing paths. Luo et al. [15]
proposed a state-aware routing algorithm based on traffic prediction to disperse network
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traffic. They designed a spatial–temporal attention fusion graph neural network (STAFGNN)
to predict future network states by capturing the spatial–temporal correlation of satellite
network traffic. Additionally, they designed multipath routing to reduce the probability of
link congestion by dispersing all end-to-end traffic.

From Table 1, it is evident that most algorithms consider latency as an evaluation
metric while mitigating network congestion, highlighting the importance of latency as a
crucial factor. However, there is a notable absence of algorithms that consider path stability
as a factor. Due to the high dynamism inherent in satellite networks, path switching is
unavoidable due to satellite movements. Therefore, the selection of more stable paths to
reduce the cost of path switching is a worthwhile issue for exploration. Consequently,
this paper proposes a novel congestion mitigation method that takes into account both
latency and path stability as evaluation metrics. Leveraging a multi-objective simulated
annealing algorithm, the approach aims to enhance path stability while maintaining a
minimal latency cost.

Table 1. Comparison of three different satellite internet routing strategies.

Strategy Algorithm Optimization Latency Computing and
Energy Cost Throughput Packet

Loss Rate
Path

Stability

Yi’s Relieve congestion and
reduce latency ✓ ✓

Li’s Improve throughput and
avoid congestion ✓ ✓

Global Wang’s Improve resource
utilization and save energy ✓ ✓

Liu’s Minimum delay ✓

Li and Tang’s Reduce latency and
save energy ✓ ✓ ✓

Ma’s Reduce latency and packet
loss rate ✓ ✓

Song’s Reduce latency and
improve throughput ✓ ✓

Local Tang’s Data transmission on
multiple links ✓ ✓

Liu and Tao’s Improve load capacity and
throughput ✓

Liu and
Chen’s

Relieve congestion and
achieve efficient routing

transmission
✓ ✓

Liu and Li’s Load balancing combining
global and local paths ✓ ✓ ✓

Yi and
Quan’s

Reduce the burden of
inter-satellite links ✓ ✓

Hybrid
Liu and
Zhu’s

Reduce onboard
computing load ✓ ✓

Jiang’s
An energy-sensitive and

congestion-balanced
(ESCB) routing scheme

✓ ✓

Luo’s
A state-aware routing

algorithm based on traffic
prediction

✓ ✓ ✓
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3. System Architecture

The architecture of satellite networks differs significantly from that of ground networks,
as shown in Figure 1. The entire network system can be divided into three segments: the
space segment, the ground segment, and the user segment. The space segment comprises
various types of satellites, including geostationary Earth orbit (GEO) satellites, medium
Earth orbit (MEO) satellites, and low Earth orbit (LEO) satellites. The ground segment
mainly consists of ground stations. The congestion mitigation method proposed in this
paper primarily targets LEO satellite scenarios, employing a hybrid strategy. Global
information is necessary to construct a continuously visible neighbor set, followed by local
route modifications near congested nodes. In this approach, specific ground stations serve
as the network control center, overseeing route control.

Figure 1. Satellite network architecture.

4. Algorithm Design
4.1. Overview of the MOLM Algorithm

The overview of the MOLM algorithm is shown in Figure 2. First, it will generate
the initial solution using a shortest path algorithm like Dijkstra’s algorithm. Dijkstra’s
algorithm will find paths with the minimum latency, but they are often accompanied by
network congestion and path instability. Second, it will check for network congestion
using Algorithm 1. If congestion occurs, it will establish the continuous neighbor set
using Algorithm 2. Third, it will iterate by employing the multi-objective simulated
annealing framework, with the minimum temperature and maximum iteration count as
constraints. During each iteration, it will randomly select an element from the continuous
neighbor set and replace the congested node to generate a new solution. Then, it will
compare the new solution with the initial solution. If the new solution is better, it will
accept it directly. If the initial solution is better, it will accept the new solution with
a certain probability P, and with probability 1 − P, it will stick to the initial solution.
Finally, it will provide a routing solution to address network congestion.

4.2. Judgment of Network Congestion

Assuming there are two services, each with one path, as shown in Figure 1 with
corresponding red and blue colors, if both of these service paths pass through a certain
satellite node, then this satellite node becomes a hotspot. Calculate the total traffic at the
hotspot, and if the total traffic exceeds the threshold, congestion is considered to have
occurred. Regarding the threshold setting, we typically set it to 1.5 times the highest traffic
volume in the service paths. The judgment of network congestion is depicted in Algorithm 1.
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Figure 2. Overview of the MOLM algorithm.

Algorithm 1: Judgment of network congestion
Input: path1, path2, threshold
Output: Congestion

1 Find the shortest path from Source1 to Target1 by traditional Dijkstra algorithm,
taking the geographical distance as the weight –> (path1, length1) ;

2 Find the shortest path from Source2 to Target2 by traditional Dijkstra algorithm,
taking the geographical distance as the weight –> (path2, length2) ;

3 Obtain the traffic volume for path1 -> path1_volume ;
4 Obtain the traffic volume for path2 -> path2_volume ;
5 threshold = max{path1_volume, path2_volume} ∗ 1.5 ;
6 if path1 and path2 have a common node then
7 hotspot = the common node ;
8 hotspot_volume = path1_volume + path2_volume ;
9 if hotspot_volume > threshold then

10 Congestion = True ;

11 else
12 Congestion = False ;

13 return Congestion;

4.3. Establishment of the Continuous Neighbor Set

If congestion occurs, we use the MOLM algorithm to resolve the congestion. Before
that, we need to establish a continuous neighbor set, which includes nodes that can maintain
continuous connections with both the predecessors and successors of the congested node.
The process of establishing the continuous neighbor set can be described using Algorithm 2.

Assuming the paths for Service 1 and Service 2 are [‘1’,‘2’,‘3’,‘6’] and [‘4’,‘5’,‘3’,‘7’].
The traffic volumes for path 1 and path 2 are 20 and 15, respectively. Therefore, the
threshold is equal to 20 × 1.5 = 30. If both paths traverse satellite node 3 with cumulative
traffic exceeding the threshold, network congestion occurs, with node 3 identified as the
congested node. To alleviate this congestion, we intend to modify the path of Service 2.
The predecessor and successor nodes for this congestion are nodes 5 and 7, respectively.
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Algorithm 2: Establishment of the continuous neighbor set
Input: path1, path2
Output: Continuous_Neighbor_Set

1 if congestion occurs on path1 and path2 then
2 The congested node is identified as SD;
3 Find the predecessor node (SA) and successor node (SB) of the congested node

in path2 ;
4 Extract vectors from the adjacency matrix of satellite nodes at time t,

representing the neighbors of SA and SB at time t;
5 Extract vectors from the adjacency matrix of satellite nodes at time t + ∆t s,

representing the neighbors of SA and SB at time t + ∆t s ;
6 Let Q = aSA ∩ bSA and R = aSB ∩ bSB , where Q and R, respectively, represent

the continuous neighbors of SA and SB in the next ∆t seconds;
7 Let the Continuous_Neighbor_Set = Q ∩ R ;

8 return Continuous_Neighbor_Set;

To obtain the nodes that can maintain continuous connections with both node 5 and
node 7, we need to know the nodes that are adjacent to nodes 5 and 7 at the current time as
well as the nodes that will remain adjacent to nodes 5 and 7 after a certain period. Therefore,
we require the adjacency matrix of the satellite nodes at the current time and after a certain
period. Figure 3a represents the adjacency matrix of satellite nodes at the current time t,
while Figure 3b represents the adjacency matrix of satellite nodes at time t + ∆t s.

(a) (b)

Figure 3. Topology matrix table.

Therefore, the nodes adjacent to nodes 5 and 7 at the current time t can be represented
as a5 = {1,0,1,0,0,1,1} and a7 = {1,0,0,1,1,1,0}, and the nodes adjacent to nodes 5 and 7 at time
t + ∆t can be represented as b5 ={1,0,1,1,0,1,0} and b7 = {1,1,0,1,0,1,0}. Let P = (a5 ∩ b5) ∩
(a7 ∩ b7) = {1,0,0,0,0,1,0}, where P represents the continuous neighbor set. The nodes in the
continuous neighbor set are node 1 and node 6.

4.4. The Design of MOLM

The MOLM algorithm first checks for network congestion using the method shown
in Algorithm 1. Second, if congestion occurs, it uses the method shown in Algorithm 2
to establish the continuous neighbor set. Last, MOLM will select an element from the
persistent neighbor set to replace congested nodes. The MOLM algorithm employs the
multi-objective simulated annealing (MOSA) framework to iteratively select the optimal
nodes from the continuous neighbor set to replace congested nodes. During each iteration,
a random element is selected from the continuous neighbor set to replace the congested
node, generating a temporary new path as a new solution. The stability and latency of
the new path are compared with those of the original path. If the new solution is superior
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to the original one, it is accepted directly. If the new solution is worse than the original
one, it is accepted with a certain probability. The algorithm of MOLM can be described
using Algorithm 3. The argument T means the temperature at the current moment, and
minT means the minimum temperature. The argument n means the number of iterations,
and maxn means the maximum number of iterations. When the temperature reaches
the minimum temperature or the number of iterations reaches the maximum number of
iterations, the iteration will stop.

Algorithm 3: MOLM
Input: T, min_T, n, max_n, path1, path2
Output: path1, initial_path

1 Check for network congestion using Algorithm 1;
2 if congestion occurs on path1 and path2 then
3 Establish the continuous neighbor set using Algorithm 2;
4 // Use the multi-objective simulated annealing framework to iteratively find

the optimal nodes in the continuous neighbor set;
5 T = 1000;
6 n = 0;
7 while T > min_T and n < max_n do
8 Let initial_path = path2;
9 Calculate the dA and cA of the initial_path;

10 Randomly select an element from the continuous neighbor set to replace
the congested node in the initial_path -> new_path;

11 Calculate the d∗A and c∗A of the new_path ;
12 if d∗A < dA and c∗A > cA then
13 Let initial_path = new_path ;

14 else
15 P = e(dA−d∗A)∗(cA−c∗A)/T ;
16 Accept new_path with the probability P -> initial_path = new_path ;
17 Maintain the initial_path with the probability 1 − P -> initial_path;

18 T = T * cooling_rate;
19 n = n + 1;

20 return path1, initial_path;

21 else
22 return path1, path2;

From line 2 to line 7 in the MOLM algorithm, we show that it solves the congestion
problem with dual optimization objectives related to path stability and latency, which are
described as maximizing the average path duration and minimizing the average latency.
The mathematical model of the multi-objective optimization problem is expressed as

f : L →
{

min dA
max cA

(1)

In the given context, where f is the optimization objective function, L = [lij[t]],
i, j = 1, 2, 3, 4 . . . N. L = [lij[t]] represents the link from the starting point i to the ending
point j at time t, where dA is the average latency of these paths and cA is the average
duration of these paths. The constraints for establishing a link are as follows:
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vij ∈ {0, 1}, ∀i, j (2)
v∗ij ∈ {0, 1}, ∀i, j (3)

vij ≥ lij, ∀i, j (4)
vij = vji, ∀i, j (5)

In the given context, Equations (2) and (3) involve vij and v∗ij, representing whether
satellite i and satellite j are visible and continuously visible, respectively. When visible, vij
takes the value of 1; otherwise, it is 0. When continuously visible, v∗ij takes the value of 1;
otherwise, it is 0. Equation (4) indicates that a link between two satellite nodes can only be
established if they are in a visible state. Equation (5) represents the symmetry constraint.

4.5. Fast Rerouting Mechanism

Fast Reroute (FRR) is a network fault recovery technique. In satellite networks, FRR
can be implemented using either backup paths or local repair mechanisms. In the backup
path-based FRR mechanism, when the primary path fails, data traffic is switched to the
backup path. On the other hand, the local repair-based FRR mechanism involves computing
multiple local paths to quickly repair the route near the point of failure. In this paper, we
adopt the backup path-based Fast Reroute mechanism (FRR-BP) in the satellite network. In
FRR-BP, when a node in the satellite network fails, the network control center removes the
failed node from the network topology and recalculates the backup path from the source
to the destination. To ensure the stable operation of the satellite network, it is essential to
trigger the recalculation of the backup route and swiftly switch to the backup path when
a network failure occurs, minimizing the impact of network failures on service quality and
reliability. The details of FRR-BP are presented in Algorithm 4. Additionally, it is crucial to be
mindful of potential network congestion when employing backup paths. If congestion occurs in
the network, the resolution of congestion still necessitates the use of the MOLM algorithm.

Algorithm 4: Fast Rerouting method based on backup paths (FRR-BP)
Input: G, Source, Target, path1, length1, path2, length2, f ault_node
Output: path1, path2

1 Find the shortest path from Source1 to Target1 by traditional Dijkstra algorithm
taking the geographical distance as the weight –> (path1, length1) ;

2 Find the shortest path from Source2 to Target2 by traditional Dijkstra algorithm
taking the geographical distance as the weight –> (path2, length2) ;

3 if f ault_node in path2 then
4 //A node failure occurred, causing the path to be unreachable;
5 Remove f ault_node in path2 from G ;
6 Find the shortest path from Source2 to Target2 by traditional Dijkstra algorithm

taking the geographical distance as the weight->(new_path, new_length);
7 Judge network congestion by calling Algorithm 1 -> network_congestion ;
8 if network_congestion==0 then
9 path2 = new_path;

10 length2 = new_length;
11 print(path1, path2) ;

12 else
13 MOLM(T, min_T, n, max_n, path1, new_path);

14 else
15 //If there is no disconnection in the path, output the original path

print(path1, path2) ;

16 return path1, path2;
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5. Simulation Experiment Evaluation
5.1. Simulation Environment

We utilized the SILLEO-SCNS simulator proposed by B. S. Kempton [16], which is
a simulation tool designed for studying routing in large-scale satellite networks. This
tool enables the simulation of various satellite network architectures and routing schemes,
allowing for performance evaluation. The architecture of this simulator primarily consists
of a graphical user control interface, constellation class, and simulation class, as shown in
Figure 4. The constellation class serves as the core component responsible for generating
satellites, ground stations, and network structures. The simulation class handles the
visualization of the satellite network and all associated animations. The GUI provides a user
control interface that allows users to configure constellation parameters, set the source and
destination for path planning, and specify satellite connectivity options. Communication
between the GUI and simulation is facilitated through interprocess communication for
information exchange.

The simulation adopts a Walker constellation configuration of 100/10/1, with an orbit
altitude of 1200 km and an orbital inclination of 60°. To facilitate analysis and calculations,
the sampling period for the constellation data is set to 10 s. The setting of simulation
parameters is shown in Table 2. In the temperature cooling schedule for multi-objective
simulated annealing, the initial temperature is set to 1000 °C. Following Kirkpatrick et al.’s
analysis, the Boltzmann constant during temperature cooling is set to 0.95. The iteration
limit is set to 2500, and the iteration stops when the temperature cools to the minimum
temperature or the iteration count reaches the upper limit.

Figure 4. Simulator class diagram.

Table 2. Parameters of the simulation.

Parameter Value Meaning

T 1000 °C The temperature at the current moment,
with an initial value of 1000 °C.

cooling_rate 0.95 T * cooling ratio for each cooling process.

min_T 0.01 °C Stop iteration when the temperature
reaches the minimum temperature.

n 1 Current number of iterations.

max_n 2500 Stop iteration when the maximum number
of iterations is reached.

step 10 s The time interval for
obtaining constellation data and routing.
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5.2. Benchmarking Algorithms and Complexity Analysis

Our proposed MOLM algorithm aims to address network congestion issues, and we
analyze its complexity in this part. The core idea of the MOLM algorithm is to establish
a continuous neighbor set during network congestion and then utilize a multi-objective
simulated annealing framework to select the best node from this set to replace congested
nodes, achieving the goals of avoiding congestion while maintaining path stability and
low latency.

Optimum is based on a greedy algorithm for node replacement. It employs a greedy
strategy to select nodes from the continuous neighbor set, optimizing path stability and
latency of the entire path. The strategy of Shortest Path generates the shortest path for
congested traffic in the network, aiming to minimize latency. The difference between the
two is that Optimum selects one node from a limited number of nodes, namely those in
the continuous neighbor set, to minimize latency. Meanwhile, the shortest path algorithm
searches for a route from Source to Target, resulting in the globally minimal latency path.

Firstly, we discuss the complexity of the MOLM algorithm. For the filtering process of
the continuous neighbor set, we note that its time complexity is approximately O(n), where
n represents the cardinality of the continuous neighbor set. Similarly, for the selection of
the best node, we employ the Optimum method based on a greedy algorithm, with a time
complexity that is also approximately O(n). This is because, under the greedy strategy,
selecting nodes from the continuous neighbor set is a relatively efficient operation.

Furthermore, the complexity of the shortest path algorithm is also discussed. We use
the Dijkstra algorithm to find the shortest path. Due to the +Grid networking method
employed, with each satellite maintaining four connections, the topology graph is relatively
sparse. Therefore, its time complexity is approximately O(nm), where m represents the
number of edges in the network.

In summary, the MOLM algorithm exhibits low time complexity in addressing network
congestion issues, making it capable of efficient operation in practical applications and
effectively enhancing network performance.

5.3. Simulation Result

We measure path stability using the average duration of a path, which is calculated
based on the consecutive occurrences of a particular path. Assuming a path persists
continuously for N times, the duration of that path would be N ∗ step. The comparison of
different algorithms is shown in Figure 5.

In terms of path stability, when using a shortest-path-first rerouting mechanism to ad-
dress network congestion, the average path duration is approximately 125 s. By employing
the MOLM algorithm in conjunction with multi-objective simulated annealing to address
congestion, the average path duration can exceed 225 s. This represents an improvement of
around 80% compared to the Shortest Path strategy.

In terms of path latency, the Shortest Path strategy achieves minimal latency, approxi-
mately around 70 ms. The MOLM algorithm filters out the continuous neighbor set from all
satellites, iteratively selects an optimal candidate neighbor using multi-objective simulated
annealing, and replaces congested nodes. This strategy, while enhancing path stability,
maintains a relatively small latency cost. As shown in Figure 5b, the latency introduced by
MOLM is around 80 ms, an increase of less than 15% compared to Shortest Path.

This is because the Shortest Path strategy prioritizes the selection of the shortest path,
sacrificing path stability in pursuit of minimizing latency. In contrast, the nodes selected
by the MOLM algorithm in the continuous neighbor set maintain sustained connections
with the predecessor and successor nodes of congested nodes, contributing to robust path
stability. After undergoing iterations of multi-objective simulated annealing, the nodes
selected by MOLM are very close to the global optimum, resulting in a minimal latency cost.

Whether considering path latency or path stability, the results obtained with the
MOLM algorithm approach those achieved by the Optimum strategy. This highlights the
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characteristic of multi-objective simulated annealing of gradually converging towards the
global optimum through iterations.
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Figure 5. Comparison of (a) path stability and (b) latency of different algorithms.

The convergence process of latency and path stability in multi-objective simulated
annealing is shown in Figure 6. During the annealing process, when encountering a
poorer new solution (i.e., a new path with higher latency or poorer path stability), the
algorithm accepts this poorer solution with a probability P. However, when a better solution
is encountered (i.e., a new path with both lower latency and better path stability than the
original path), the algorithm directly accepts the new solution.

From the graph, it can be observed that the convergence characteristic curve is not
strictly monotonic, indicating that the simulated annealing algorithm possesses the ability
to escape from local optima and converge towards global optimum solutions.

0 25 50 75 100 125 150 175
Iteration

80

85

90

95

100

105

110

La
te

nc
y/

m
s

(a)

0 20 40 60 80 100 120 140
Iteration

100

200

300

400

500

Av
er

ag
e 

Pa
th

 D
ur

at
io

n/
s

(b)

Figure 6. The convergence process of multi-objective simulated annealing.

5.4. The Impact of Networking Methods on Algorithm Performance

Network topology methods refer to the schemes by which network nodes form a
topology. Common satellite network topology methods include Sparse, +Grid, and Ideal.
Sparse indicates a sparse topology where each satellite can maintain only two connections.
Specifically, a satellite connects to the satellites immediately before and after it in the same
orbit. +Grid represents a grid topology where each satellite can maintain four connections.
In addition to the two connections mentioned in Sparse, a satellite can also connect to the
nearest satellites in the adjacent left and right orbits. In an ideal topology, each satellite can
connect to any other satellite within its visible range, and there is no limit on the number
of connections.
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Due to the sparsity of the topology in the Sparse case, which may hinder the estab-
lishment of a continuous neighbor set, the MOLM algorithm is tested in both +Grid and
Ideal scenarios. The results are averaged over 1000 steps and compared with Shortest Path
and Optimum.

The comparison results for path stability and path latency are shown in Figure 7.
In terms of average path duration, MOLM performs similarly in both +Grid and Ideal
scenarios and tends to approach the Optimum. In the +Grid scenario, the average path
duration obtained by the MOLM algorithm is improved by 104.29 s, approximately 82.36%,
compared to the Shortest Path. In the Ideal scenario, the average path duration achieved
by MOLM is improved by 130.52 s, approximately 162.24%, compared to the Shortest Path.

Regarding path latency, in the +Grid scenario, MOLM’s path latency increases by
about 7.66 ms, approximately 10.81%, compared to the Shortest Path. In the Ideal scenario,
MOLM’s path latency increases by about 7.22 ms, approximately 20.36%, compared to the
Shortest Path. In the Ideal scenario, the path latency for all three strategies is significantly
lower than the path latency in the +Grid scenario. This is because the Shortest Path
strategy prioritizes the shortest path, and in the Ideal scenario, where the topology has
high connectivity and numerous selectable neighbors, it is easier to find paths with lower
latency. However, the trade-off is more frequent path switches and worse path stability.
Therefore, in the Ideal scenario, the MOLM algorithm exhibits a particularly noticeable
improvement in path stability.

Through the MOLM algorithm, nodes that can replace congested nodes and maintain
longer connections with predecessors and successors are added to the continuous neighbor
set. The multi-objective simulated annealing algorithm selects the optimal node from this
set to replace the congested node, reducing path switches and significantly improving path
stability. As the multi-objective simulated annealing algorithm considers both path latency
and path stability, it enhances path stability while maintaining a relatively low latency cost.
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Figure 7. The impact of networking methods on algorithm performance.

5.5. The Impact of Constellation Density on Algorithm Performance

In general, a higher constellation density provides more options for selecting the next-
hop neighbor when establishing paths using the shortest path algorithm. This increases the
likelihood of finding low-latency paths. However, due to the increased number of choices,
path stability may decrease. Figure 8 shows the constellation topologies for 10× 10, 30× 30,
and 50 × 50, and the +Grid scheme is used for network formation.
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(a) (b) (c)

Figure 8. Constellation topology with different densities under the +Grid scheme.

We utilize satellite constellations of sizes 10 × 10, 20 × 20, 30 × 30, 40 × 40, and 50 × 50
to investigate the impact of different constellation densities on the performance of the
routing algorithm. The simulation results are shown in Figure 9.
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Figure 9. The impact of constellation density on algorithm performance.

From the perspective of path stability, the stability obtained by the Shortest Path
algorithm decreases as the constellation density increases. In contrast, the path stability
obtained by the MOLM algorithm does not exhibit a monotonic decrease but rather shows
two significant peaks at constellation densities of 20 × 20 and 30 × 30. In terms of latency,
all three strategies adhere to the rule that “higher constellation density leads to lower path
latency”. Therefore, this implies that in certain constellations with specific simulation
characteristics (orbit height of 1200 km, inclination of 60 degrees, and constellation density
of 20 × 20 or 30 × 30), when network congestion occurs, the new paths obtained using the
MOLM algorithm can achieve a good trade-off between stability and latency.

5.6. Evaluation of FRR-BP

We integrate the MOLM algorithm with a Fast Reroute mechanism based on backup
paths. After using multi-objective simulated annealing to select continuous neighbors
for replacing congested nodes, if any node along the newly selected path experiences a
failure, we promptly initiate the Fast Reroute based on backup paths. When establishing
backup paths, two considerations are essential: first, avoiding the failed node, and second,
steering clear of congested nodes to prevent potential congestion on the newly created
backup path. Additionally, if the newly generated backup path still encounters network
congestion with other existing traffic paths, we further employ the MOLM algorithm to
alleviate network congestion.

We consider the time required to generate the final feasible backup path as the eval-
uation metric for rerouting. Tests were conducted on constellations with densities of
10 × 10, 20 × 20, 30 × 30, 40 × 40, and 50 × 50 under both +Grid and Ideal networking meth-
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ods. In general, higher constellation density leads to increased traversal time, resulting in
longer rerouting times. The test results, as shown in Figure 10, indicate that under both
+Grid and Ideal networking methods, higher constellation density corresponds to longer
backup path reconstruction times.

In the +Grid scenario, even with a constellation density of 50 × 50 (2500 satellites in
total), the reconstruction time remains within 1000 ms, which aligns with expectations.
However, in the Ideal scenario, where there are no restrictions on the number of connections
between satellites, the increase in connection density with rising constellation density leads
to a rapid increase in backup path reconstruction time. This is a normal occurrence.
Nevertheless, at lower constellation densities, the backup path reconstruction time remains
relatively low, within 1000 ms.
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Figure 10. The impact of constellation density on the reconstruction time of backup paths.

6. Conclusions

Based on the predictability of LEO satellite networks, we propose a novel congestion
resolution method named MOLM. Other congestion resolution methods focus on reducing
path latency or increasing throughput while addressing network congestion. In contrast,
MOLM considers path stability because it affects the cost of path switching and routing
table maintenance. The main advantage of our proposed algorithm over others lies in
simultaneously addressing network congestion, enhancing path stability, reducing path
switching costs and routing table maintenance costs while maintaining relatively low
latency costs. The approach constructs a continuous neighbor set when updating paths,
consisting of nodes that can establish sustainable connections with both the predecessor
and successor of congested nodes, thereby enhancing path stability. Integrated with a
multi-objective simulated annealing algorithm, we iteratively derive a node from this set
to replace the congested node. As the solutions generated by multi-objective simulated
annealing approach global optimality, the selected node facilitates optimal path stability
and latency for the new path. Furthermore, we employ the FRR-BP mechanism to address
node failures, which can maintain a short backup path rebuilding time in almost all network
settings (except for the Ideal networking method with high constellation density).
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