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Abstract

:

This paper investigates how users of smart devices attribute agency both to themselves and to their devices. Statistical analyses, tag cloud analysis, and sentiment analysis were applied on survey data collected from 587 participants. As a result of a preliminary factorial analysis, two independent constructs of agency emerged: (i) user agency and (ii) device agency. These two constructs received further support from a sentiment analysis and a tag cloud analysis conducted on the written responses provided in a survey. We also studied how user agency and device agency relate to various background variables, such as the user’s professional knowledge of smart devices. We present a new preliminary model, where the two agency constructs are used to conceptualize agency in human–smart device relationships in a matrix composed of a controller, collaborator, detached, and victim. Our model with the constructs of user agency and device agency fosters a richer understanding of the users’ experiences in their interactions with devices. The results could facilitate designing interfaces that better take into account the users’ views of their own capabilities as well as the capacities of their devices; the findings can assist in tackling challenges such as the feeling of lacking agency experienced by technologically savvy users.
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1. Introduction


As smart devices continue their march into every corner of our personal lives, it is increasingly important to understand our interactions with these objects from a perspective that acknowledges the agency of both the user and the device (e.g., [1]). The fact that smart devices have characteristics that by far exceed those of other, “non-smart” objects, calls for a more nuanced understanding of how users perceive the varied capacities of these objects as well as the capacities of themselves to use these artifacts. In this paper, we advance this understanding by elaborating on the notion of agency. Our aim is to conceptualize the relationship that humans have with their devices as consisting of the attributions of abilities and capacities that the user assigns to themselves as well as to their device.



We will present how two aspects of this interaction are important:




	
User agency, the self-perceived abilities to use a device.



	
Device agency, the capacities the user attributes to a device.








Agency is a notion that has made a variety of appearances in several different disciplines over the past few decades. In psychology, the common term is sense of agency, which refers to the feeling that one is in control of one’s actions and their consequences; when people take action, they tend to feel that they are in charge of the action and not that the action happens to them [2]. In Human–Computer Interaction, the term of agency has been used for a long time, but it has often been reduced to denote people’s feeling of being in control of a device [3,4]. A more detailed understanding of the user’s perception of their agency and of the agency they are willing to see ascribed to their device can improve our understanding of the challenges that different users might have in adopting different devices. Consequently, an understanding of user–device relationships as emerging from agency attributions also supports more tailored interface developments.



When developing the concepts of user and device agency, we revisit Gibson and his notion of affordances [5]. Whereas the popular notion of affordances by Norman defines them as the actual and perceived designed-in characteristics of an object [6], especially such characteristics that define how the object can be used, the notion of agency as adopted in this paper underlines the user’s perceptions of what they and their device can and cannot do. Our notion of device agency is, naturally and to some degree, overlapping with the perceived affordances of the device, but it also includes more of other aspects of the device’s action capacities and tendencies compared to those related to how to use it or what to do with it. We do not tie our thinking of device and user agency with any designed-in characteristics of the object but stay at the level of what the users think about their devices. Since under the notion of affordances there has not been much nuanced discussion of what the users actually believe about themselves as being able to (or not being able to) do with their devices, we broadened the discussion to this direction. The notion of agency shifts the focus away from the potential uses of a device to what the users actually perceive themselves and their gadgets as able to do.



We do not claim to be investigating agency as it actually manifests in people’s actions with their smart device. Instead, we are focusing on exploring and developing the notion of agency by looking at people’s perceived sense of agency as well as their perceived device agency.



This study has been approved by the Ethics Committee of Tilburg University (TiSEM Institution Review Board or IRB for short) under the Standard Research Protocol SRP-2 and has been conducted in accordance with the Netherlands Code of Conduct for Research Integrity (VSNU, 2018). The approval code is IRB EXE 2020-007. The rest of the paper is structured as follows. First, we will take a look at previous conversations around affordances and then proceed to a broader literature review about the various definitions of and approaches to agency in HCI and IS. In the next section, we will explain our conceptualization of user–device relationships, show how we developed the agency survey, and discuss our data collection and the sample. We proceed to present the results of all of our analyses. Finally, in the discussion section, we reflect on the findings and their practical implications for, e.g., interface development in HCI.



1.1. The Role of Agency in Human–Technology Interactions: The Perspective of Affordances


To understand agency in the context of theorizing and research that has been important in the history of Human–Computer Interaction and Information Systems, we need to look at the notion of affordances. Traditionally, affordance is the possibility for an action provided by the environment for an actor; thus, affordances are directly perceivable, since all the information necessary to guide behavior is available in the environment, not hidden in mental processes [5]. Affordances do not depend on humans; even if an individual’s changing needs might influence whether the affordance is perceived or not, it is never imposed upon the environment by the observer—it is already there [5]. In alignment with this, Norman [5] defined affordances as the actual and perceived designed-in characteristics of an object, in particular, basic ones that define how said object can be used.



Later, the concept of affordances was brought into the sociology of science and technology. The opposite poles of constructivism (technology as a tabula rasa to which people can ascribe any meaning they want to), and determinism (the power of technology to make people act in a certain way) were brought closer together [7]. Whereas Gibson’s tradition sees affordances as embedded in the object’s design and thus, existing independently of the users, Huthcby sees affordances as emerging from the relationship between a goal-oriented user and the object over time. The latter approach underlines the fact that affordances can be facilitated through design, but affordances may or may not emerge in action [8]. In the original Gibsonian view, a goal-directed actor is perceiving an object in terms of how it can be used, and the focus is on what the potential actions afforded are intended to accomplish [9]. Lately, affordances have been viewed as existing within the relationship between the user and the object and emerging from a combination of the user’s characteristics and those of the object, reflecting possible actions on the artifact itself [7,10,11]. Thus, an object does not have any affordances except in relation to a user that has goals [9], but at the same time, the object’s affordances exist independently of the situational needs of the user [12].



In alignment with the notion of affordances, we acknowledge that technology is not only what the users make of it. In addition, we appreciate how the notion of affordances directs attention to the ways that technology both constrains and enables people’s actions. A technological device has some material functionality but needs to be recognized as a social object, because the possibilities of action depend on the goal-directed user who is enacting them [9,13]. However, we do not focus on the qualities of technology offering action possibilities, nor on such qualities that are directly perceivable by the user. We are also not exploring the potential for action in particular user–object dyads. Thus, the ascriptions of agency as framed in this paper are not meant to reflect the action potentials of a device emerging in user–device dyads. The users’ agency attributions to their devices are not the same as the possibilities of action offered to them by the technological device. Moreover, whereas affordances are just action potentials that need to be executed by an actor to achieve a goal [9], our notions of user and device agency also capture notions of actions already executed and goals achieved or not achieved with the device, thus grounding our notion on a different timescale that also reflects accumulated experiences with a certain device. Importantly, device agency also includes notions of what the device can and cannot do independently of the user vs. only actions commanded by the user.




1.2. A Further Look at Agency in the Literature of Information Systems (IS) and Human–Computer Interaction (HCI)


Agency is often defined, both in HCI and IS, as a human subject’s intentional influence on the outside world [12,14,15,16]. In terms of agency, studies on humans’ interactions with technology have created a lively debate around two opposing poles. On one hand, human users are viewed as free to exercise their mastery and control over technology, and on the other hand, technology is depicted as having the fundamental capacity to restrict and constrain human agency [17]. Previous work in IS have often treated the artifact as merely a passive tool that could not initiate action; however, the new generation of IS objects requires challenging this underlying assumption of the primacy of human agency, as these new artifacts are not passively waiting to be used, or subordinate to human control [1].



The current main trend in the theory and research on human interaction with technology reflects the balancing of these opposing arguments. Technology is seen as both enabling and constraining human action as it is enacted in interactions between humans and devices [7,17,18,19,20]. There is increasing agreement that humans and technology are both agentic, but their agency is fundamentally of a different quality [16,21]. Both the capacities of the user and those of technology are important in task performance, and often compensate for each other [22].



Human agency has often been conceptualized as including two different dimensions. On the one hand, human agency (1) concerns the ability to act and cause an effect intentionally in the world, and on the other hand, (2) it denotes self-awareness and the ability to conduct reflective evaluations [12,16,18,19,21]. It has been customary to argue that only humans are able to initiate actions intentionally and adopt a reflective/reflexive perspective in relation to themselves, their actions, and things and phenomena of the outside world, while claiming that technology does not possess such capabilities [12,16,18,19,21]. To give an example of theorizing about human agency in relationship with technology, authors in [23] proposed a temporally situated self-agency theory to capture how users reshape information technologies to achieve their goals; in this process, agency emerges as relational, technology-oriented, and future-directed, as purposeful and future-oriented user-actors make and pursue new goals. Outside such dimensions of intentional action and reflective action resides mere behavior that can be explained by material cause and effect and that is attributable to both technology and humans [19].



In the previous IS literature, agency has remained predominantly a theoretical concept. There are literature reviews [2,16,16,19] and theoretical frameworks [1,15,20,23], but very few attempts to clearly operationalize agency in the context of user–technology interactions. To give a recent example of a theoretically informed agency definition that is very close to the common conceptualization of agency as a feeling of control over actions [2], agency has been framed as the user’s inherent capacity to form goals and intentionally take action to achieve those goals [23]. Studies on human–IT interactions have also adopted other concepts close to agency such as self-regulation and self-efficacy [11,23,24]. Authors in [11] showed how the user’s self-regulation and self-control, denoting the user’s ability to adapt their behaviors and responses to IT, are central in managing technostress.



As stated before, in the field of HCI, agency often becomes identical with the user’s feeling of control, that is, the perception that they are the one initiating their actions and causing something to happen in their interactions with technology [3,25,26,27,28,29]. Along these lines, most of the experimental approaches to agency in the field of HCI represent the intentional binding tradition. Intentional binding can be understood as a psychophysiological measure of an implicit aspect of agency, more specifically, people’s perceptions of the time between the initiation of an action and its effects [3,27,28].



When exploring humans’ relations with technology, we need to take into account both the user’s sense of agency and the degree and kind of agency that they are willing to perceive their technology as having [3]. Earlier research included some explorations on the kinds of relationships users develop with technology that are interesting to our discussion on agency. Mick and Fournier in [30] listed paradoxes related to technology, such as control/chaos and freedom/enslavement: while technology is often positioned to facilitate control and freedom, it can also feed the conditions of upheaval and dependency. Users adopt either a partnering strategy of committed interdependence or a mastering strategy of commanding the object completely to solve the paradoxes [30]. Social psychology, affective computing, and perceptual motor research indicates that people attribute human-like agentic capacities to interactive systems that are sufficiently complex [27,28]. Using the circumplex model of interpersonal complementarity, Novak and Hoffman in [20] presented a model of relationship dynamics between consumers and objects, dividing these into master–servant relationships, partner relationships, and unstable relationships. In another study, three different patterns of users with voice controlled smart assistants (VCSA) were found: a servant–master relationship (the VCSA being the servant), or vice versa, servant–master (the VCSA is the master), and a third group where the relationship was described as one between partners [31]. It was argued that increased interactions are more likely to occur when the users feel that they are the master of their device [31]. Carter and Grover in [24] have pointed out that users incorporate new capacities afforded by the IT as their personal resources; a strong sense of IT being integral to one’s sense of self impacts feature use and enhances user behaviors. ITs that have attributes such as malleability, mobility, and high functionality impact computer self-efficacy, which in turn feeds back to the user’s IT identity [24]. A recent IS delegation model describes the transfer of responsibilities and rights to and from humans in interactions with IS artifacts, where both the human and the object are endowed with resources and capabilities [1].



The earlier literature has also taken steps in defining the kind of agency that technology has. Smart objects have object experience and information possessing and filtering activities that the device carries out independently of the user. Inthis sense, the objects have primary agency, the ability to initiate and bring about actions independently [31]. Most recently, Baird and Maruping in [1] suggested the categorization of IS artifacts into four classes of agency, running from reflexive artifacts with sensing and reacting capacities to prescriptive ones that can substitute human decision making.



In Human–Machine networks, the agency of any actor, machine or human, has been defined as the capacity to execute activities in a specific environment in terms of a set of objectives influencing how these actors participate in the networks [18]. Machines have agency in terms of how much they perform creative and personal actions, influence other actors in Human–Machine networks, enable humans to have proxy agency (utilize the resources of other agents to have them act on their behalf), and of how much humans perceive them as possessing agency of their own [18].



The exploration of agency attributions to technology is important, since a key challenge for the whole HCI community continues to be how to develop technology and interfaces that sustain and support the human user’s sense of agency in their interactions with the system [2,3,25,32]. We cannot really understand the user’s sense of agency in isolation from their perceptions of the agency of devices. Smart objects, with their increasing autonomy and other smart capacities, continuously challenge the users’ views on the agency of technology and invite them to create a more dynamic and multisided understanding of agency in human–smart device interactions [20]. Classical conceptualizations of ideal human–technology relationships maintain that the user must sustain their sense of control over technology that they experience as responding to their actions [2,32]. Such views do not seem equipped to map the complexity of different variations of agency that come into play as humans relate to and interact with their smart devices. This paper aims to fill this theoretical and empirical gap.



Table 1 summarizes important earlier work on agency. We can distinguish the following focuses: (i) humans, (ii) technology, and (iii) interaction.



We take the stance that the previous definitions of human agency vs. the agency of technology need to be revised and expanded beyond the simple notion of control and by taking into account human and smart device agency simultaneously. Moreover, in addition to mere theorizing, agency needs to be operationalized. To our knowledge, there does not exist yet a survey scale to assess agency in human–smart device interactions. In this study, we expanded our literature review to construct a survey to explore users’ perceptions of their agency and the agency they attribute to their device.



We acknowledge that our decision to focus on smart devices instead of applications is not unproblematic. However, smart devices comprise a varied group of different kinds of personal gadgets, the use of which is not dominated by applications in the same way as is the case with computers, tablets, and smart phones. Moreover, we argue that users still interact with devices as coherent, singular objects that warrant their treatment as entities in human–device interactions. Smart devices should not be approached as channels of message transferring or human interaction but as participants in communicative exchanges; in fact, a smart device is not a communication medium but a communication “other” [36].



The main research questions of this study are as follows. (1) Is it possible to conceptualize the relationship people have with their smart devices, developing and operationalizing the concepts of user agency and device agency? (2) What is the most appropriate way of defining agency in a survey format? (3) Do user variables such as age, sex, and educational and professional background influence the levels of user and device agency?



We answered these questions by collecting survey responses from 587 respondents and analyzing them statistically. The aim of the study was not developing and confirming a model or theory, but taking preliminary empirical steps in understanding whether conceptualizing user agency and device agency as complementary and separate notions would make theoretical and empirical sense. In the following sections, we will explain our literature-driven preliminary theorizing on user and device agency as well as the process of the building of the survey. We will explain our multiple analyses on the survey data and display our results. Finally, we will discuss the findings and their implications for studying human–technology interactions.





2. Materials and Methods


2.1. Toward Developing a Scale for Agency in Human and Smart Device Relationships


In this paper, we propose a preliminary conceptualization of agency in human–smart device interactions comprising both user agency and device agency. User agency is here conceptualized as a dimension, where at the one end is low agency—a feeling of not mastering one’s device optimally—and at the other end is high agency—a sense of mastery of one’s device. In a similar manner, device agency is a dimension that evolves from low agency—the device does not have the capacities to do things that are meaningful for the user’s goals—to high agency—the device has its own relevant action capacities that can help the user to reach their goals. We will later explicate the literature behind our conceptualizations, and for a quick reference, the reader is advised to look at Table 2.



We propose that the dimensions of user agency and device agency are independent. This means that a person can be simultaneously high in both or, likewise, low in both these dimensions. In this way, we obtain a matrix of four different ways the user can relate to their device (Figure 1). These user–device dynamics have been named controller, collaborator, detached, and victim.



In our theoretical model, a controller is a user who attributes agency to themselves but less to the device. A controller sees oneself as a capable user and the device either as not having any independent capabilities outside the user’s control or as completely unable to do things.




2.2. On Developing the Agency Survey


The survey developed in this study aimed to further define the concepts of user and device agency in human–smart device interactions. It is exploratory and preliminary in nature; we aimed to understand if the relationships that people develop with their smart devices can be effectively conceptualized using these two notions.



Based on an extensive literature review on agency, efficacy, and related notions within the fields of HCI in particular and IS in general, we formulated 16 survey items concerning the agency of both the user and the device. The final survey included four items designed to capture high user agency, four on low user agency, four on high device agency and four on low device agency. The survey thus included eight items of user agency and eight of device agency. In Table 2, we show the underlying construct and the sources that suggested each survey item.



In addition to the dimensions of user agency and device agency measured as explained in Table 2, the survey included scales developed for other constructs used both within HCI and other fields to describe how people interact with technology:




	
The functionality or usability of the device [39,40,41].



	
Price utility: the perceived good use of money when purchasing the device [42].



	
Self-extension [39,43].



	
The social aspect, such as using the device to express social status or to enhance social relationships [39,41,42]



	
The emotional dimension [39,41].



	
Attributing human-like qualities to the device, anthropomorphism [20,38].








All constructs were measured with multi-item scales designed specifically for the purposes of this study. The survey also included a set of questions for describing the sample (the respondents’ sex, age, educational background, etc.).




2.3. Data Collection


The survey used in this study was actively shared by the authors on different social media (Facebook, Twitter, Reddit, LinkedIn) as well as mailing lists of technology professionals. The people reached were encouraged to further share the survey in their social media or other channels. In the data collection, we used an anonymous Qualtrics format. The data were stored at a Tilburg University data repository according to the GDPR protocol. The data are be available for the scientific community for the next 10 years [43].



In the final part of the survey, we asked the participants to describe their relationship with their smart device in the form of a few open questions. This part of the survey was analyzed with sentiment analysis and tag cloud techniques in order to investigate the validity of our proposed conceptualization of human and smart device agency with other alternative methods compared to that of a statistical analysis. In the last part of the survey, we inquired whether the participants would be interested in an interview about their smart device use, with the aim of performing a second iteration of this preliminary study.



For the purposes of this research, we originally obtained data from 809 participants. The removal of all incomplete surveys, that is, surveys where the respondent had not answered all questions, left a dataset of 587 surveys.



The respondents came from 70 different countries from all continents and resided in 75 different countries. As is evident from Table 3, the obtained sample is skewed toward highly educated professionals and people very knowledgeable of technology. This constitution of the sample naturally places a constraint on the generalizability of the results. However, it also provides a unique window into the agency of a very particular user group.



In the beginning of the survey, the respondents were asked to pick one personal smart device that they use and keep it in mind when responding to the questions. Only if the respondent indicated not owning an actual smart device, then they were encouraged to take the survey while thinking about their mobile phone or computer.





3. Results


We first present the results of our statistical analyses. Next, we move on to those of the tag cloud analysis and finally present the sentiment analysis results.



3.1. Exploratory Factorial Analysis


With the exploratory factorial analysis, we aimed at investigating the emergence and patterning of the constructs previously specified. We were especially interested in whether and how the constructs of user agency and device agency would emerge from the data. The preliminary statistical analyses showed that the data is non-normal, but conducting exploratory factorial analysis is valid in these circumstances, because we are not testing a theory (merely exploring whether certain conceptualizations of agency make sense) or aiming to generalize the results beyond this specific sample [44].



When designing the survey, our intention was to create a new measure to explore a variety of nuances of agency. As we did not aim to artificially heighten Cronbach’s alpha by building in some redundancy to the scale, that is, repeating the same question in different versions [45], a low Cronbach’s alpha is to be expected. Indeed, not unexpectedly, the Cronbach alphas were only 0.44 for device agency and 0.62 for user agency. As the low alphas might raise some discussion, we would like to note that the Cronbach alpha has been a widely discussed measure with a lot of disagreement on the appropriate acceptability range. Many scholars have warned against using any automatic cutoff criteria, suggesting that researchers should not draw conclusions on scale adequacy based only on Cronbach’s alpha, because the purpose and stage of the research as well as the decisions that are supposed to be made using the scale all influence what is adequate reliability [46].



We conducted a Principal Axis Factor analysis with oblique rotation (Promax) on all 35 agency-related questions in the survey. The Kaiser–Meyer–Olkin measure (KMO = 0.84) verified the sampling adequacy for the analysis. All except six of the KMO values for individual items were greater than 0.5. Since the six items were not included in the agency factors that emerged in the factorial analysis, they were not part of the further statistical analyses, and hence, their low KMO did not present a problem.



Eight of the factors that emerged in the exploratory factorial analysis had eigenvalues larger than Kaiser’s criterion of 1. In combination, these eight factors explained 54.89% of the total variance. The scree plot was rather ambiguous, containing inflexions that justified retaining two, four, six, or eight factors. Six of the factors made theoretical sense and were named user agency, device agency, self-extension, functionality, anthropomorphism, and feelings.



We conducted a second exploratory factorial analysis focusing on the 16 survey questions concerning only agency. A Principal Axis Factor analysis was conducted with oblique rotation (Promax), extracting two factors (user agency and device agency). The KMO of 0.78 confirmed the adequacy of the sampling. As expected, two factors emerged: user agency and device agency. They had eigenvalues of 2.07 and 3.34, respectively, and together, they explained 33.81% of the variance. The goal was to obtain a simple factorial structure [47], where each factor had only a few high loadings and the rest of them were (close to) zero. We removed variables that had no loadings on either factor or had low loadings, as well as variables that cross-loaded on both factors. One variable at a time was deleted. The KMO was 0.7. The resulting two factors are shown in Table 4.



The variables included in these two factors had significant loadings on both factors, had no cross-loadings, and the scales had good internal consistency. Moreover, when selecting the final items to be included in the factors, we took into account the fact that when the sample size is greater than 100, factor loadings of 0.30 and higher can be considered significant [47].



These new constructs had Cronbach’s alphas of 0.66 (device agency) and 0.62 (user agency). According to [48], values of 0.6–0.7 are acceptable Cronbach alphas, especially in an exploratory study where a new scale is being tested. In addition, these agency constructs have a close-to-zero correlation with each other and have eigenvalues of 1.82 and 2.1. These two constructs account for 49% of the variance in the sample.



The factors of user agency and device agency consist of items belonging to the original agency and device agency survey scales. In Table 5, we present Pearson’s correlations of all of the agency items of the survey and of the constructs of user and device agency.



The table shows that items Q1, Q5, Q9, and Q13 are all negatively correlated with user agency. Items Q2, Q6, Q10, and Q14 are all positively correlated with user agency. At the same time, Q3, Q8, and Q11 are all negatively correlated with device agency, and item Q15 has a practically zero correlation. Finally, Q4, Q7, and Q12 are all positively correlated with device agency, while item Q16 has a zero correlation with it. This is in line with how we outlined the notions of high user agency, low user agency, high device agency, and low device agency (see Figure 1 and Table 2).



Items Q4, Q5, Q12, and Q7 had the highest correlations with device agency, while items Q6, Q10, Q14, and Q16 correlated highly with user agency. Items Q1, Q8, Q9, Q11, and Q15 had low correlations, pointing to the possibility that they measured aspects of relationship with devices that are not relevant in terms of agency and possibly measure a different dimension. These items measured either such aspects of user experience that are not directly related to the experience of using the device meaningfully (positive feelings, understanding how the device works) or highlight the device as having an independent intelligence and interaction capacity or an ability to outperform the human. It is possible that the high-device-agency items Q8, Q11, and Q15 over-anthropomorphized the device and represent such cognitive and interactional skills that the respondents were not willing to attribute to a smart device.




3.2. Tag Cloud Analysis


To conduct this analysis, we used the responses to the optional open question at the end of the survey where we asked the respondents to freely share their opinion regarding the relationship that they experienced with their smart device of choice. Our aim was to understand if users that were classified into different categories of device and user agency had a different way to describe their experiences with their device. In other words, if these constructs are irrelevant, we would expect no differences between the aggregate conversations of two different categories.



We grouped the respondents according to high and low user and device agency in the fourfold matrix of user–device agency (Figure 1). We then extracted the relevant keywords of the comments using a technique called bag of words where we analyzed the most relevant keyword in the text. The text had a pre-elaboration process consisting of two phases:




	
Phase 1: the removal of punctuation and stop words;



	
Phase 2: the removal of secondary stop words with the help of a domain expert.








The results are shown in Figure 2.



For each category, we can observe the most relevant keywords and their size reflecting the frequency of the words themselves. We can note the following:




	
In the box of the controller (upper left), we see, firstly, a plethora of action verbs pop up, verbs such as make, work, need, know, watch, and learn, and, secondly, nouns such as tool, interaction, goals, user, time, sense, and function. There is a striking absence of any negative words. The words give an impression of function orientation and activity, which seem to fit with the profile of the controller as someone who attributes high agency to themselves while keeping their device as just a tool with low levels of independent agency.



	
The box of the collaborator (upper right) has emphasis on communication- and interaction-oriented words, for example, need, feel, objects, human, situation, want, gathering, intrusive, missing, communication, helps, effects, disappointed, feedback, addict, and consent. This tag cloud segment seems to implicate a more personal relationship with the device and, notably, lacks the action and tool-oriented impression provided by the controller segment.



	
In the segment of the victim (lower left), the words “Alexa” and “way” pop out first; however, further exploration reveals that the box contains many negatively loaded words: hate, error, try, stupid, avoid, yelling, and laziness. In the victim’s polar opposite segment, that of the controller, such negative expressions are absent, and the words related to actively performing an action that characterize the controller are not seen in this segment.



	
In the detached segment (lower right), we see a multitude of nouns referring to the actual device the people are talking about, such as vacuum, keyboard, phone, function, solution, robot, and camera. Hence, the most important keywords are just about the technology and not about the actions and feelings of the user in interaction with the device, unlike in the tag clouds of the other three interaction styles. In this segment, some verbs, such as “feel”, have a negative in front of them in the original data (“do not feel”).








Consequently, we can conclude that this analysis provides preliminary support to the idea of conceptualizing the relationship that users have with their devices as composed of two components: device agency and user agency.




3.3. Sentiment Analysis


We used the data provided by the open question of the survey for conducting a sentiment analysis. We calculated the aggregate polarity and aggregate subjectivity of each group:




	
Polarity refers to the strength of opinion that a person has in relation to the subject that is being described. It ranges between −1 (negative opinion) and +1 (positive opinion);



	
Subjectivity refers to the degree to which a person is involved with the device and measures the degree to which the experience is described using facts versus personal stories. It ranges between 0 (factual conversation) and +1 (personal opinion).








As we are analyzing the aggregate sentiment of each group, it is reasonable to assume a convergence toward the mean of the group. Therefore, the sentiment should be somehow centered to the middle of the scale. However, different groups should still have different values.



Observing the plot in Figure 3, we see that participants belonging to the preliminary groups detached and controller express more positive sentiments (Polarity, X-axis). This is in alignment with previous research. Users have been found to perceive their interactions with smart things more positively when exercising their agency compared to situations where the objects are the agents [34]. In addition, users who feel more superior to their VCSA, regarding it as a servant, are more likely to have increased interactions with it [31]. Collaborators, who attribute high agency both to themselves and to their device, differ from the other three profiles by being more fact-based and less opinionated (Subjectivity, Y-axis) in their discourse. Possibly, the tendency to attribute agency both to yourself and to your device goes hand in hand with the adoption of more factual and less opinionated language and, according to our theorizing, reflects the aim of these users to have a more multi-faceted and collaborative relationship to their personal devices.



Victims and collaborators are similar on the axis of Polarity, as they are both skewed toward neutrality rather than positive sentiment; however, we can observe a difference on the axis of Subjectivity. Supporting the profiling of victims as attributing low agency to themselves and high agency to their devices, their discourse is more opinion-based and draws less from factual language.




3.4. Data Analysis: User and Device Agency and the Background Variables


Using statistical analysis, we investigated whether the levels of user agency and device agency depend on the following background variables: the respondents’ (1) age, (2) sex, (3) educational level, (4) professional field, (5) working experience, (6) working situation, and (7) professional knowledge of one or more of the following disciplines: (i) the Internet of Things, (ii) Human–Computer Interaction, (iii) Artificial Intelligence, (iv) Big Data, or (v) Requirement Engineering. In addition, the survey included a question concerning (8) whether the respondent had been professionally involved in researching, producing, marketing, or selling smart devices, and (9) the category of the device that they wanted to focus on when taking the survey.



In analyzing the normality of the data with a visual inspection of the histograms, using the Shapiro–Wilk test, and conducting an analysis of skewness and kurtosis, we found that the data were not normally distributed. For this reason, we conducted all the statistical analyses first with non-parametric tests that do not assume normality. We also conducted the analyses with the parametric equivalents. The same results were obtained in both cases. Authors in [48] argued that ANOVA is a robust method also when the data are not normally distributed, and it is therefore to be preferred over the weaker Kruskall–Wallis. Thus, we present the results of ANOVA and the parametric tests that follow.



The non-parametric tests conducted were those of Kruskall–Wallis, Dunn (pairwise comparisons), and Mann–Whitney. The parametric ones were one-way ANOVA and post-hoc (i) Tukey, (ii) Bonferroni, (iii) Games–Howell, and (iv) Gabriel, all of which yielded identical results. Since our sample sizes were nonidentical, we report the results obtained with Gabriel. Finally, we also conducted an independent sample t-test.




3.5. Background Variables and Their Relationship with User Agency


In our sample, the mean of user agency was 2.44, which indicates a moderate level on the scale of 1–5, where 5 denotes the highest agency level. Levene’s test was used to analyze whether the variances of the subgroups created using the segmenting variables differed from each other significantly [49].



The Levene’s F test revealed that in terms of (1) age, the homogeneity of variance assumption was not met (p < 0.05). Hence, Welch’s adjusted F ratio was used. According to the one-way ANOVA, age did not have a significant effect on user agency (Welch’s F4223.77 = 2.30, p > 0.05, est. ⱷ2 = 0.01).



The one-way ANOVA showed that there was no significant effect of the (2) respondent’s sex (F2584= 0.662, ns, ŋ2 = 0.002) on user agency. Since we had only six respondents not identifying as either male or female, we also conducted an independent sample t-test with only those who identified as either male or female. In this way, we obtained the same result: sex does not affect user agency (t (579) = 0.614, p < 0.05, r = 0.03). Subsequent ANOVA analyses showed that (3) educational level (F5581 = 0.7, ns, ŋ2 = 0.006), (4) professional field (F8578 = 1.287, p > 0.05, ŋ2 = 0.018), (5) length of working experience (F7579 = 0.897, ns, ŋ2 = 0.01), and (6) working situation (F3583 = 0.770, ns, ŋ2 = 0.004) did not have significant effects on user agency.



The (9) category of device had a significant effect on user agency as shown through a one-way ANOVA (F8578 = 8,025, p < 0.01, ŋ2 = 0.10). More specifically, the respondents who chose a household cleaning device when responding to the questions scored highest on user agency (M = 2.83, SD = 0.83). The respondents choosing to focus on a personal assistant device had the lowest user agency (M = 1.99, SD = 0.81). We conducted post-hoc analyses to investigate which differences in user agency in terms of the category of device were significant. We used Gabriel’s test because of the differences in sample sizes [49].



Table 6 presents the significant differences in user agency. The plot shows how many respondents chose a particular device category (n), the mean score on user agency (M), the standard deviations (SD), all the significant differences between device categories with the significance levels indicated, and the 95% confidence intervals.



According to the post-hoc tests, respondents choosing a personal assistant device (M = 1.99, SD = 0.81) had a significantly lower user agency than those choosing a smart watch/bracelet (M = 2.58, SD = 0.79), p= 2.1472 × 10−7, with a Cohen’s effect size of −0.7328 at a 95% CI [−0.9022–−0.2676].



The respondents who chose a personal assistant device when taking the survey, scored significantly lower on user agency than those participants who focused on a household cleaning device (M = 2.83, SD = 0.83), p = 1.3608 × 10−8, with an effect size of −1.0332 at a 95% CI [−1.2678–−0.4194]. The personal-assistant device owners also had a significantly lower user agency compared to those who focused on other household devices (M = 2.73, SD = 0.74), p = 0.000013, with an effect size of 0.9480 at a 95% CI [−1.1911–−0.2776]. These differences all hold at the Bonferroni-adjusted [29] alpha level of p = 0.00625.



The respondents taking the survey with a personal assistant device in mind had a significantly lower user agency than those focusing on a personal hygiene device (Mean = 2.72, SD = 0.72), but this p = 0.009 does not hold valid after the Bonferroni correction. The effect size was 0.9459 at the 95% CI [1.3586–0.0921]. In addition, the respondents choosing a personal health device (M = 2.59, SD = 0.82) differed from those choosing a personal assistant device (p = 0.019, effect size 0.7335, 95% CI [−1.1430–0.0484]. These did not hold after a Bonferroni correction.



Moreover, the participants who chose a smart tv/video streaming device (M = 2.30, SD = 0.76) scored significantly lower on user agency than those who chose a household cleaning device (M = 2.83, SD = 0.83), p = 0.001, with an effect size of 0.6686 and with a 95% CI [0.1302–0.9324]. This p holds at the Bonferroni-adjusted p-level of 0.00625. The respondents who did not choose to answer based on a smart device but chose a computer/mobile phone (M = 2.34, SD = 0.61) had significantly lower user agency compared to those choosing a household cleaning device (p = 0.011, effect size: 0.6814, 95% CI [0.0589–0.9311]). This does not hold after the Bonferroni correction.



To compare the levels of user agency between (7) those who indicated having professional knowledge of fields related to smart devices with the respondents who did not, we conducted an independent sample t-test. There was no significant difference (t (585) = −0.51, p > 0.05).



An additional independent sample t-test was conducted to compare the user agency of those who (8) indicated having professional experience with researching, producing, marketing, or selling smart devices with that of those who did not. Respondents with professional experience with smart devices (M = 2.35, SD = 0.82) differed significantly from those with no experience (M = 2.50, SD = 0.78) (t (585) = 2.31, p = 0.021, 95% CI [0.02341–0.28769]). In other words, people who had professional experience with smart devices reported a lower user agency than those without this kind of experience.




3.6. Device Agency and the Background Variables


To analyze whether the demographic and other background variables affected device agency, we conducted the same analyses consisting of one-way ANOVAs and t-tests as in the case of user agency. The mean of the device agency was 1.31, which, on a scale of 1–5, is very low. Thus, our respondents did not attribute much agency to their devices.



According to one-way ANOVA, the respondent’s (1) age (F4586 = 1.61, p > 0.05, ŋ2 = 0.01) and (2) sex (F2584 = 0.79, ns, ŋ2 = 0.0027) did not have significant effects on the level of device agency. Six respondents did not identify as male or female, so we also conducted an independent sample t-test including only those who identified as either male or female. We obtained the same result (t (579) = −0.81, p > 0.05, r = 0.03).



According to a one-way ANOVA, the respondents’ (3) educational level (F5581 = 1.20, p > 0.05, ŋ2 = 0.02), (4) professional field (F8578 = 1.73, p > 0.05, ŋ2 = 0.02), (5) length of working experience (F7579 = 1.51, p > 0.05, ŋ2 = 0.018), (6) working situation (F3583 = 1.91, p > 0.05, ŋ2 = 0.01), and (9) the category of the chosen device (F8578 = 1.44, p > 0.05, ŋ2 = 0.02) did not have significant effects on device agency.



To compare the scores on the device agency of (7) those who indicated having professional knowledge of related fields with the scores of those who did not claim to have such experience, we conducted an independent sample t-test. Professionally experienced people did not differ significantly from people who did not have professional knowledge of smart devices (t (585) = −0.12, p > 0.05, r = 0.01). We also performed an independent sample t-test to compare (8) those with professional experience with researching, producing, marketing, or selling smart devices with those who did not indicate having this kind of experience. Respondents who had professional experience with smart devices did not differ significantly from the participants without such experience (t (585) = −1.34, p > 0.05, r = 0.06).





4. Discussion


In this paper, we have introduced, on the basis of a literature review as well as statistical analyses, a tag cloud analysis, and a sentiment analysis of data collected with a survey, the notions of user and device agency. We are positioning ourselves in conversation with the literature on affordances, especially in the later wave where affordances are defined as emerging from the relationship between the user and the object, thus reflecting the combination of both of their characteristics [7,10]. We agree that the notion of affordances as the designed-in characteristics of an object defining how an object can be used [6] forms the baseline for what affordances are and how the users interact with their devices. The user does not have limitless freedom in perceiving the characteristics of their device.



In this paper, we have looked at the kind of action capacities that the user attributes to their device. The attributed agency is not identical to the actual potentials of the device; the user might perceive the device as unhelpful in completing tasks that the device was designed to perform or even attribute capacities that were not originally designed-in to it. As affordances emerge from the relation between an object and a goal-oriented actor [7,8,9,10,13], the notion of agency, understood in a broad way as in this paper, can contribute to providing a deeper insight into what these goals are and how the users position themselves as able or not able to realize them.



Currently, the notion of both humans and technology having agency of their own, albeit of a different kind, and technology as both enabling and restricting human agency, is rather widely accepted [7,16,17,18,19,20,21]. We align ourselves with this thinking, but at the same time, we have attempted to elaborate on what agency actually means, taking the stance that the agency of technology is always also something attributed to it by humans.



This paper positions itself in conversation with the notion of agency as understood in the fields of Information Management, especially HCI, while also borrowing from psychology. In HCI, agency has traditionally often been defined as the user’s sense of control over the device. In this paper, we have argued that this conceptualization is too narrow to capture the full range of what agency can mean in terms of a human user’s relation to their device. Moreover, as authors in [3] have argued, both the user’s immediate sense of agency in terms of individual actions happening at a timescale of less than a second and the feeling that they have mastery over their long-term goals are important in terms of the user experience. The items included in our analysis cover, theoretically, actions at any timescale while reflecting the user’s sense of agency as accumulated over the course of repeated device interactions.



Observing the constitution of the agency factors as they emerged in our exploratory factorial analyses offers interesting insights. User agency emerged as the user’s experience in that they are using the device flexibly and in the best possible way so that the device is actually helpful in achieving their goals. Feeling positive about the device or understanding how it works were not part of user agency as it emerged in this study. Device agency emerged as a concept that reflects whether or not the device is perceived as being able to independently initiate, change, and stop its actions and function independently of the user. Interestingly, the device’s agency was not a matter of it, e.g., having intelligence of its own or being an intelligible interaction participant. Thus, device agency emerged as a concept in alignment with the notion of authors in [19]: actions explainable by material cause and effect represent the kind of agency traditionally attributed to both humans and technology.



In our analyses, user agency emerges as the experience of being able to use the device flexibly in unison with one’s own personal goals; aspects related to positive feelings with the device, perceiving oneself as able to understand how it functions, or any anthropomorphized sense of the device as an active participant in the interaction did not emerge as related to the user’s sense of agency. Thus, user agency is defined as the general experience of being able to use the device optimally to realize one’s goals, while device agency is more specifically about the gadget initiating, changing, or stopping its functions dependent or independent of the user.



4.1. User and Device Agency and Their Implications for Designing HCI Experiences


In this paper, we argued that agency is not only about the user’s feeling of control over a device, especially when defined in a simple motor-cognitive manner. Agency is a dimensional concept that has a low and a high end, and the agency that the user attributes to themselves is separate from the agency that they attribute to their device.



In this research, personal assistant devices stood out from the other devices. The participants choosing to focus on them experienced significantly less user agency than the users who chose to focus on other devices when taking the survey (see Table 6). Personal assistants are sophisticated devices designed to make users perceive them as more than just objects, inviting users to anthropomorphize them. It is possible that this creates high expectations for both what the device should be able to do and for what the user should be able to perform with it. We hypothesize that personal assistants are examples of devices that are very prone to creating frustrating experiences for the user, as here indicated by lower levels of user agency. Designers of user experiences should take into account the fact that personal assistant devices seem to be a particularly challenging device group in terms of creating a sense of agency for the users. Their sense of agency could be increased by offering the users more chances to feel that they can use the device to serve in reaching their goals and that they can learn to use it in increasingly optimal ways.



Perhaps surprisingly, people with professional experience with smart devices scored lower on user agency than the respondents without such experience. It is possible that their more in-depth understanding of devices causes this group to place higher expectations on themselves with regard to what they should be able to do and achieve with their device. It seems that interface designers should pay specific attention on increasing the agency of these type of tech-savvy users. This could be accomplished by providing them more personalized chances to develop an understanding of the functions of the device and how they can be streamlined with their goals and actions, and perhaps by providing them feedback to underline the experience that they are using the functions of the device in an increasingly optimal manner.



We acknowledge that further research is needed to confirm and better understand the suggested classification of user–device interactions into the four different groups. In the future, the categorization matrix of controller, collaborator, detached, or victim may be beneficial for designers in creating HCI experiences. In our study, these user profiles were not dependent of the background variables such as the user’s age, sex, or education, but on the kind of device the user is interacting with. This means that instead of categorizing the users per se, we are suggesting a way to classify a particular user’s interactions with a particular device. We assume that users can manifest different kinds of relationship profiles with different devices, and thus, they could possibly be characterized by a collection of different user–device interaction profiles.



According to our theory, the user feeling agentic in relation to their device is always to be preferred over them not feeling this way. In this, we align with previous research that has often argued that positive user–device relationships are based on the user experiencing that they are in control and that the device is not outsmarting them [31,34,35]. While the user’s experience should always be agentic, a positive relationship with a device can include the user attributing both high or low agency to their device. In this study, low device agency meant that the device was not seen as able to independently start, modify, and finish its processes. Thus, low device agency should not be perceived as a negative element; instead, in some devices and contexts, such an aspect may actually foster a positive user experience.



We suggest that interfaces should be designed in a manner that allows the user to feel that they are able to use the device to do things that are relevant for them in a specific situation. In other words, the device’s potentials (affordances) should be aligned with the user’s actual needs and goals to support user agency. This could be further reinforced by implementing a feedback system that lets the user know how they have been using their device to fulfil their own personally meaningful goals. Ideally, this feedback system is incorporated into a way of measuring the user’s level of agency with this particular device. Authors in [35] have suggested that balancing human and object agency and enhancing them simultaneously can occur by including human input and incorporating user-related cues to ensure that the invisible user input becomes more visible to the users. We add that this user input should be directly related to the user’s situation-specific goals and designed to highlight the human user being able to use the device in the optimal way.



It should be noted that we do not see agency as a static phenomenon. The user–device interaction profiling is, potentially, a dynamic way to illustrate the user’s journey with a particular device. Furthermore, we suggest that smart device interfaces could potentially be designed with the particular user–smart device interaction profile in mind. The goal would be to foster the evolution of users who manifest detached or victim dynamics toward developing controller or collaborator interactions. We suggest that simplicity of design and underlining the assistance that the device can provide in terms of the user’s personally meaningful and practical goals should be preferred over very sophisticated features, especially to enable the victim or detached dynamics to develop more user agency. Similar points about interface design have been raised earlier by, e.g., Schaumburg, who argued that the designing of user interfaces should be guided by assistance with the user’s task instead of emphasizing social mimicry. If the design efforts to fill the object with social characteristics disturbs the user′s main goal, the technology is likely to be rejected [50].



We do not suggest that the user’s agency, by definition, increases over time in accumulating interactions with a particular device. Quite on the contrary, our results indicate that people who have professional experience with working with smart devices have a lower user agency than people without such experience. It is likely that different users experience different journeys with their devices. This can mean evolving from more to less agency, vice versa, or having a more jigsaw experience including both more and less agentic interactions.




4.2. Limitations and Avenues for Future Research


The results of this study are preliminary and should not be generalized, as our sample consisted, to a high degree, of educated people with professional knowledge and experience with technology. The obvious limitations also include the fact that this study is based on the first iteration of a survey and on an exploratory rather than confirmatory factorial analysis. However, we do venture to argue that we have evidence in support of our theory of agency in human–smart device interactions.



It is plausible that our preliminary survey has not been able to capture all possible nuances and varieties of user agency and device agency. Hence, there can very possibly exist an even richer matrix of qualitatively different agencies that the user can attribute to themselves and to their device, and that these vary based on the category of device. Moreover, the relationship between reported agency attributions and agency manifest in context-dependent and situated interactions with the devices, which are not the same thing, and how, e.g., high user agency shows in actual device use remains to be investigated in future research.



The previous literature on agency is theory-heavy and does not provide many operationalizations of the concept. At its best, studies limit themselves to asking participants whether they feel that they caused a certain action to happen or not (see, e.g., [3,27,28]). At the other end of the spectrum, agency has been defined so vaguely as to mean anything and everything at the same time. With this paper, we hope to advance the conversation of what is agency in human interactions with technology, and what kinds of aspects of user experience should be taken into account in future studies concerning people’s interactions with smart devices. Also, since smart devices are a varied group of increasingly sophisticated devices that serve users in a multiplicity of everyday situations, there is a need to widen our understanding of the aspects of agency in order to better grasp this plethora of attributed agencies at work. It remains for further research to investigate how the different aspects of agency play out with different devices and depending on the context and goal of the user.



We provide preliminary evidence of how the constructs of user agency and device agency can be used as proxies for investigating the user’s experiences with their device. In future research, the conceptualizations presented here should be refined in combination with existing constructs that have proved relevant for describing human–technology interactions, such as anthropomorphism or the expansion of self. In addition, a further iteration of the survey used here should be conducted, taking into account the results of the factorial analysis in designing the survey items and then using an expert panel to assess the new lists of candidate items for the survey. More research is also needed to understand whether the constructs of user agency and device agency function as mediators for other factors mentioned here, such as anthropomorphism [39]. Eventually, the preliminary model of agency in human–smart device interaction could be a part of a wider theory including also a variety of other relevant aspects of how people relate to their devices.



The survey presented in this paper should be further refined and tested with other user populations in addition to those of the highly educated and technologically savvy, and used in unison with other methodologies aiming to grasp the practical and everyday level of device use in relation to the user’s specific attributions of user and device agency. Another promising venue of research concerns the development of user experiences over time and how users can, in interacting with their devices, learn to experience and attribute agency in ways that support them using the device in the manner that is optimal for them.





5. Conclusions


In this paper, we have argued that user agency and device agency exist as two separate constructs that are independent of each other. We reached out to users and explored what kinds of agency they attribute to themselves and to their devices. We show preliminary empirical evidence of the constructs of user agency and device agency and argue that the ways in which users attribute agency to themselves and to their personal devices frame how the users perceive and leverage the affordances of the device. Consequently, the attribution of user and device agency can be approached as a way to measure whether the user masters the potential capabilities of the device in a maximal manner or not. We propose modeling user–device interactions with a fourfold matrix that could serve interface designs by further profiling users and their experiences.
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Figure 1. A collaborator regards their device as useful and helpful, thus attributing agency to it. Simultaneously, they attribute agency to oneself, viewing themself as capable of using the device in a meaningful manner. A victim attributes low agency to themselves but high agency to the device. This kind of user sees the device as able to do things and themselves as not able to use it in a way that they perceive as optimal. A detached user scores low both in self-perceived user agency and in device agency. This is a user that perceives themselves as unable with the smart device, and also perceives the device as not helpful or useful. 
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Figure 2. Tag Cloud Analysis. 
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Figure 3. The four agency profiles according to Sentiment Analysis. 
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Table 1. Agency and the specific focus of seminal papers.
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	Emphasis of Agency
	
	
	
	
	





	Humans
	Intentional binding

[3,27,28]
	The felt life perspective aligning agency with a sense that my actions are my own [15]
	Self-efficacy [14,33]
	Users feeling like masters of their devices interact more with them [31]
	Only humans can make intentional actions; technology is just a mediating artifact or a tool [12,16,18]



	Technology
	User can be a servant of their device [31]
	Humans can feel inept and stupid with technology; technology can facilitate disorder, inefficiency, enslavement, and chaos [30]
	The principle of general symmetry; also, machines can be agents of their own. LaTour: Actor Network Theory.
	
	



	Interaction
	Triadic agency includes the causal agency of artifacts and the intentional agency of humans [19]
	Both humans and smart objects exercise agency, but it is different. Their relationship is built upon a sense of connectedness [34]
	Both humans and technology have agency, and

object agency can be internalized as a part of the individuals’ own power [35]
	Actions emerge out of complicated constellations of distributed agency [21]
	










 





Table 2. The survey items related to user and device agency constructions, their definitions, and references to their theoretical background.
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	High User Agency
	Low User Agency
	High Device Agency
	Low Device Agency





	Q_1 I’m positive about having this smart device as a part of my daily life.





Construct: Feelings and enjoyment,

positive affect





Source: [17,27]
	Q_2 I often feel victimized by my smart device, like it does things to me rather than the other way around.



Construct: Feeling controlled by and incapable in relation to technology





Source: [31,35]
	Q_3 The smart device runs its actions independently of me/does what it does on its own.



Construct: The device’s general capacity to act independently









Source: [20,37]
	Q_4 I feel that my smart device cannot initiate actions on its own.





Construct: The device’s ability to initiate actions independently (reverse verbalization)





Source: [31,34]



	Q_5 It is me, the user, who is in control of stopping tasks/processes with my smart device.





Construct: Control, the feeling that one can control one’s actions to intentionally produce effects in the external world; the user’s sense of being able to choose and change the way the device does things.



Source: [3,15,16,26,29,34]
	Q_6 I am not able to change the way I do things if my smart device is involved; it forces a certain process on me.



Construct: Acting freely with the device when reaching one’s goals













Sources: [3,18]
	Q_7 This smart device cannot independently change the course in how a task is completed.





Construct: Human control, the sense that one coordinates the functions of the object and chooses and changes how technology works, understood as expressing the low agency of the device.



Source: [34]
	Q_8 My smart device has intelligence and understanding of its own, independent of me.





Construct: The device having its own “consciousness” and “free will”; the device’s capacity to, e.g., deviate from expectations and adjust their behavior (internal regulation).





Sources: [21,34,37]



	Q_9 I understand how this smart device works.





Construct: Mastering by learning the operations









Sources: [30]
	Q_10 I have often had a less than ideal way of using my smart device in the past.



Construct: Self-efficacy understood as one’s belief that one uses the device in the way it is supposed to be used (reverse verbalization)



Sources: [33]
	Q_11 My smart device is a true active participant in the interaction I have with it.



Construct: Equal and interdependent interaction with a device seen as an active agent with human-like mental capacities



Sources: [20,21,30,38]
	Q_12 My smart device is fundamentally dependent on me, the human user.



Construct: The independence of the device from the user (reverse verbalization)







Source: [20]



	Q_13 I am using this smart device to execute task(s) that I have freely chosen.





Construct: Acting in a free and independent manner in relation to technology when pursuing one’s goals







Sources: [3,18]
	Q_14 I often think that I cannot really use my smart device to achieve the things I want.



Construct: Control over one’s goals when interacting with technology











Sources: [3,18]
	Q_15 Certain things are performed better by my smart device than by me.





Construct: The human uses the device’s resources by having it act on his behalf; technological agency concerns replacing/taking over of a part of human power



Sources: [14,16,18,35]
	Q_16 My smart device is not really helpful in getting things done.





Construct: Technology facilitates human efficiency and capacities (reverse verbalization)









Sources: [16,30]










 





Table 3. The survey respondents.
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Sex

	
Age

	
Education

	
Professional Status

	
Professional Knowledge

	
Professional Experience






	
Male 68.9%

	
20 or younger 0.2%

	
Informatics, computer science, computer engineering 57.8%

	
High school

or below 1.5%



Bachelor’s 5.6%

Master’s 23.8%

Ph.D. 30.1%

Professors 38.3%

	
Yes 82.8%

	
Yes 39.3%




	
No 17.0%

	
No 60.5%




	
Female 29.9%

	
21–30 years 11.2%

	
Humanistic, social sciences, psychology, education 12.2%

	

	

	




	
Other/prefer not to say 1.0%

	
31–40 years 29.8%

	
Business, finance, management 8.8%

	




	
41–50 years 27.4%

	

	

	

	




	

	
51–60 years 20.3%

	

	




	
61 older 11.1%

	











 





Table 4. Results of the factorial analysis.
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	Factor
	Loading





	User Agency
	



	    Item: Q_14
	0.737



	    Item: Q_10
	0.532



	    Item: Q_16
	0.488



	    Item: Q_6
	0.420



	    Eigenvalues
	1.823



	       % of Variance
	22.79



	       Composite Reliability
	0.66



	Device Agency
	



	    Item: Q_5
	0.672



	    Item: Q_4
	0.571



	    Item: Q_12
	0.562



	    Item: Q_7
	0.482



	    Eigenvalues
	2.103



	       % of Variance
	26.28



	       Composite Reliability
	0.62



	Interconstruct Correlation
	−0.135



	Cumulative Variance Explained

by both factors
	49.07%










 





Table 5. The Pearson correlations.
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	Q1
	Q2
	Q3
	Q4
	Q5
	Q6
	Q7
	Q8
	Q9
	Q10
	Q11
	Q12
	Q13
	Q14
	Q15
	Q16
	Device Agency
	User Agency





	Q1
	1
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	



	Q2
	−0.320 **
	1
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	



	Q3
	−0.008
	0.320 **
	1
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	



	Q4
	0.100 *
	−0.152 **
	−0.259 **
	1
	
	
	
	
	
	
	
	
	
	
	
	
	
	



	Q5
	0.197 **
	−0.299 **
	−0.270 **
	0.351 **
	1
	
	
	
	
	
	
	
	
	
	
	
	
	



	Q6
	−0.048
	0.216 **
	0.167 **
	0.066
	−0.187 **
	1
	
	
	
	
	
	
	
	
	
	
	
	



	Q7
	0.087 *
	−0.142 **
	−0.126 **
	0.296 **
	0.305 **
	0.024
	1
	
	
	
	
	
	
	
	
	
	
	



	Q8
	0.041
	0.175 **
	0.278 **
	−0.215 **
	−0.143 **
	0.136 **
	−0.251 **
	1
	
	
	
	
	
	
	
	
	
	



	Q9
	0.252 **
	−0.201 **
	−0.132 **
	0.122 **
	0.326 **
	−0.097 *
	0.148 **
	−0.103 *
	1
	
	
	
	
	
	
	
	
	



	Q10
	−0.218 **
	0.299 **
	0.068
	0.006
	−0.153 **
	0.217 **
	−0.051
	0.076
	−0.162 **
	1
	
	
	
	
	
	
	
	



	Q11
	0.064
	0.207 **
	0.199 **
	−0.185 **
	−0.128 **
	0.038
	−0.165 **
	0.345 **
	0.024
	0.062
	1
	
	
	
	
	
	
	



	Q12
	0.114 **
	−0.202 **
	−0.260 **
	0.296 **
	0.431 **
	−0.081 *
	0.267 **
	−0.247 **
	0.185 **
	−0.130 **
	−0.182 **
	1
	
	
	
	
	
	



	Q13
	0.200 **
	−0.272 **
	−0.239 **
	0.141 **
	0.328 **
	−0.189 **
	0.172 **
	−0.195 **
	0.245 **
	−0.149 **
	−0.038
	0.311 **
	1
	
	
	
	
	



	Q14
	−0.196 **
	0.270 **
	0.109 **
	0.060
	−0.123 **
	0.311 **
	0.021
	0.005
	−0.151 **
	0.410 **
	0.028
	−0.111 **
	−0.170 **
	1
	
	
	
	



	Q15
	0.182 **
	−0.047
	0.038
	−0.034
	0.023
	−0.012
	0.033
	0.134 **
	0.008
	0.009
	0.169 **
	0.109 **
	0.072
	−0.085 *
	1
	
	
	



	Q16
	−0.219 **
	0.169 **
	0.023
	0.105 *
	−0.024
	0.172 **
	0.060
	−0.027
	−0.122 **
	0.253 **
	−0.034
	−0.036
	−0.121 **
	0.355 **
	−0.202 **
	1
	
	



	Device Agency
	0.174 **
	−0.277 **
	−0.325 **
	0.720 **
	0.721 **
	−0.055
	0.665 **
	−0.308 **
	0.271 **
	−0.112 **
	−0.237 **
	0.700 **
	0.332 **
	−0.047
	0.044
	0.044
	1
	



	User Agency
	−0.244 **
	0.350 **
	0.141 **
	0.086 *
	−0.184 **
	0.648 **
	0.016
	0.070
	−0.195 **
	0.685 **
	0.034
	−0.131 **
	−0.232 **
	0.765 **
	−0.103 *
	0.629 **
	−0.066
	1







**. Correlation is significant at the 0.01 level (2-tailed). *. Correlation is significant at the 0.05 level (2-tailed).













 





Table 6. Post hoc analyses, significant comparisons in user agency. Note that ** imply that the difference is significant at the Bonferroni corrected alpha level and that * imply the difference is significant at p = 0.05.
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Type of Device Chosen

	
n

	
Mean

	
SD

	
Mean Differences

	






	
1. Household cleaning devices

	
53

	
2.83

	
0.83

	
1 personal assistant

	
2 household cleaning

	
Confidence Interval (95%)




	
2. Other household devices

	
41

	
2.73

	
0.74

	
0.734 **

	

	
1.1911–0.2776




	
3. Personal hygiene devices

	
15

	
2.72

	
0.72

	
0.725 *

	

	
1.3586–−0.0921




	
4. Personal health devices

	
23

	
2.59

	
0.81

	
0.596 *

	

	
1.1430–0.0484




	
5. Smart watches/bracelets

	
175

	
2.58

	
0.79

	
0.585 **

	

	
0.9022–0.2676




	
6. Computers and smartphones

	
76

	
2.34

	
0.61

	

	
−0.495 *

	
−0.0589–−0.9311




	
7. Smart TVs and video-streaming devices

	
112

	
2.30

	
0.76

	

	
−0.531 **

	
−0.1302–0.9324




	
8. Personal assistant devices

	
86

	
1.99

	
0.81

	

	
0.844**

	
1.2678–0.4194
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