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Abstract: Addressing the inadequacy of medical facilities in rural communities and the high number
of patients affected by ailments that need to be treated immediately is of prime importance for
all countries. The various recent healthcare emergency situations bring out the importance of
telemedicine and demand rapid transportation of patients to nearby hospitals with available resources
to provide the required medical care. Many current healthcare facilities and ambulances are not
equipped to provide real-time risk assessment for each patient and dynamically provide the required
medical interventions. This work proposes an IoT-based mobile medical edge (IM2E) node to
be integrated with wearable and portable devices for the continuous monitoring of emergency
patients transported via ambulances and it delves deeper into the existing challenges, such as
(a) a lack of a simplified patient risk scoring system, (b) the need for architecture that enables
seamless communication for dynamically varying QoS requirements, and (c)the need for context-
aware knowledge regarding the effect of end-to-end delay and the packet loss ratio (PLR) on the
real-time monitoring of health risks in emergency patients. The proposed work builds a data path
selection model to identify the most effective path through which to route the data packets in an
effective manner. The signal-to-noise interference ratio and the fading in the path are chosen to
analyze the suitable path for data transmission.

Keywords: IoT; edge; fog; VANETs; Wi-Fi; telemedicine; routing

1. Introduction

The year 2020 was a very difficult time for human civilization, with the new challenge
of COVID-19 staring the world in its face [1,2]. The challenge of COVID-19 management
was felt by the whole world, especially by developing countries across the globe.

Healthcare facilities handled the humongous rush of patients all across the world
by delivering remote health services through telemedicine wherever appropriate [3].
Telemedicine primarily concerns extending healthcare to people who are in locations
where expert medical care is difficult to provide. Developing countries require an efficient
telemedicine system to fill the gap between the nonavailability of proper healthcare in
rural or suburban areas and multispeciality hospitals in urban areas [4,5]. In most of these
instances, an ambulance is employed. The ambulance used in these scenarios must be
equipped with multiple pieces healthcare equipment that are normally available in a hos-
pital’s emergency ward. Most of the present telemedicine ambulances are only equipped
with devices to monitor vital signs. However, in addition, the monitoring of the real-time
health status of critical patients and reliable transmission of the same data to doctors when
en route to reference hospitals might prevent the occurrence of an increase in the risk
levels and even loss of life. Ambulances equipped for telemedicine need to be capable
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of transmitting a variety of time-critical and temporally varying biosignal elements with
varying QoS requirements, apart from the possible transmission of multimedia data. This
makes seamless network connectivity indispensable. Thus, the transition to telehealth has
been unprecedented but can help shape and configure post-pandemic well-being.

In this work, we consider a scenario where a mobile ambulance carrying a critically ill
patient needs to reach a hospital, and the vital signs of the patient need to be transmitted
to the hospital in the meantime from the ambulance. We have studied the transmission of
biosignals such as pulse rate (PR) and electrocardiogram (ECG) along with voice signals in a
vehicular ad hoc network (VANET) environment. A spatio-temporal study was conducted
in Mysuru City, India, by dividing the day into seven temporal parts, and a 6 km stretch of a
four-way highway road network was considered. However, the architectures, frameworks,
and algorithms proposed in this manuscript are applicable across most geographical regions.
In the literature, a comparison of various wireless protocols which are used in healthcare
scenarios has been provided [6,7]. Niyato et al. explore the usefulness of WiMAX in an
e-health context [8].

1.1. Key Contributions of the Paper

Our contributions to the field are as follows:

• To address the needs of the resource-constrained environment, this work proposes an
IoT edge algorithm integrated with a wearable-device-based monitoring algorithm for
edge (WDMA-Edge).

• Currently, a standardized health score to assess patients’ risk levels is lacking. We
propose an on-the-fly emergency health score (OFEHS) to monitor emergency patients
during transit.

• An adaptive QoS-aware packet transmission for fog (AQPT-Fog) algorithm is designed
and implemented to prioritize patient mobilization.

• A simulation study is performed based on real-world traffic data collected from the
stretch of road in Mysuru, India. The results showcase the need to have a dynamic
communication architecture integrating V2I and show that deploying stationary units
greatly improves QoS.

1.2. Paper Outline

The rest of this paper is organized as follows. Section 2 presents a review of the existing
literature related to healthcare service provisioning and Section 3 presents our research ob-
jectives and contributions. An IoT-Enabled Traffic-Aware Telemedicine Architecture (ITTA),
IoT-based Telemedicine Services Framework (ITSF), and an algorithm which includes a
novel mechanism for risk scoring of patients are also proposed in Section 4, along with a
fog computing mechanism as an algorithm. Section 5 presents the details of our simulation
study and the performance analysis. Finally, Section 6 concludes the paper.

2. Literature Review

During the years 2020 and 2021, more than 1 million humans across the world were
infected with the COVID-19 virus [9]. This exponential increase in the disease spread led to
a surge in global demand for intensive care unit (ICU) wards. In order to reduce the strain
on already overburdened hospitals, adopting telemedicine would be great help.

Based on a study performed in England, Richard et al. provide a model for a telemedicine
scenario [10]. The paper highlights how the healthcare infrastructure in England mitigated the
morbidity rate in the country during the COVID-19 pandemic. In contrast, in most developing
countries, due to a lack of enough healthcare access in rural communities, COVID-19 patients
need to be transported by ambulances to urban locations to receive the required healthcare
support [11,12].

This introduces the new challenge of monitoring the patients while they are trans-
ported in mobile ambulances. During the transit of COVID-19 patients, dynamic monitoring
of their vital parameters is important. It is also important that the patient’s risk levels be
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monitored continuously, as the healthcare dissemination plan might change according to
the varying risk levels. The existing literature [13–15] details multiple scoring systems
for determining the critical level of a patient. During emergencies, the lack of a com-
mon standard leads to ambiguity and misunderstandings in information exchange during
inter-hospital transfers. However, existing scoring mechanisms consider pathological pa-
rameters that would be challenging to measure in a moving ambulance and would require
a dedicated laboratory setup available only in hospitals. In order to enable the ambulance
operator and doctors to categorize the patient easily and facilitate the healthcare practition-
ers to function smoothly, we have proposed our monitoring algorithm WDMA-Edge and
scoring mechanism OFEHS.

In order to keep the doctor informed about the patient’s vital signs and the risk level,
this information needs to be transmitted to the remote hospital during the transit of the
ambulance. Insufficient network access in rural areas, which is as little as 18%, is observed
as one of the major challenges in data dissemination [16–18]. The authors of [19] showcase
vehicular-based network access using the 802.11p standard and the authors of [20] present a
health monitoring system utilizing heterogeneous communication based on 6LoWPAN and
the cellular network. However, both the solutions lack seamless continuous connectivity.
The degradation of the signal strength of communication technologies during high-speed
traversal of mobile vehicles poses another major challenge to mobile telemedicine ser-
vices [21,22]. Storing the data in a telemedicine scenario yields several concerns with
respect to the interoperability and privacy of healthcare devices and data while using
cloud-based technologies [23]. Therefore, most of the existing solutions are not acceptable
for solving the specific requirements for mobile telemedicine solutions and are also very
expensive, leading to non-affordability for wide deployments in mobile ambulances.

Achieving stringent QoS requirements for seamless data transmission from mobile
ambulances under different traffic scenarios is considered another challenge. The existing
studies do not detail the impacts due to each and every factor such as varying vehicular
density and velocity along with spatio-temporal variations, and do not propose an inte-
grated solution for meeting the stringent QoS requirement [24–28]. This paper addresses
the lacuna by proposing novel algorithms and methods such as ITTA and ITSF.

Multiple architectures for telemedicine can be found in the existing literature. For in-
stance, Ref. [29] presents an IoT-based architecture which can have remote access to a
patient’s vital signs, such as heartbeat and BP. The measured vital signs are further transmit-
ted over the communication network to a doctor’s mobile phone. The authors of [30] have
come up with a novel embedded platform for the analysis of ECG signals of patients when
being treated remotely. However, their analysis takes place locally, and improvement is
possible by implementing cloud processing and storage. In the proposed work, Refs. [31,32]
propose a smart health-based solution for remote monitoring of patients. The work ad-
dresses important aspects such as accessibility and affordability along with availability.
However, the proposed system does not consider remote monitoring of patients who are
currently in transit in a mobile vehicle.

As observed in the research papers discussed above, the lack of healthcare access
to many portions of the population affected timely assistance during the COVID-19 pan-
demic. Even though multiple implementations and research regarding the monitoring of
patients can be found in the literature, very little research is found towards the continuous
monitoring of patients’ vital signs and criticality levels during transit in an ambulance.
Moreover, most existing medical risk scoring mechanisms require a pathological lab setup
and are challenging to implement on a moving ambulance. Some literature work addresses
the major issue of telemedicine and the solutions with IoT [33]. IoT-based edge traffic
offloading is proposed with a secured cloud environment [34].

Each data packet with patients’ vital signs has its own QoS requirement, and the
telemedicine system needs to adaptively select the communication protocol for reliable
data transmission from the ambulance to the remote hospitals or doctors based on the
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available communication infrastructure. However, the same has not been explored in the
existing literature.

This paper proposes a telemedicine system that continuously monitors a patient’s vital
signs and presents OFEHS, a novel risk-scoring mechanism that can be implemented in
moving ambulances. Furthermore, the paper’s algorithm, AQPT-Fog, adaptively selects
the routing mode based on required QoS parameters and available infrastructure. We have
assumed that the healthcare workers present in the ambulance, as well as the hospitals, are
trained for information collection in real time and interpret the same as required.

3. Proposed Research Framework

The key research objectives considered in this work are given below:

• RO1: Designing a common standard for patient risk scoring during traversal to
the hospital;

• RO2: Hybrid communication architecture for transmitting delay-intolerant health
risk data;

• RO3: Traffic-aware real-time routing of health risk data to the selected hospital.

The proposed method enables the assurance of the QoS of the network with topology
and ensures that the ambulance travels in a route which reaches the hospital as soon as
possible. This work ensures the shortest path along with the tele-assistance to be given to
the patient in the ambulance.

4. IoT-Enabled Traffic-Aware Telemedicine Architecture (ITTA)

The existing mobile telemedicine architectures in the literature have not addressed
some of the key challenges faced by mobile telemedicine networks, such as high delay
sensitivity, very low tolerance of packet loss, traversal of the vehicle across geographically
varied regions, transmission of heterogeneous data with different QoS requirements, and so
on [35]. Since the requirements of a telemedicine system are highly stringent, our proposed
architecture, ITTA, as represented in Figure 1, integrates the concepts of IoT network
architecture with vehicular network architecture.
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Figure 1. IoT-Enabled Traffic-Aware Telemedicine Architecture (ITTA).
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4.1. IoT-Based Telemedicine Services Framework (ITSF)

The architecture ITTA provides multi-tier IoT services for reliable mobile telemedicine
networks in the form of edge, fog, and cloud services. For such service provisioning, we
have proposed a multilayer IoT-based Telemedicine Services Framework (ITSF), as shown
in Figure 2. Each of these layers is envisioned as a service layer to provide multiple services,
which can be assumed to be the sub-components of the respective layers. The real-time
health monitoring service enables the continuous monitoring of the vital biosignals of the
patients. First-level health risk assessment service takes the data provided by the real-time
health monitoring service to yield a better understanding of the patient’s current condition.
At the edge layer, the information dissemination service coordinates with the other services
to ensure that relevant alerts reach the concerned doctor and the paramedics in real time.
The fog layer provides the dissemination of patient-level health risk service, which enables
the reception of the first-level health assessment from IM2E and reliably transmits the same
to the cloud. The cloud layer provides the services of data storage and data processing
with analysis, which aids in the diagnosis of the disease/issue with the patient. Since it is
important to deliver emergency patients’ vital biosignals within the QoS requirements of
the medical data, all the layers provide QoS-aware communication service.

Figure 2. IoT-based Telemedicine Services Framework (ITSF).

4.2. Wearable-Device-based Monitoring Algorithm for Edge Device (WDMA-Edge)

The IM2E node consists of a telemedicine ambulance integrated with healthcare equip-
ment and wearable devices for continuous monitoring of the patients. Such an integrated
approach in edge nodes is required for handling COVID-19 pandemic situations [36].

Secondary transfers are intra- or inter-hospital transfers required for the survival of
almost all critical cases in the emergency department (ED) and can sometimes lead to
adverse risk levels of patients [14,37]. All these clearly indicate risk scoring, real-time
monitoring, and risk assessment of emergency patients. Vital parameters such as pulse rate
(PR), blood pressure (BP), blood oxygen saturation level (SpO2), breathing rate, and body
temperature are some of the most important vital parameters that can reflect patients’ health
conditions and risk levels. Many IoT-based systems for health monitoring are proposed in
the literature [38]. AI-enabled autonomous devices employ a route source recommendation
protocol [39], while blockchain-based solutions integrate lightweight advanced identity
management systems [40]. Additionally, traffic congestion is addressed through rule-based
management systems for the Internet of Vehicles in smart cities [41].

Therefore, considering the importance of monitoring patients during transit, it has
been realized that the health risk level of a patient needs to be quantified on the fly,
in order to make better decisions. This has led to the development of various risk-scoring
mechanisms over time. A few of the relevant ones are Rapid Emergency Medicine Score
(REMS), Revised Trauma Score (RTS), Trauma Score (TS), Acute Physiology and Chronic
Health Evaluation (APACHE) II, Simplified Acute Physiology Score (SAPS), and Rapid
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Acute Physiology Score (RAPS) [42]. However, these risk-scoring mechanisms consider
parameters which require a lab environment, which is challenging in an ambulance.

After analyzing the existing scoring mechanisms and integrating the suggestions
provided by doctors practicing emergency medicine, a modified scoring mechanism, On
Fly Emergency Health Score (OFEHS), has been proposed. The focus of this scoring
mechanism is on the analysis of patients during transit from the patient location to the
hospital location, keeping in mind the requirement for faster first-level decision making.
The scoring chart for the same is provided in Table 1. To monitor the patient’s vital signs and
to determine the first-level risk analysis using OFEHS, a wearable-device-based monitoring
algorithm for edge device (WDMA-Edge) is proposed, as shown in Algorithm 1. The details
of hardware components and devices required for the same, as well as their functioning,
have been discussed in [43–45].

Algorithm 1 Wearable- device-based monitoring algorithm for edge device (WDMA-Edge)
1: Activate sensing module
2: Initiate value of time instance i = 1
3: Record BP
4: switch systolic do
5: case (>=119 <=123) : syscore = 0
6: case ((>=109 <=118)||(>=124 <=129)): syscore = 1
7: case ((>=99 <=108)||(>=130 <=139)): syscore = 2
8: case ((>=79 <=98)||(>=140 <=149)): syscore = 3
9: case ((>=70 <=78)||(>=150 <=159)): syscore = 4

10: case ((>=60 <=69)||(>=160 <=169)): syscore = 5
11: case ((>=50 <=59)||(>=170)): syscore = 6
12: switch diastolic do
13: case (>=75 <=79) : diascore = 0
14: case ((>=70 <=74)|| (>=80 <=89)): diascore = 1
15: case ((>=50 <=69)|| (>=90 <=99)): diascore = 2
16: case ((>=40 <=49)|| (>=100 <=109)): diascore = 3
17: case ((>=30 <=39)|| (>=110 <=119)): diascore = 4
18: case ((>=20 <=29)|| (>=120 <=129)): diascore = 5
19: case ((<=20)|| (>=130)): diascore = 6
20: Record BP
21: if PR > 0 then
22: switch PR do
23: case (>=70 <=99) : prscore = 0
24: case ((>=100 <=119)|| (>=55 <=69)): prscore = 2
25: case ((>=120 <=139)|| (>=40 <=54)): prscore = 3
26: case ((>=140 <=159)||(<40)): prscore = 4
27: case ((>=160 <=200)): prscore = 5
28: else
29: alert: “Check the equipment status”
30: end if
31: Record SpO2
32: switch Oxygen do
33: case (>=95) : oxygen = 0
34: case (>=91 <=94) : oxygen = 1
35: case (>=84 <=90) : oxygen = 3
36: case (<84) : oxygen = 4
37: syscore = Sysi
38: diascore = Diai
39: prscore = PRi
40: oxygen = Oxyi
41: i = i + 1
42: RStoti = Sysi + Diai + PRi + Oxyi
43: Transmit RStoti to hospital
44: Record the next set of values : GOTO step 3
45: RStot = ∑

j
i=1 RStoti

46: RStot = RStot
j
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Table 1. On Fly Emergency Health Score (OFEHS).

6 5 4 3 2 1 0 1 2 3 4 5 6

Systolic (mmHg) ≥170 160–169 150–159 140–149 130–139 124–129 119–123 109–118 99–108 79–98 70–78 60–69 50–59
Diastolic (mmHg) >130 120–129 110–119 100–109 90–99 80–89 75–79 70–74 50–69 40–49 30–39 20–29 <20
Heart rate 160–200 140–159 120–139 100–119 70–99
SPO2 (%) <84 84–90 91–94 ≥ 95

4.3. Algorithm

Table 2 provides the list of notations used in the Algorithm 1. The patient’s risk score
in the ambulance is recorded at every instance of time and the mean risk score of all the
instances is transmitted to the hospital where the ambulance is headed. The risk scores are
judged by the hospital as (a) 0–1 is low risk, (b) 2–4 is medium risk, and (c) 5 and above is
high risk.

Table 2. Notations used.

Notation Meaning

Sysi Systolic score at ith instance
Diai Diastolic score at ith instance
PRi PR score at ith instance
Oxyi Oxygen Saturation score at ith instance
RStoti Total risk score at ith instance
RStot Total risk score
RStot Mean risk score
j Total time instances of measuring values
A denotes the received power
I approximates the fading effect of each transmission channel
C The power required to transmit each packet.
i Data instance
Aij, Cj Received signal strength
N Maximum nodes in the topology of the selected path
T System throughput
S Path selection parameter

4.4. Adaptive QoS-Aware Packet Transmission for Fog (AQPT-Fog)

In mobile telemedicine systems, prime importance is given to delivering emergency
patients’ vital biosignals within the QoS requirements of the medical data. Based on the
detailed study and interviews with doctors and technicians from multiple hospitals QoS
requirements as shown in Table 3 [46,47] have been framed. The vital signs such as BP, PR
and ECG, along with voice, which are important in the case of COVID-affected patients,
have been considered. For each of these data types, packet data rate, end-to-end latency
and packet loss ratio are considered as major QoS parameters.

Table 3. List of QoS requirements.

Data Type Required Data Rate Max Delay Allowed Maximum Packet Loss Allowed (%)

Voice 4–25 Kbps 150–400 ms 3
ECG 24 Kbps 1 s 0
PR 2–5 Kbps 1 s 0
BP 2–5 Kbps 1 s 0

Algorithm 2, AQPT-Fog, was established with respect to the bit error rate in the
transmission of the packets. Each packet is inspected for the data flow rate and the error
that occurs during transmission. A denotes the received power and I approximates the
fading effect of each transmission channel. The power required to transmit each packet is
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given by C. Each data instance is denoted by i. Aij, Cj denotes the received signal strength.
To approximate the data transmission in a channel, the total received signal strength is
estimated per transmission channel.

V
[
Aij IijCj

]
= AijCj (1)

Algorithm 2 Adaptive QoS-Aware Packet Transmission for fog (AQPT-Fog)
Input: data, route, link
Output: packet

data← get− data− f rom− IM2E− node
hospital selection function(data):
packet← packetsizedata(data)
if network is not available then

wait
else

transmit packet(packet)
end if
check qos parameters()
route← selectroute(r1, r2, · · · , rm)
link← selectlink(l1, l2, · · · , ln)
if v2i is not available then

if v2v is not available then
go back to link← selectlink(l1, l2, · · · , ln)

else
protocol ← chooseroutingprotocol(route)
transmit packet(packet)

end if
end if
if destination reached then

Stop
else

go back to link← selectl ink(l1, l2, · · · , ln)
end if

Once the packet is analyzed, the signal-to-noise interference ratio is measured using
the formula in Equation (2), where N denotes the maximum nodes in the topology of the
selected path. SIRi is directly proportional to the signal strength and inversely proportional
to the total data loss.

SIRi =
Ci Aii

∑N
j ̸=i Cj Aij + ni

(2)

The increase in the probability of the data rate P is shown in Equation (3). The system
throughput T always relies on the signal strength of each instance and the noise measure
in each path. The noise measure is one of the factors deciding the data path that needs to
be taken or not. S denotes the path selection parameter, which assists in finalizing which
data path needs to be adopted.

Equation (5) denotes the total path metric with respect to the probability of that
particular path. The fading of that path is given in Equation (6). The mean signal-to-
interference and noise ratio (MSINR) is the accumulated path jitter that is generated in the
ad hoc network and needs to be reduced.

Ti = P(SIRi ≤ SIRth) = P

(
Aij IijCj ≤ SIRth ∑

k ̸=i
Aik IikCk

)
(3)
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Ti = 1−∏
k ̸=i

1

1 + SIRth AikCk
AiiCi

(4)

S = 1 +
−1.5

ln(5BERT)
SIR (5)

Fi = (1/T)log2 ∏
i
(1 + MSIRi) (6)

To ensure QoS during data transmission of vital signals, we have proposed an al-
gorithm called Adaptive QoS-aware Packet Transmission for fog (AQPT-Fog), which,
as shown in Algorithm 2, has packet formation and packet transmission modules. The
packet formation module includes retrieval of aggregated data from the the IM2E node
followed by packetization of the aggregated data. The hospital selection function runs a
resource-aware algorithm and retrieves an appropriate hospital destination. For AQPT-Fog
we are assuming that the destination hospital is received as output from this module.
After this, the packet formation takes place, following the reception of both data from the
IM2E node and the hospital selection function. Once a packet is formed, AQPT-Fog checks
for network availability to transmit packets.

After packet transmission from the IM2E node, adaptive QoS-aware packet traversal
ensues. First, the QoS parameters based on Table 3 are checked, followed by route selection
from ‘n’ routes and subsequent selection of links based on the road divisions (urban, subur-
ban, or rural). The algorithm first checks for the availability of the vehicle-to-infrastructure
(V2I) mode of transmission. If it is not available, then it checks for vehicle-to-vehicle (V2V)
mode. After deciding for V2I or V2V, it selects an appropriate routing protocol from an
existing pool, thereby transmitting through the selected route until it reaches the destination
hospital. QoS based on the network availability and dynamic link selection is thus ensured.

A comprehensive comparison of various existing telemedicine architectures is per-
formed and the results are tabulated in Table 4. Parameters such as the following have been
considered to compare existing telemedicine architectures ([29–31,48–52]) in the literature:

• Location-based services (LBS): GPS-based tracking and navigation assistance for
ambulances can be of immense assistance to both ambulance operators as well as
healthcare practitioners.

• Real-time health monitoring: Monitoring the dynamically changing health parameters
of the patients being transported is necessary since the risk level of the patient will
vary with the change in the level of vital parameters.

• Multi-level health risk assessments: Just as monitoring the vital parameters is impor-
tant, it is equally important to ensure that the criticality or risk level of the patient
is monitored.

• Data transmission from mobile ambulance: After measuring the level of vital parame-
ters, it is necessary to transmit the same to the doctor at the remote hospital.

• QoS: While transmitting the data to the remote hospital, it is important to ensure that
requisite QoS parameters are considered. Healthcare data, being very critical in nature,
have stringent QoS parameters.

• Availability of V2V/V2I communication: During the data communication, as VANETs
are considered in the current work, we verify what type of network topology is
possible/available in the respective road link.

• Adaptive routing: Based on the type of network topology found on the road link,
the routing protocol is selected dynamically.

• Cloud storage or processing: All the data need to be transmitted to the doctor in the
remote hospital. However, since the doctor is not present on the same network, cloud
storage is required as an intermediary. The processing of the criticality analysis is also
performed on the cloud.

• Medical scoring for patients during transit: Categorizing the risk level of the patients
cannot happen randomly and requires a methodical analysis. The same is also required
for triaging of the patient.
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Table 4. Comparison of existing telemedicine architectures with ITTA.

Research Works LBS A B C QoS V2V/ V2I D E F

[29] ✓ ✓ ✓
[48] ✓ ✓ ✓
[49] ✓ ✓
[50]
[30] ✓ ✓ ✓
[31] ✓ ✓ ✓
[51] ✓ ✓
[52] ✓ ✓ ✓

ITTA ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
A Real-time health monitoring; B Multi-level health risk assessment; C Data transmission from mobile ambulance;
D Adaptive routing; E Cloud storage/processing; F Medical scoring for patients in transit.

5. Simulation Study for Edge-to-Fog Communication Service Analysis
5.1. Simulation Scenarios

Two major scenarios in which V2V is utilized for data dissemination from mobile
medical edges through mobile vehicles or stationary relay nodes are considered for this
feasibility study/analysis. The simulation parameters used for designing the experimental
setup and the scenarios are mentioned in Table 5.

Table 5. Simulation parameters.

Features Simulation Parameter Specifics

Communication Technology WiFi (802.11)
Length of Road Stretch 6 km
Geographic and Spatial Division (km) Rural-2, Sub Urban-2, Urban-2
Temporal Slots Details in Table 6
Speed 60 kmph (rural), 40 kmph (suburban), 20 kmph (urban)
QoS Parameters Details in Table 3
Inter-packet interval 1 s/0.1 s
Data type and Packet Size in Bytes PR—250; Audio—500; ECG—300
Routing mechanisms Flooding, AODV, GPSR

Scenario 1—Edge Node Peer-to-Peer Communication (V2V): Here, the density of the
vehicles is varied on a spatio-temporal basis based on the chosen time slots and the expected
region of the traversal, as presented in Table 6. In this scenario, IM2E transmits data via
vehicular ad hoc network based on the density of vehicles. Scenario 1 is represented in
Figure 3.

Table 6. Number of vehicles used in simulation with 2 km stretch in each segment.

Time of Day Rural Suburban Urban Total (in 6 km)

Early Morning (3–5) 8 28 68 104
Morning (6–9) 36 205 276 517
Late Morning (10–11) 28 164 176 368
Mid-day (12–3) 50 302 312 664
Evening (4–6) 60 324 342 726
Late Evening (7–9) 30 94 170 294
Night (10–2) 14 46 84 144
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Figure 3. Representation of Scenario 1.

Scenario 2—Ad Hoc Networking with Vehicles and Stationary Relay Nodes (V2I): Here,
to compensate for the non-availability of the required density of vehicles in specific regions,
additional stationary relay nodes are provided in specific regions, along with vehicles in
the road stretch. The densities of these nodes are varied on a spatio-temporal basis based
on the time slot and the expected region of the traversal, as represented in Table 6. Scenario
2 is represented in Figure 4.

A new approach of machine learning modelling for establishing the communication
through VANETs is presented [53]. The communication system architecture considered
for this simulation caters to both of the above-mentioned scenarios. The simulation gives
the provision to choose sender, receiver, intermediate nodes and their communication
technology. Ambulances are chosen as the sender for this simulation study along with a
VANET-based telemedicine architecture, with IEEE 802.11 as the radio access technology
(RAT) [54–56]. The mobile ambulances are simulated to traverse through different types
of traffic scenarios experienced in rural, suburban, and urban areas, totalling a 6km road
stretch. The key parameters chosen for the simulation are shown in Table 5.



Future Internet 2024, 16, 52 12 of 22

Figure 4. Representation of Scenario 2.

5.2. Experimental Design and Performance Analysis

To derive the dynamic variability in vehicular density, a field survey was conducted
for a stretch of 15 km highway road network in Mysore, India. The road stretch was chosen
to provide the insights of traffic experiences in rural, suburban, and urban areas. The survey
was performed at multiple selected locations across the road network. The total number of
vehicles traversing through those locations for a specific time period, a period of several
days, was collected. Based on the survey, a unique set of seven temporal durations and the
corresponding vehicular density for a two-kilometer road stretch for different regions were
derived. These details, presented in Table 6, are used for the simulation experimentation.
Nevertheless, the architectures, frameworks, and algorithms suggested in the manuscript
are relevant across a wide range of geographical regions.

In the simulation, the vehicles are modelled to move at different velocities [57,58] in
different regions, such as 60 kmph in rural regions, 40 kmph in suburban regions, and
20 kmph in urban regions, based on the field survey. The ambulance was simulated to
move at a velocity of 80 kmph, since an emergency vehicle is allowed to traverse at higher
velocities. The geographical area considered for this simulation is mapped and edited using
JOSM and SUMO for generating the node mobility. The VEINS simulator was used for
building the simulations.

The simulation parameters used have been provided in Table 5. The number of
stationary nodes has been varied, compensating for low vehicular-density.
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5.2.1. Performance Analysis of Healthcare VANET

Based on the simulations that were performed according to the experimental design
discussed above, the results were recorded and graphical representations of the same are
shown in the following sub-sections given below.

Scenario 1: Variability of Packet Loss Ratio with respect to different routing protocols and
message types.

The detailed simulation results have shown that the packet loss rate (PLR) is highest
for the classic routing protocol—flooding . It does not demonstrate an impact of variability
in PLR with respect to time slots or density of vehicles, nor with respect to the geographic
divisions, whereas the other two routing protocols, that is, ad hoc on-demand distance
vector (AODV) and greedy perimeter stateless routing (GPSR), show variability in PLR with
respect to time slots or density of vehicles, and with respect to the geographic divisions.

In Scenario 1, it can be observed in Table 7 and Figure 5 that as density increases, the
PLR decreases in the case of AODV. When flooding is used, it is seen that the PLR is always
higher than 90%. In the case of GPSR, we observe that the performance is similar to AODV.
It is clear that the PLR is always high and greater than 80% on average for all the routing
protocols. The reason for this is that even though the nodes are high in density during
certain time slots, the ambulance moves at a rate up to 4 times faster compared to the
other nodes (which is also true in reality). Owing to this, the ambulance is unable to stay
connected to a single node for a sufficiently long period of time in order to result in a proper
route. Hence, for every routing mechanism, an efficient transmission of data is below the
expected quality. When viewed from the angle of vehicular density, we observe that during
mid-day and evening, when the density is highest, at 664 and 726, the performance of
AODV and GPSR improves a lot, with AODV being comparatively lower, as shown in
Table 7. A similar behavior is also seen in the case of flooding.

Table 7. Low and high PLR based on data type and routing protocol in Scenario 1.

Timings Vehicular
Density PR Audio ECG Total

Low High Low High Low High Low High

Early
Morning 104 AODV

(86%)
Flooding
(97%)

AODV
(86%)

Flooding
(97% )

GPSR
(85%)

Flooding
(97%)

AODV
(86%)

Flooding
(97%)

Morning 517 AODV
(69%)

Flooding
(91%)

AODV
(69%)

Flooding
(91%)

AODV
(69%)

Flooding
(91%)

AODV
(69%)

Flooding
(91%)

Late
Morning 368 GPSR

(91%)
Flooding
(96%)

GPSR
(91%)

Flooding
(96%)

GPSR
(91%)

Flooding
(96%)

AODV
and GPSR
(91%)

Flooding
(96%)

Mid-day 664 AODV
(47%)

Flooding
(91%)

AODV
(48%)

Flooding
(91%)

AODV
(49%)

Flooding
(91%)

AODV
(47%)

Flooding
(91%)

Evening 726 AODV
(34%)

Flooding
(92%)

AODV
(34%)

Flooding
(92%)

AODV
(35%)

Flooding
(92%)

AODV
(34%)

Flooding
(92%)

Late
Evening 294 AODV

(90%)
Flooding
(92%)

AODV
(90%)

Flooding
(92%)

AODV
(89%)

Flooding
(92%)

AODV
(90%)

Flooding
(90%)

Night 144 AODV
(87%)

Flooding
(95%)

AODV
(87%)

Flooding
(95%)

AODV
(86%)

Flooding
(95%)

AODV
(41%)

Flooding
(89%)
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Figure 5. Packet loss ratio (PLR) experienced by each data type in Scenario 1.

When viewed from the perspective of data type, our experiments demonstrate that
in the case of PR, AODV faces much lower loss compared to GPSR during late evening as
well as night. Ironically, when the density is lowest (104 vehicles), during early morning,
the loss increases again. Such a pattern is not observed for other data types, where lower
loss is seen only during high vehicular density. The reason for this may be the difference
in the traffic model. PR traffic has a packet size of 250 bytes per sec, whereas audio has
500 bytes per sec and ECG has 3000 bytes per sec (300 bytes every 0.1 s). These experiments
demonstrate that for lesser packet size, AODV performs better than GPSR, provided that
the inter-packet interval is less than a second.

Scenario 1: Variability of delay with respect to different routing protocols and message types.
Considering the delay experienced in Scenario 1, we observe that GPSR gives the best

performance throughout the day, except during late evening when, ironically, all the other
routing mechanisms provide a much better performance compared to GPSR. During late
evening, GPSR results in higher delay for PR and ECG. The delay with AODV is also within
acceptable limits, as per the QoS requirements in Table 3, except during evening, when it
becomes very high for ECG. This might be due to the fact that even though the size of the
ECG packet is 300 bytes, the frequency of transmission is very high. As can be seen from
Table 8 and Figure 6, on average, GPSR gives the lowest delay in this scenario amongst
the three routing mechanisms. From the perspective of node density, it can be noted that
AODV does not perform well in the case of higher densities, such as 664 (mid-day) and
726 (evening). The reason for this might be the high network overhead created due to
control messages when a very high number of nodes are present. Flooding shows the worst
performance on average and GPSR shows a consistently low delay, except during late
evening, when the delay is seen to increase by 500 times, as seen in Tables 8–10. From the
perspective of data type, flooding always shows a spike in the delay (more than 500 times)
during morning and mid-day, when the vehicular density is on the higher side (517 and
664). At the same time, for the highest density of 726 during evening, flooding does not
record much difference in performance, whereas AODV does show an increase. In the case
of ECG, this increase is 15 times more than audio and 577 times more than PR. In fact, in
the case of ECG, AODV shows an increase in delay 40% of the time compared to the other
data types. This happens most when the density is either very low (104) or very high (726).
The reason for this increase is the high frequency of sending ECG data.
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Figure 6. Delay experienced by each data type in Scenario 1.

Table 8. Low and high delay based on data type and routing protocol in Scenario 1.

Timings Vehicular
Density PR Audio ECG Total

Low High Low High Low High Low High

Early
Morning 104 GPSR

(1 ms)
Flooding
(36 ms)

GPSR
(1 ms)

Flooding
(36 ms) GPSR (1 ms) Flooding

(20 ms)
GPSR
(1 ms)

Flooding
(36 ms)

Morning 517 GPSR
(1 ms)

Flooding
(4653 ms)

GPSR
(2 ms)

Flooding
(8881 ms) GPSR (1 ms) Flooding

(5209 ms)
GPSR
(1 ms)

Flooding
(4653 ms)

Late
Morning 368 GPSR

(1 ms)
Flooding
(136 ms)

GPSR
(1 ms)

Flooding
(137 ms) GPSR (1 ms) Flooding

(96 ms)
GPSR
(1 ms)

Flooding
(136 ms)

Mid-day 664 GPSR
(15 ms)

Flooding
(4632 ms)

GPSR
(4 ms)

Flooding
(8857 ms) GPSR (13 ms) Flooding

(5206 ms)
GPSR
(15 ms)

Flooding
(4632 ms)

Evening 726 GPSR
(3 ms)

AODV
(343 ms)

GPSR
(9 ms)

AODV
(459 ms) GPSR (5 ms) AODV

(5355 ms)
GPSR
(3 ms)

AODV
(343 ms)

Late
Evening 294 AODV

(16)
GPSR
(7560 ms)

GPSR
(1 ms)

Flooding
(22 ms) Flooding (12 ms) GPSR

(8252 ms)
GPSR
(1 ms)

GPSR
(8252 ms)

Night 144 GPSR
(1 ms)

Flooding
(65 ms)

GPSR
(2 ms)

Flooding
(66 ms) GPSR (1 ms) Flooding

(46 ms)
GPSR
(1 ms)

Flooding
(65 ms)

Scenario 2: Variability of packet loss ratio with respect to different routing protocols and
message types.

In this scenario, AODV provides very good results throughout and the packet loss
using the protocol is extremely low and almost non-existent. Especially in the case of ECG,
the loss ratio is very low, recording a maximum of 1% in most cases. Figure 7 shows the
PLR throughout the whole day in the case of Scenario 2. Based on Figure 7 and Table 9, it is
clear that when the vehicular density is very high, during evening (726), the PLR faced by
AODV is the lowest. GPSR also shows an improvement in the PLR during this time of the
day. In fact, except for evening, GPSR faces very high packet loss during all other times. It
is observed that the placement of stationary nodes in the scenario has immensely helped in
improving the PLR.

From the perspective of data type, if the inter-packet interval is low and packet
size is low, then the PLR is also low. PR packets have a lower size compared to ECG
(250 and 300 bytes). However, the PLR of ECG is much lower, since the interval is one-tenth
of PR when AODV is used.
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Table 9. Low and high PLR based on data type and routing protocol in Scenario 2.

Timings Vehicular
Density PR Audio ECG Total

Low High Low High Low High Low High

Early
Morning 104 AODV

(6%)
Flooding
(86%)

AODV
(4%)

Flooding
(86%)

AODV
(0.5%)

Flooding
(86%)

AODV
(0.5%)

Flooding
(86%)

Morning 517 AODV
(4%)

Flooding
(86%)

AODV
(6%)

Flooding
(86%)

AODV
(1%)

Flooding
(86%)

AODV
(1%)

Flooding
(86%)

Late
Morning 368 AODV

(4%)
Flooding
(87%)

AODV
(5%)

Flooding
(87%)

AODV
(1%)

Flooding
(87%)

AODV
(1%)

Flooding
(87%)

Mid-day 664 AODV
(5%)

Flooding
(87%)

AODV
(6%)

Flooding
(87%)

AODV
(0.7%)

Flooding
(87%)

AODV
(0.7%)

Flooding
(87%)

Evening 726 AODV
(0.7%)

Flooding
(100%)

AODV
(0.7%)

Flooding
(100%)

AODV
(0.07%)

Flooding
(100%)

AODV
(0.07%)

Flooding
(100%)

Late
Evening 294 AODV

(4%)
Flooding
(86%)

AODV
(4%)

Flooding
(86%)

AODV
(0.6%)

Flooding
(86%)

AODV
(0.6%)

Flooding
(86%)

Night 144 AODV
(5%)

Flooding
(87%)

AODV
(4%)

Flooding
(87%)

AODV
(0.8%)

Flooding
(87%)

AODV
(0.8%)

Flooding
(87%)

Table 10. Low and high delay based on data type and routing protocol in Scenario 2.

Timings Vehicular
Density PR Audio ECG Total

Low High Low High Low High Low High

Early
Morning 104 GPSR

(1 ms)
AODV
(2287 ms)

GPSR
(2 ms)

AODV
(158 ms)

GPSR
(1 ms) AODV (1707 ms) GPSR

(1 ms)
AODV
(2287 ms)

Morning 517 GPSR
(1 ms)

AODV
(224 ms)

GPSR
(2 ms)

AODV
(252 ms)

GPSR
(1 ms) AODV (258 ms) GPSR

(1 ms)
AODV
(258 ms)

Late
Morning 368 GPSR

(2 ms)
AODV
(207ms)

GPSR
(3 ms)

AODV
(224 ms)

GPSR
(1 ms) AODV (209 ms) GPSR

(1 ms)
AODV
(224 ms)

Mid-Day 664 GPSR
(1 ms)

Flooding
(4661 ms)

GPSR
(2 ms)

Flooding
(8887 ms)

GPSR
(1 ms) Flooding (5206 ms) GPSR

(1 ms)
Flooding
(4661 ms)

Evening 726 GPSR
(1 ms)

AODV
(11 ms)

GPSR
(8 ms)

AODV
(12 ms)

GPSR
(1 ms) AODV (8 ms) GPSR

(1 ms)
AODV
(12 ms)

Late Evening 294 GPSR
(2 ms)

Flooding
(4668 ms)

GPSR
(3 ms)

Flooding
(8891 ms)

GPSR
(1 ms) Flooding (5207 ms) GPSR

(1 ms)
Flooding
(8891 ms)

Night 144 GPSR
(1 ms)

AODV
(282 ms)

GPSR
(2 ms)

AODV
(176 ms)

GPSR
(1 ms) AODV (175 ms) GPSR

(1 ms)
AODV
(282 ms)

Scenario 2: Variability of delay with respect to different routing protocols and message types.
Here, GPSR provides a better performance compared to the other mechanisms. How-

ever, AODV’s performance is also well within the limit required for maintaining acceptable
QoS, except during early morning. During early morning, the delay increases to 2.2 s,
which is more than twice the accepted limit. If the other times of the day are considered,
then AODV is noticed to be a good performer.

From the delay results, a pattern is observed in AODV, which corresponds with the
vehicular density. It might seem that AODV fares well in conditions of higher density.
Figure 8 shows the delay throughout the whole day in the case of Scenario 2 and Table 10
shows a detailed view of delay in this scenario. ECG shows a lower delay 66% of the time
compared to PR and audio.
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Figure 7. Packet loss ratio (PLR) experienced by each data type in Scenario 2.

Figure 8. Delay experienced by each data type in Scenario 2.

5.2.2. Summary of Performance Analysis of Healthcare VANET

Tables 7–10 show the time slot-based results recorded during the simulations. The PLR
and delay observed during both scenarios are shown. As discussed earlier, AODV presents
a much better PLR during Scenario 2, where additional nodes are present on the road in the
form of stationary nodes. The presence of these stationary nodes handles the challenges
due to insufficient density of vehicles in many areas. While this helps in improving the PLR,
the delay is affected negatively. However, it may be noted that the delay when using AODV
is well within the required QoS limit of 1 s (1000 ms), except during the early morning
period. Some of our key observations related to PLR and delay in the two scenarios are
as follows:

Scenario 1 (V2V) PLR: None of the routing mechanisms provide a satisfactory result.
This may be attributed to the fact that the ambulance moves at a higher speed, and since
vehicles move in both directions, a satisfactory route is not found by the ambulance
every time.

DELAY: GPSR and AODV give a much better performance compared to flooding.
In fact, the performance of GPSR is consistently very good, except during late evening.
The delay faced by flooding is at least 50–60 times higher than GPSR throughout the day.
AODV also shows around 10 times lower delay than flooding on average.
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Scenario 2 (V2I) PLR: The performance of AODV is found to be much closer to the
acceptance limits compared to that of the other two routing mechanisms studied.

DELAY: The delay observed with GPSR is 200 times lower compared to AODV. The re-
sults observed with AODV are as per the QoS requirement, with GPSR performing better.
AODV has consistency in its performance and may be considered if stationary nodes are
present as compensation to the mobile nodes.

5.2.3. Performance Analysis of AQPT-Fog

The risk score of 10 patients was calculated by considering their vital signs and OFEHS.
The same is presented in Table 11. The biosignal data considered for the experimentation
were derived from the open datasets available at [59–61]. Four different routes were
considered, with multiple links each. As shown in Table 12, each link is assumed to have a
communication facility of V2V or V2I or both. Based on the simulation results achieved
earlier, the routing protocol used varies dynamically for each link. Table 13 is obtained as a
result of the experimentation performed based on input from Tables 11 and 12.

From the results, it is visible that the mechanisms, such as AQPT-Fog, function satis-
factorily, with an acceptable level of efficiency (100%).

Table 11. Patient vital signs as input parameters.

Patient Systolic Diastolic HR SpO2 Patient Risk Score

patient1 120 92 72 98 2
patient2 122 73 74 96 3
patient3 133 76 80 96 2
patient4 135 93 74 99 4
patient5 80 55 75 98 5
patient6 92 56 81 96 5
patient7 100 73 85 95 3
patient8 121 76 75 92 2
patient9 132 75 112 96 4
patient10 120 78 122 85 5

Table 12. List of routes and links as input parameters.

Route Links V2V/V2I

r1
l1.1, l1.3, l1.4 V2V

l1.2 V2V/V2I

r2
l2.1, l2.2 V2V

l2.3 V2V/V2I

r3
l3.1, l3.4, l3.5 V2V

l3.2, l3.3, l3.6 V2I

r4
l4.1 V2I

l4.2 V2V

Table 13. Dynamic routing based on patient risk level.

Patient ID Route Links V2V/V2I Routing Protocol

patient1 r3
l3.1, l3.4, l3.5 V2V GPSR

l3.2, l3.3, l3.6 V2I AODV

patient2 r1
l1.1, l1.3, l1.4 V2V GPSR

l1.2 V2I AODV

patient3 r3
l3.1, l3.4, l3.5 V2V GPSR

l3.2, l3.3, l3.6 V2I AODV
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Table 13. Cont.

Patient ID Route Links V2V/V2I Routing Protocol

patient4 r1
l1.1, l1.3, l1.4 V2V GPSR

l1.2 V2I AODV

patient5 r4
l4.1 V2I AODV

l4.2 V2V GPSR

patient6 r4
l4.1 V2I AODV

l4.2 V2V GPSR

patient7 r1
l1.1, l1.3, l1.4 V2V GPSR

l1.2 V2I AODV

patient8 r3
l l3.1, l3.4, l3.5 V2V GPSR

l3.2, l3.3, l3.6 V2I AODV

patient9 r2
l2.1, l2.2 V2V GPSR

l2.3 V2I AODV

patient10 r4
l4.1 V2I AODV

l4.2 V2V GPSR

6. Conclusions

In this paper, we have presented a novel multi-layered architecture for telemedicine
networks, ITTA. The objective of this research work has been to design a system that is
capable of transmitting the biosignals of critical COVID patients in real time based on the
QoS requirement and also by the optimal selection of routes to the destination hospital.
WDMA-Edge, which includes a risk scoring mechanism, OFEHS, for aiding ambulance
operators in monitoring the criticality level of patients in the ambulance, has been presented
in this work. To ensure QoS and reliability of vital data transmission, we have presented
and evaluated an algorithm, AQPT-Fog. Performance analysis of the same is performed by
considering data from multiple patients and road link data of multiple routes. Along with
these, we have also performed a simulation-based study of multiple routing algorithms for
gauging the feasibility of applying them during the transmission of vital biosignals from
ambulances. For this simulation, we have considered a real case study of Mysuru City,
India. Based on the observations of PLR and delay in the two different scenarios of the
simulation, we may conclude that AODV is the better-suited routing protocol out of the
ones compared.

However, a network involving only vehicles is not the correct approach for the trans-
mission of data in highway roads and needs a deployment of stationary units. Alternative
communication technologies such as 4G, 5G, WiMAX, LoRa, etc., have not been explored
in our work and can be performed in the future. The proposed methods will be used in
future ad hoc networks and the communication can be established with the basic mobile
networks with the highest latency and the system throughput. The framework proposed
can be pivoted to ensure the effectiveness of tele-assistance in a pandemic situation. All
experimentation performed in this manuscript is based on simulation study, and future
work with real-time implementation can be thought of to observe issues that may be faced
in the real world.
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