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Abstract: Resource pricing in cloud computing has become one of the main challenges for cloud
providers. The challenge is determining a fair and appropriate price to satisfy users and resource
providers. To establish a justifiable price, it is imperative to take into account the circumstances and
requirements of both the provider and the user. This research tries to provide a pricing mechanism
for cloud computing based on game theory. The suggested approach considers three aspects: the
likelihood of faults, the interplay among virtual machines, and the amount of energy used, in order
to determine a justifiable price. In the game that is being proposed, the provider is responsible for
determining the price of the virtual machine that can be made available to the user on each physical
machine. The user, on the other hand, has the authority to choose between the virtual machines
that are offered in order to run their application. The whole game is implemented as a function of
the resource broker component. The proposed mechanism is simulated and evaluated using the
CloudSim simulator. Its performance is compared with several previous recent mechanisms. The
results indicate that the suggested mechanism has successfully identified a more rational price for
both the user and the provider, consequently enhancing the overall profitability of the cloud system.

Keywords: cloud computing; pricing model; energy consumption; dynamic game

1. Introduction

Over the past few decades, cloud computing has emerged as a new technology in the
information technology industry [1]. This technology provides users with many resources
and services based on user demand [2]. Cloud Computing (CC) services are offered in
three categories: infrastructure as a service, platform as a service (PaaS), and software as
a service (SaaS). Google Docs, Google App Engine, and Amazon Elastic Compute Cloud
(Amazon Ec2) are examples of the most popular cloud computing services [3]. The complete
list of abbreviations is provided in Abbreviations at the back matter. The concept of CC
has become increasingly popular among users due to its remarkable features, such as its
exceptional computing power, its affordability advantages, and its remarkable adaptability.
Users have the ability to utilize cloud computing resources without the need to invest in
costly hardware and software. Instead, they can simply pay for rental services based on
the terms outlined in the Service Level Agreement (SLA) provided by the cloud service
providers [4]. The SLA is formulated as a formal commitment between the user and the
provider to compensate the users if the provider fails to provide the expected level of
service [5].

Despite the advancements in cloud computing technology over the years, there remain
numerous challenges that must be confronted. The services provided by the cloud providers
are not free, and customers have to pay a fee based on the amount of resources and the
length of time they are used. The cloud pricing plan has a significant impact on the system’s
economic benefits. Pricing policies in the cloud are in two fixed and dynamic types. Fixed
pricing is a tactic wherein a price is set and upheld for services throughout a particular
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timeframe. This price can be determined based on hours of resource usage, gigabytes
of data storage, etc. Usage-based and subscription-based are examples of fixed pricing
strategies [2]. In the context of dynamic pricing, individuals are charged for the services
they receive in accordance with the specific features of the service, the characteristics of the
user, and the interplay between the supply and demand within the market. Although a
dynamic pricing strategy imposes more computational overhead, it also has more economic
benefits [6].

Resource allocation and pricing have consistently posed significant challenges for
researchers in the cloud, owing to its intricate, extensive, and fiercely competitive land-
scape. Cloud providers aim to enhance their resource utilization while ensuring customer
satisfaction and loyalty in order to maximize their revenue.

The aim of this study is to introduce a just pricing approach derived from game theory.
The suggested approach determines the price by considering the users’ resource usage and
the expenses incurred by the providers, such as the costs of purchasing and maintaining
resources. Additionally, the proposed pricing method takes into account some novel factors
that significantly influence the operational costs in cloud computing. These factors include
the amount of power consumed for each user’s request, the likelihood of successful job
execution, and the interactions between virtual machines when they are allocated on the
same resource. The game-based pricing method also considers the market supply and
demand to provide a more precise and fairer price.

Game theory offers a structured framework for mathematically representing and
articulating decision problems involving multiple agents. This theory provides a platform
to examine different strategies of decision-making agents and determine their optimal
decisions [7]. Various formats have been proposed to model a decision problem in this
theory, two of the most widely used being static and dynamic games. A game is defined as
a trio of decision-making factors, their set of possible strategies, and the profit functions
of each one. In games that are static, the decision-makers lack knowledge of each other’s
decisions. In simpler terms, their decisions can be presumed to occur simultaneously.
However, in dynamic games, the agents’ decisions have an order, and the decision-maker
in each stage of the game is aware of the decisions of other agents in the previous stages.

Dynamic games are commonly depicted using a decision tree, wherein each node
defines a decision state and each edge signifies a potential action in that state for a player.
The optimal decision for each player is determined by finding a situation where no player
is willing to change his decision if the other players’ decisions are stable. This situation is
called the Nash equilibrium point [7]. To tackle dynamic games, we begin by addressing the
sub-games at the lowest level in the tree. Through solving these sub-games, we eventually
reach the tree’s root. This way of solving a tree is called backward induction.

Therefore, the main contributions of this research can be stated as follows:

• Providing a comprehensive model for cloud pricing based on dynamic games in
game theory.

• Taking into account a broader range of factors that impact the price, including energy
usage, the likelihood of a job being successfully completed, and the influence of one
job on the execution of others. For instance, if a CPU-intensive task is run during a
time when the cloud is experiencing a high computational load, it can result in higher
costs for the service provider. This aspect should be taken into consideration when
determining the pricing.

• A comprehensive comparison of the proposed method compared to related tasks with
different scenarios.

The remaining part of the paper is structured in the following manner: Section 2
presents a thorough examination of the most recent literature on pricing methods. Section 3
provides a detailed description of the proposed game-based pricing method and the pre-
liminaries required. The experimental results and performance evaluation of the proposed
method are discussed in Section 4. The performance of the proposed method is evaluated
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in comparison with other recent pricing methods based on the simulation study. Finally,
Section 5 concludes the paper with a summary.

2. Related Work

In this section, a review of related works about pricing models in cloud computing
environments is presented. Previous studies, including [4,8], have presented and contrasted
various pricing techniques within the domain of cloud computing. Auction-based pricing,
also known as dynamic pricing, is a widely used pricing mechanism for cloud services [9–12].

In [13], the authors proposed the online extended consensus revenue estimate mecha-
nism for conducting a recurrent, multiunit, and single-price auction in the Infrastructure as
a Service (IaaS) cloud resource setting. This mechanism is both envy-free and truthful, and
it is capable of generating profits that are close to optimal. It incorporates a system for dy-
namically determining reserve prices based on the Power Usage Effectiveness (PUE) of the
data center and the costs of electricity. Through the use of simulation-based assessment, its
efficacy has been proven across a range of market conditions, surpassing the conventional
uniform price auction. The authors also investigated the importance of prior knowledge in
maximizing profit by considering the execution time of virtual machines. A small-scale
experimental study involving ten users has confirmed the truthfulness of this mechanism
in a real-world testing environment.

In [9], a double-auction pricing model named Combinatorial Double Auction Resource
Allocation (CDARA) was proposed to balance profit between user and provider. In [10],
the CDARA model has been improved. In order to achieve a higher level of fairness,
this model takes into account not only the price but also other parameters related to the
quality of service during the resource allocation process. If the provider does not meet the
required service quality, it imposes penalties on providers and diminishes their reputation.
In [11], the resource allocation problem was formulated as a linear programming model to
maximize the total profit of users and providers using a combinatorial double auction-based
pricing mechanism. In [12], a QoS-based auction method was proposed, which attempts
to dynamically determine the price based on the quality of service parameters (such as
availability) to increase the provider’s profit.

Performance-based pricing is another approach in which cloud providers are paid
based on the actual consumption of their resources. For example, Lucani et al. proposed a
pricing model according to the CPU capacity consumed by the user application [14]. They
considered the number of CPU cores and the selected CPU frequency in the pricing model.
Similarly, another study conducted by Aldossary et al. put forth a pricing policy that takes
into account the quantity of energy consumed as well as the real usage of resources per
unit, including memory, network, and disk. For this purpose, a mathematical approach has
been used to calculate energy consumption and resource usage [15].

The distinction between customers and using incentive mechanisms has always been
the focus of pricing methods. For example, Chi et al. proposed a fairness-aware pricing
model to increase the profitability of cloud infrastructure providers [16]. They offered
lower prices to the customers whose requested resources could be allocated efficiently
to encourage them to use cloud services more. Using algorithms from financial option
theory, Sharma et al. proposed a pricing architecture for cloud services. A commonly
used equation, known as the compound–Moore’s law, was put forward to calculate the
cost using factors like the properties of resources, the rate of inflation, and the decline in
value. They also used a genetic algorithm and fuzzy logic-based approach to measure the
potential loss of cloud providers [17].

The law of supply and demand in marketing is another basis for determining cloud
service prices. Cong et al. proposed a dynamic model that determines the price for cloud
services according to the real supply-and-demand relationship. They employed closed-
loop control mechanisms to dynamically modify the price for cloud services. They also
considered penalties for SLA violations by the provider and rewards for users who are not
sensitive to delay [5]. Similarly, in [18], the authors also proposed a value-based pricing
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solution that uses a hedonic regression model to estimate how much a customer is willing
to pay for the cloud service.

The amount of energy consumed is another important factor that has been consid-
ered recently in pricing methods for achieving a fairer price and making computation
greener [15,19]. For instance, Qiu et al. have introduced a pricing solution based on
greediness in order to decrease energy usage in cloud computing and transition towards
environmentally friendly cloud computing [19]. They showed that the price of resources
should be proportional to their energy consumption.

Several dynamic pricing models have been conducted based on game theory [20–25].
In [20], the authors suggested a framework for the cloud computing market to make the
market uniform and competitive, whereby users can purchase resources from different
companies and flexibly exchange their idle resources. Then, a static game-based pricing
method is proposed to mathematically model the pricing problem and develop an optimal
strategy for the user and cloud provider.

In a study of price competition in a diverse cloud market, the authors examined the
rivalry between cloud service providers (CSPs) and cloud users [21]. They devised a two-
stage non-cooperative game, where CSPs established prices to maximize their revenue in
the first stage. By using an iterative algorithm, they obtained Nash equilibrium prices and
analyzed the convergence properties. In the second stage, cloud users opted for services
based on performance and price, employing an evolutionary game approach. The result
demonstrated that the rate of arrival or resource capacity had a more substantial impact on
the CSP side, influencing equilibrium prices and utilities, as opposed to the cloud user side,
which affected user cost and arrival rates.

In [26], a framework was introduced that acts as an intermediary between multiple
cloud platforms to facilitate the processing of large-scale data streams. This framework
offers cloud services for streaming big data processing to users. The process includes
renting computer resources from various cloud services and providing users with differ-
ent service interfaces. To increase income and reduce potential harm, a strategy called
Pricing–Repurchasing is created. This strategy involves forming long-term rental agree-
ments with customers. The Pricing–Repurchasing problem was mathematically formu-
lated as a two-stage leader–follower game (Stackelberg), and the equilibrium was thor-
oughly analyzed. The simulations were conducted to evaluate the effectiveness of the
pricing strategy, demonstrating that it generates more revenue for the intermediary than
other approaches.

The authors in [22] formulated the problem of setting prices for cloud web services
with a collaborative game theory approach. They concluded that cloud platforms can
co-exist if they adopt the same pricing strategy.

In [27], the authors explored the issue of maximizing revenue in the context of SaaS
and IaaS providers. They depicted this issue by viewing it as a Stackelberg game and
examining the presence and uniqueness of the game equilibrium. Furthermore, examining
the influence of resource prices on the users’ desire to utilize the service was conducted,
and a dynamic pricing strategy was proposed to maximize the revenue for both SaaS and
IaaS providers. By performing simulations, the results demonstrate that the proposed
strategy surpasses fixed pricing and auction-based pricing mechanisms in terms of revenue
maximization and resource utilization.

Ref [28] roposed a pricing strategy that aims to achieve fairness for cloudlet resources.
The goal is to find a middle ground that satisfies the needs and desires of both Cloudlet
Infrastructure Providers (CIPs) and maximizes overall profits [28]. They introduced a model
based on game theory that considers the initial quotes, idle resource rates of CIPs, and the
overall profit of the Cloudlet Federation (CLF). The strategy for adjusting prices takes into
consideration demand-side psychology and the rate at which the game process converges.
The research demonstrates the existence of a solution that achieves Nash equilibrium and
introduces an algorithm, known as the game pricing approach based on selection times, to
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solve the model. The results indicate significant improvements in total profit (more than
20%) and resource utilization (over 50%) than existing methods.

A study in cloud manufacturing examined three resource-sharing strategies: inde-
pendence, alliance, and co-operation with a cloud platform operator [29]. The research
examined how these strategies affected meeting client needs. The findings, represented
as a two-stage Stackelberg game, showed that when suppliers formed an alliance, the
system profit decreased compared to when they shared independently. This contrasted
with the platform operator’s preferences. The analysis also highlighted the complexities
involved in task and profit allocation when multiple suppliers were involved. Suppliers
with lower prices had the advantage in tasks and profits based on varying marginal prices.
These findings guide suppliers in choosing appropriate resource-sharing strategies in cloud
manufacturing.

In [30], a hybrid approach was used to optimize fair prices of resources through a
stock market-based technical analysis and maximize resource utilization using Stackel-
berg output volume in a cloud service provider pool. The experiment incorporates three
price rebalancing methods: exponential moving average, pivot point analysis, and relative
strength index. The proposed approach ensures higher revenues and improved utiliza-
tion rates for service providers while subscribers benefit from fair prices and enhanced
resource availability. Overall, this solution offers advantages to both service providers and
subscribers as it optimizes revenue, enhances resource utilization, and guarantees equitable
pricing and resource availability.

As mentioned above, cloud pricing policies can be categorized as fixed and dynamic.
In selected methods, the price cannot be well adapted based on the supply and demand of
the cloud market. Therefore, lower economic profit and customer satisfaction are expected
for fixed pricing strategies compared to dynamic ones.

Therefore, the purpose of this paper is to introduce a pricing method based on dy-
namic game theory. This method aims to enhance the fairness of the estimated price and
simultaneously maximize the profit of the provider and the satisfaction of the customer.
The proposed method is modeled using a dynamic game framework. The game is de-
fined between the provider and the user. The effect of other cloud providers and market
conditions is seen as the relation of supply and demand in the proposed method. The
proposed approach takes into account a wide range of factors that affect the price, including
energy consumption, the quantity and duration of resource usage, depreciation, and main-
tenance expenses, in order to achieve a price that is as fair as possible. Furthermore, virtual
machines’ performance interference effects and failure probability of cloud resources are
incorporated into the proposed pricing method as two new influencing factors.

3. System Model

The system model adopted in this study is introduced in this section. This study aims
to propose a game-based pricing model; by using it, a cloud provider can set a fair price
for their services and increase its economic profits while attracting customers. The cloud
environment consists of m physical machines ({PM1, PM2, . . . , PMm}), and each one can
host multiple virtual machines. Each physical machine is defined by three characteristics:
processing power, amount of memory, and price coefficient. The purpose of defining
the price coefficient is to take into consideration the price difference when using different
machines in the model. In addition, the system model incorporates a resource broker for the
cloud environment. This particular component is responsible for resource management and
serves as an intermediary between the cloud user and the cloud provider. The cloud broker
component receives the user request, which includes the required amount of resources, the
task’s volume (measured in million instructions), the task’s deadline, and the user’s total
budget. Therefore, a user request can be described by the following Quadruple.

User_Request = (Num_o f _Computing_Elements, Task_volume, Deadline, Budget)
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The cloud user who is a player in the dynamic game of the proposed method is
identified by their request. The cloud broker identifies the balance of the competition
among participants and assigns the appropriate virtual machine to the user’s inquiry at a
reasonable cost. The general model of the system is shown in Figure 1.
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4. The Proposed Game-Based Pricing Method

As mentioned, the proposed pricing method is formulated using a dynamic game.
The details of the proposed pricing method are described in this section by introducing the
game model, the game’s player and their action space, and the game’s payoff functions.
It describes how the game tree (extensive form) is constructed by the cloud broker and
how a proper virtual machine with a fair price is allocated to the user by finding the Nash
equilibrium of the game.

4.1. The Game’s Components

The game consists of two players. The first player is the user, and the second is the
cloud service provider. The possible actions (action set) for each player are defined as
follows: The first player can select between different n virtual machines offered by the
provider ({VM1, VM2, . . . , VMn}). The price of each virtual machine depicted will be
provided, and the set of actions available to the second player is the range [0, P0], where P0
represents the highest price that the user is willing to pay for the service.

The user decides so they can get the required quality of service at the lowest cost.
However, the cloud provider chooses the proper price such that it can maximize its profit.
Therefore, the utility (payoff) functions of the players can be defined as follows:

Definition 1. The Cloud Provider’s (CP) usefulness for action Pi of the cloud provider and
action VMj of the user is calculated using Equation (1).

πcp
(
VMj, Pi

)
= P − (FP × P) (1)

where parameter FP indicates the probability that the user’s task faces a failure during its execution
and does not complete successfully; parameter P is calculated based on the following equations:

P =

(
rq +

Qi
Q0

)
× PiTW (2)

Qi = α Pi + β (3)

W = w1
Requested_Processing_power
De f ault_Processing_Power

+ w2
Requested_Memory_size
De f ault_Memory_size

(4)

In Equation (3), the parameter Qi signifies the quantity of users who are requesting
the service at the price Pi and Q0 represents the maximum market demand in terms of the
number of customers for the cloud services when the price is set to zero. Figure 2 illustrates
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the relationship between demand and price. When the number of users applying for cloud
resources is high, the provider can also raise the bid price. Conversely, when the number of
applicants decreases, the price should also be lowered to attract more customers [17]. The
Qi parameter is considered for this purpose and is calculated using Equation (3). The value
of the α, β, and Q0 parameters can be determined by studying the demand-and-supply
relationship for the cloud services in the market. It should be noted that the value of
the α parameter is less than zero (α < 0). The rq parameter is a coefficient to make a
difference in the cost of using expensive hardware over the low-cost one. Parameter T
indicates the duration of the resource usage. The cost of using the resource would be
higher if the duration of resource usage is longer. The Pi parameter specifies the price for
a virtual machine with the default processing power and memory amount. If the user
requests a virtual machine with different processing power or memory amounts, the price
of the virtual machine should be adjusted according to the amount of resources consumed.
This adjustment is completed by the use of parameter W. The value of the W parameter
is calculated based on Equation (4). This parameter assists in determining the price by
considering the quantity of resources used. The more requested resources will cost more.
The w1 and w2 parameters represent the weight of two memory and processing element
resources in the final price of the virtual machine and can be set by the cloud provider.
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Definition 2. The utility of the user (customer) corresponding to action Pi of the cloud provider
and action VMj of the user themself is computed based on Equation (5):

πu
(
VMj, Pi

)
= Budget − C (5)

where the Budget parameter indicates the money that is available to the user and parameter C repre-
sents all costs required to provide the service (the user’s final payment amount). The C parameter is
computed based on the following equation:

C = πcp
(
VMj, Pi

)
+ Ej (6)

Parameter Ej indicates the expenses corresponding to the energy consumed by virtual machine j
( VMj ) for performing the user’s job. This parameter is calculated based on Equation (7):

Ej = Powerj × T × Electricity_Cost (7)

where Powerj shows the power consumption rate of the machinej.
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4.2. Constructing the Game Tree

As previously stated, the game being proposed consists of a single decision step for
every player. Consequently, the game possesses a tree structure with a depth of two. The
starting point of this tree is a decision node assigned to the user, with each subsequent
branch signifying a potential action that the user can take. At this decision node, the user
should select a virtual machine among different candidate virtual machines offered by
the cloud provider. It is assumed that the cloud would offer one virtual machine on each
physical machine if possible (for example, if enough resources are available on that physical
machine to create the requested virtual machine). The nodes placed at depth one are the
decision nodes for the cloud provider. Each node corresponds to a situation in which the
provider should decide on the price (Pi) of the offered virtual machine. The structure of
the game tree is shown in Figure 3. To create the comprehensive representation (tree) of
the suggested game, there are two primary stages involved. Initially, the action set of the
initial player (user) needs to be established by identifying the potential virtual machines.
Following that, the next step entails deciding the feasible actions for the provider and,
ultimately, calculating the anticipated payoffs for both players.
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4.2.1. Step One: Finding the Candidate Virtual Machines

In the process of constructing the game tree, the proposed method checks each physical
machine to see whether it is possible to create the requested virtual machine of the user on
it. This checking is necessary to constitute the action set of the first player (user). Creation of
the requested virtual machine might not be possible on all physical machines due to the lack
of available resources or the adverse effect of other virtual machines on the performance.
Running multiple virtual machines at the same time on a single physical machine can
have a negative impact on their performance, as they share resources [31]. It would be
advantageous to consider these effects in order to achieve optimal resource allocation,
enhance system efficiency, and ensure a fair price.

In cases where multiple virtual machines placed on the same physical machine are
responsible for executing programs with high consumption of a particular resource, such as
CPU and memory, these effects would be more serious [32]. In such cases, the over-utilized
resource could become a bottleneck or a breakpoint for the system and eventually lead to
service degradation. In such instances, the resource that is being excessively used could
potentially become a hindrance or a stopping point for the system, ultimately resulting
in a decline in service quality. According to research conducted and documented in [33],
the time it takes to complete a task that requires a significant amount of processing power
or memory can be twice as long or even worse if another task that also demands a lot of
processing power or memory is using the same physical resource at the same time. Building
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upon the findings of [33], the proposed approach takes these conflicts into consideration
and excludes the physical machines that are unable to promptly execute the user’s task
from the process of constructing the tree. Additionally, physical machines that do not have
enough available resources are also eliminated from the tree construction process.

4.2.2. Step Two: Constructing the Cloud Provider’s Sub-Games

At this step, the proposed method constructs the second depth of the game tree.
The resource broker is in charge of constructing and solving the game. It calculates the
provider’s payoff for selecting various prices at each decision point according to Equation
(1). As an increase in the price leads to a lower demand for the resource, choosing higher
prices does not necessarily mean more profit for the cloud provider.

According to Equation (1), in order to compute the provider’s benefit for each action,
it is necessary to calculate the corresponding penalty for each action as well. The proposed
approach considers this penalty for cloud providers due to the probability of unsuccessful
execution of the user’s task and SLA violation. Considering this probability leads to better
resource allocation since the provider tends to improve its profit. Execution of users’ tasks
may fail due to various reasons, such as resource breakdown and system overload [34]. In
the event of an error or a malfunction, the provider should be obliged to compensate the
user for violating the SLA. The proposed approach employs a failure probability model
presented in [35] in order to minimize the penalty paid by the provider.

This model helps to predict the failure probability of a task execution on a physical
machine with a high accuracy (up to 90%).

At this stage, we estimate the energy cost required to complete the user’s task on each
virtual machine, as stated in Equation (7). Because large-scale computing systems such as
clouds have increased energy consumption rates, a significant portion of their operating
costs are related to paying electricity bills [36,37]. Given that high energy consumption
imposes high expenses on the cloud providers, the proposed model considers energy
consumption an influential factor in resource allocation and pricing mechanisms.

4.3. Finding the Sub-Game Perfect Nash Equilibrium of the Game

The backward induction method is employed in order to resolve the game and uncover
the sub-game perfect Nash equilibrium [38]. First, the lower level (provider level) sub-
games are solved. It should be determined which actions the provider (final mover) should
take in each possible circumstance to maximize its profit. Second, the upper level (user
level) sub-game should be solved. By finding a solution to this sub-game, the actions that
would lead to the Nash equilibrium for both players will be established.

Lower-level sub-games: In each sub-game, the optimal price for the corresponding
candidate virtual machine should be determined so that the cloud provider’s profit is
maximized. Therefore, the derivative of the provider’s payoff function concerning variable
Pi should be found. This derivative is equal to zero, and the equation is solved for Pi. First,
the extended form of the provider’s payoff function is written as follows:

πcp
(
VMj, Pi

)
=

(
rq PiTW +

αPi
2TW + βPiTW

Q0

)
−
(

FPrqPiTW +
FPαPi

2TW + FPβPiTW
Q0

)

Now
∂πcp

(
VMj, Pi

)
∂Pi

= 0 ⇒(
rq TW +

2 α PiTW + βTW
Q0

)
−
(

FPrqTW +
2 FPαPiTW + FPβTW

Q0

)
= 0

Therefore, the optimal price in each possible circumstance can be finally calculated as
follows:

P∗ =
Q0rq + β

−2 α
(8)
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Upper-level sub-game: After finding out the optimal reaction of the second player
(P∗) to the user’s moves in the sub-games at a lower level, the sub-game at a higher level
can be resolved. At this step, the best response of the user to the cloud provider’s action
would also be determined. Knowing the price selected by the provider for each candidate
virtual machine, the resource broker can calculate the amount of the user’s profit for each
action and choose the most proper virtual machine for the user. To determine the user’s
earnings, the resource broker utilizes Equations (5)–(7). Therefore, the best response of the
user to action P∗ of the provider can be determined as follows:

VM∗ = Argmax
VMj

πu
(
VMj, P∗) (9)

The action pair (VM∗, P∗) is a Nash equilibrium because both players’ action is the
best response to each other.

The steps involved in the proposed method, executed by the Grid’s Resource Broker,
are illustrated in Algorithm 1. The proposed method first collects information about the
physical machine conditions. Then, to handle each request, it determines on which physical
machine the desired virtual machine can be created for the successful execution of the
request. In the next step, the dynamic game tree is constructed as described in Section 4.2.
In the initial phase of game resolution, it determines the optimum cost for every potential
virtual machine based on Equation (8). At this stage, it seeks to increase the profit of the
cloud provider. In the second stage of solving the game, he chooses the best virtual machine
for the user’s request based on Equation (9). At this stage, the user’s profit is expected
to increase.

Algorithm 1. Resource Broker
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5. Experimental Results: Performance Evaluation of the Proposed Method

The performance of the suggested pricing model has been assessed by comparing it to
the approaches presented by Chi et al. [16] and Dabbagh et al. [39]. These two past works
have been chosen as competitors due to their proximity in assumptions and goals. The
proposed method in [16] seeks to increase the efficiency of cloud resources to guarantee
the profit of the cloud provider in this way. At the same time, by reducing the price for
customers whose requests for the cloud can easily be met, it also seeks to satisfy the user. In
the method that has been suggested, users whose requests are not easily met will experience
an increase in price. In this work, the relationship between supply and demand in the
market has been considered. However, the impact of energy consumption on the price
has not been taken into account in comparison to the suggested approach. The method
presented in [39] seeks to increase the profit of the cloud provider by increasing resource
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efficiency and reducing energy consumption. In this work, energy consumption has been
considered an important factor in the current costs of the cloud. The method presented in
this article only considers the problem from the point of view of the cloud provider and
does not take into account user satisfaction, the relationship between supply and demand,
and the effect of price on it, as well as the chance of success in executing a request.

The proposed model was implemented using the NetBeans integrated development
environment and the CloudSim 4.0 simulator [40]. In the simulation, the cloud provider
has several physical machines with various hardware characteristics. One hundred user
requests have been considered to be submitted to the system through the simulation period.
The implementation parameters are considered the same as shown in Table 1.

Table 1. Implementation Parameters.

Value Definition Parameter (Symbol)

1 Number of Cloud providers numproviders

100 Number of Users’ requests numusers

5 Number of physical machines numHosts

1 Number of requests each
user submits numrequests

High Speed = 0.5
Medium Speed = 0.3

Low speed = 0.1

Resource quality coefficient for
various machine categories rq

8 ∼ 128 GB The physical machine’s RAM RAM

16 ∼ 256 Number of processing elements CPU

USD 10
(per one simulation time unit) Price for each processing element PriceCPU

USD 10
(per one simulation time unit) Price for each 256 MB RAM PriceRAM

50 Time slot Simulation run time Time_Slot

70 ∼ 300 W The power consumption rate of
the physical machine PowerPM

Each physical machine is a powerful server that consists of several computing el-
ements. Therefore, multiple virtual machines can be assigned to one physical machine
simultaneously. Physical machines are seen as diverse and therefore possess varying
resource attributes, as illustrated in Table 1. The resource broker, which is in charge of con-
structing the game tree and resolving it, possesses comprehensive knowledge regarding the
physical machines and their attributes. Furthermore, the broker maintains a continuously
updated inventory of the resources accessible on each physical machine. Having such
information helps the broker determine all the candidate virtual machines. An example
of a user’s request is shown in Table 2. During the simulation period, it is important to
mention that none of the 100 user requests under consideration should be submitted to the
system. A number of the requests that are submitted to the system follow a simple linear
supply-and-demand model.
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Table 2. A user request example.

Value Definition Request Fields

63 Unique identifier for each request Request ID

8 Number of processing elements requested by the user Required PE

2 GB Storage space requested by the user Required RAM

1 CPU-intensive (1) or Memory-intensive (2) Request type

9
(simulation time) The time that the request is submitted to the system Submit time

35
(simulation time) The time spent by the system executing the task Execution time

250$ Total money that can be spent on executing the job User budget

5.1. Evaluation of the Proposed Method in Terms of Users’ Profit

Users’ profits are defined as the amount of money left over from their budget after
their request is met by the system. In order to ensure a more equitable assessment, the mean
quantity is presented in Figure 4. Since the number of users who submit their requests
to the system can be different based on the supply-and-demand model and the pricing
method applied, the average amount of profit per user would be a better comparison
criterion. It is calculated based on the following equation:

Pro f itusers =
1
n∑n

i=1 Budgeti −
(

πcp(VM∗
i , P∗

i ) + EVM∗
i

)
(10)

where n indicates the total number of requests submitted to the system and fulfilled during
the simulation time. The other parameters are described in the previous sections.
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As can be seen, the average amount of profits users gain by the proposed approach,
and the method proposed by [16] are the same. However, with this difference based
on the supply-and-demand model employed, the total number of requests submitted to
the system during the simulation period is 94, 98, and 85 for the proposed method, and
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the approaches proposed by [16] and [39], respectively. It should also be noted that 93,
86, and 85 requests from the submitted ones have been fulfilled during the simulation
period, respectively.

The method proposed by [16] has primarily focused on enhancing the users’ profitabil-
ity, which has led to noteworthy advancements in this aspect, as depicted in Figure 4. Their
method usually offers the lowest price per time unit for the virtual machines; however,
considering the conflicts between virtual machines and heterogeneity in resources by the
proposed method results in better mapping of the jobs and thus usually a lower execution
time. This is why the final cost for users is reduced in the proposed method and the users
experience almost the same profit in the proposed method and the one proposed by [16].

5.2. Evaluation of the Proposed Method in Terms of Provider’s Profit

Considering conflicts between virtual machines, heterogeneity in resources, and energy
consumption costs helps the broker reduce the operational costs of the cloud provider and
increase the success rate in performing users’ requests. As mentioned in the earlier section,
the broker considers these parameters while creating the game tree and determining the
players’ utility for every potential action. By carefully considering different factors while
allocating users’ requests to virtual machines and setting a price for those virtual machines,
the cloud provider can not only increase its revenue but also its profit. The total revenue of
the provider is calculated using the following formula:

Revenuecp = ∑n
i=1

(
πcp(VM∗

i , P∗
i )−Penaltyi

)
(11)

where n indicates the total number of requests submitted to the system and fulfilled during
the simulation time. The cloud provider’s utility (πcp) is calculated based on Equation (1)
and Penaltyi represents the financial penalty paid by the cloud for the ith request if it fails
to perform successfully. It is assumed that in the case of violating SLA, the provider must
refund the total funds received to the user. Since the operating costs of the system can be
changed with different policies for mapping and executing requests, the provider’s profit
is also calculated by reducing the expenses from revenue (Equation (12)).

Pro f itcp = ∑n
i=1

(
πcp(VM∗

i , P∗
i )−Penaltyi − Ei

)
(12)

The parameter “Ei” denotes the expenses that correspond to the energy consumption
required for executing the request. These expenses are calculated using Equation (7). The
performance of the proposed approach, in comparison to other methods, is displayed
in Figures 5 and 6. These figures showcase the provider’s total revenue and profit from
different perspectives.

As shown in Figure 6, the proposed method is more successful in performing users’ re-
quests with lower energy consumption. This conclusion is based on the fact that the results
shown in Figure 6 are obtained according to Equation (12) by deducting the costs related
to energy consumption from the cloud revenue (i.e., the results shown in Figure 5). The
mapping obtained from the Nash equilibrium point results in reduced energy consumption
and sometimes a reduced response time to user requests. This leads to more profit for the
cloud provider.
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5.3. Comparing the Number of Submitted and Unanswered Requests

The proposed method has offered a higher price to the users than the method presented
in [16] and a lower price than the method presented in [39]. As a result, the number of
requests submitted to the system during the simulation period must be a number between
the input loads for the other two methods (you can see this issue in the results presented
for the number of submitted requests in Section 5.1). The reason for this higher price could
be the inclusion of operational costs in the utility functions of the players. On the other
hand, considering the heterogeneity of hardware resources and conflicts between virtual
machines in constructing the game tree leads to better job mappings and thus resource
utilization. The strategy of Nash equilibrium assists the cloud provider in making the most
advantageous decision when selecting a suitable virtual machine for the user’s request
and offering it to the user at a fair price. Assigning efficient virtual machines to user
requests has resulted in more requests being submitted to the system and answered within
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the simulation interval. Figure 7 shows the total number of submitted and responded-to
requests during the simulation interval. As can be seen, the proposed method has the
highest number of answered requests than the other competitive methods. Offering a
higher price by the method presented in [39] ended up reducing the number of submitted
requests. Therefore, the system was able to answer all the requests. In contrast, the price
reduction in the method presented in [19] has led to an increase in the number of requests,
and due to the lack of proper allocation of requests to virtual machines, we see a higher
number and rate of unanswered requests compared to other methods.
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5.4. Comparison under Different System Loads

A good pricing algorithm should perform well in different system loads. The algo-
rithm must respond appropriately to the decreases and increases in demand. During the
simulation period, the consideration of different system loads leads to a variation in the
number of requests that should be submitted in each simulation run. Figures 8 and 9 depict
the mean profit of users as well as the overall profit of the cloud provider when faced with
varying system loads, respectively.
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As can be seen, the performance of the proposed method is better than the two other
methods in terms of both average user profit and total provider profit for different loads.
The superiority of the proposed method in lighter loads compared to other competitors
is also more evident. The reason for this behavior is that in a light workload, the options
ahead to allocate the appropriate resource to a request are more, and the maneuverability
of the proposed method is higher. Since the proposed method has a more comprehensive
view of the factors influencing the finding of a good resource and its appropriate price,
compared to the other two methods, increasing the number of options ahead will naturally
lead to better performance as expected. The method presented in [16] increases the profit
of users due to offering a lower price so that at the highest system load, it has the best
performance in this regard among different methods; still, on the other hand, it results in the
lowest profit for the cloud provider. On the other hand, the proposed method, considering
more parameters that are effective on cloud operating costs and resource efficiency, while
providing a fairer price, has also followed a more appropriate mapping of tasks. Therefore,
in all cases, both the profit of the user and the profit of the cloud provider have increased.

The experiments that were conducted demonstrate that taking into account a wide
range of factors in the pricing model for cloud services can contribute to creating more
equitable and lucrative prices for both users and cloud providers. Acceptance of a task
with a high chance of failure due to the penalties it can bring to the provider should be
considered in the pricing model. It should be acknowledged that the factors taken into
account in this study (specifically, the likelihood of achievement, the level of energy utilized,
and the potential disruption among tasks) might not be readily and promptly accessible.
As mentioned, many researchers have investigated and predicted these factors, but usu-
ally, determining the amount of their effects is associated with computational overhead
and inaccuracy.

6. Conclusions

Since the advent of clouds, choosing the right price for the services offered by this
large-scale computing system has been a challenge. Considering all the various factors
such as supply and demand, operating costs such as electricity bills, the possibility of a
resource failure and the resulting financial and operational losses, and heterogeneity of
resources in terms of the ability to execute different programs in a comprehensive pricing
model is an issue that is less common in the past related work.
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In this paper, we propose an approach based on game theory that offers a formal
framework for examining various factors that are effective in resolving resource allocation
and pricing issues. The proposed approach models these problems as a dynamic game
between cloud user and provider. Since it is ultimately the user who decides whether or
not to rent a resource from the cloud, we consider the user to be the leader of the game and
the player who has priority in the decision. Various factors have been considered in the
players’ profit functions to help bring the model closer to the real situation. The resource
broker, who is responsible for resource allocation and management processes, constructs
and solves the game tree. The simulation results demonstrate that the proposed method
is superior in reducing the operating costs for the cloud provider, even though it offers
a reasonable price for renting resources to users compared to previous related methods.
Paying attention to a more comprehensive set of factors affecting the execution costs of
running a job by a cloud has helped the proposed method perform better than related
works. However, a more precise assessment of the impact of these factors can enhance
the effectiveness of the proposed approach. Extensive research has been conducted to
ascertain the level of mutual influence between jobs in their execution, anticipate the energy
consumption of the jobs, and assess the likelihood of successful execution. Nevertheless,
further investigation in this area is still necessary.

Author Contributions: Conceptualization, H.S. and J.H.J.; methodology, H.S. and J.H.J.; software,
H.S.; validation, H.S., J.H.J. and H.G.A.; formal analysis, H.S.; investigation, J.H.J.; resources, H.G.A.;
data curation, H.S.; writing—original draft preparation, H.S., J.H.J. and H.G.A.; writing—review and
editing, H.S. and J.H.J.; visualization, H.S.; supervision, H.S.; project administration, J.H.J.; funding
acquisition, J.H.J. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Data Availability Statement: Data are simulated and generated during the experiment.

Acknowledgments: Javad Hassannataj Joloudari is grateful for the financial support of MDPI
Publisher, which was provided for refereeing in MDPI journals by receiving 20 vouchers.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations
Abbreviations explains the abbreviations utilized in this study. Abbreviations List of abbreviations

used in this study.
Abbreviations Meaning
CC Cloud Computing
SLA Service Level Agreement
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SaaS Software as a service
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IaaS Infrastructure as a Service
PUE Power Usage Effectiveness
CDARA Combinatorial Double Auction Resource Allocation
QoS Quality of Service
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