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Abstract

:

Urban agriculture presents unique challenges, particularly in the context of microclimate monitoring, which is increasingly important in food production. This paper explores the application of convolutional neural networks (CNNs) to forecast key sensor measurements from thermal images within this context. This research focuses on using thermal images to forecast sensor measurements of relative air humidity, soil moisture, and light intensity, which are integral to plant health and productivity in urban farming environments. The results indicate a higher accuracy in forecasting relative air humidity and soil moisture levels, with Mean Absolute Percentage Errors (MAPEs) within the range of 10–12%. These findings correlate with the strong dependency of these parameters on thermal patterns, which are effectively extracted by the CNNs. In contrast, the forecasting of light intensity proved to be more challenging, yielding lower accuracy. The reduced performance is likely due to the more complex and variable factors that affect light in urban environments. The insights gained from the higher predictive accuracy for relative air humidity and soil moisture may inform targeted interventions for urban farming practices, while the lower accuracy in light intensity forecasting highlights the need for further research into the integration of additional data sources or hybrid modeling approaches. The conclusion suggests that the integration of these technologies can significantly enhance the predictive maintenance of plant health, leading to more sustainable and efficient urban farming practices. However, the study also acknowledges the challenges in implementing these technologies in urban agricultural models.
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1. Introduction


Urban agriculture, the practice of cultivating food in or around urban areas, is gaining momentum as a solution to various challenges including food security [1]. However, maximizing the potential of urban farms requires precise, efficient, and scalable methods for monitoring these complex systems. Here, computer vision and deep learning emerge as powerful tools [2]. By harnessing these technologies, urban agricultural systems can be equipped with predictive analysis capabilities, enabling real-time decision making and optimized resource utilization. The Internet of Things (IoT) in urban agriculture, particularly the use of environmental sensors for plant monitoring, marks a significant stride in the quest for sustainable and efficient urban food production. This research focuses on IoT plant environmental sensors and computer vision and machine learning (ML) technologies to forecast parameters related to plant well-being, a novel approach that promises to revolutionize agricultural practices in urban environments.



Urban agriculture faces the challenge of optimizing plant growth conditions in varied and often constrained urban environments [3]. IoT environmental sensors, capable of monitoring factors like soil moisture, temperature, humidity, and light intensity, have become indispensable in addressing this challenge [4,5]. The integration of computer vision adds a new dimension, enabling the analysis of visual cues from plants to predict their well-being, physiological traits, health, and growth patterns. This synergy is crucial for advancing urban agriculture, ensuring better resource management and enhanced crop yields in urban settings.



The purpose of this research is to investigate the potential of combining IoT environmental sensors with computer vision and ML to accurately forecast plant well-being in urban agricultural systems. This approach is significant as it could lead to more proactive and precise farming practices, allowing for timely interventions to optimize plant health and productivity. It also holds the potential to minimize resource waste and improve the environmental footprint of urban farms.



This manuscript is organized into five sections which are “Related Work and Research Gaps”, and it provides an overview of the existing studies about monitoring in precision agriculture and identifies the current gaps that this research aims to fill. The “Methodology” section explains the methodology used in the research. The “Model Development and Training” section describes how the deep neural network was trained for forecasting sensor measurements from thermal images. The “Results Evaluation and Discussion” section presents the results of the research, evaluating the accuracy of the CNN model in forecasting relative air humidity, soil moisture, and light intensity. The “Conclusions” section summarizes the key findings of the research and outlines directions for future research.




2. Related Work and Research Gaps


Machine learning and computer vision technologies have demonstrated immense potential in transforming agricultural practices, especially in plant monitoring [6]. These technologies offer advanced capabilities for early detection and prediction of various plant health conditions, which are crucial for sustainable and efficient agricultural practices.



For instance, deep learning algorithms can analyze a vast array of data from different sources, including sensors and imaging equipment used in agriculture. These algorithms, such as logistic regression models, ensemble methods, and decision trees, can reveal hidden patterns and relationships in data. In the context of plant monitoring, this means they can forecast future health conditions of plants by analyzing historical data and current observations. This approach is how machine learning aids in early health prediction in healthcare, as it helps in identifying risks early, so it is possible to take preemptive actions to mitigate health problems [7].



Similarly, computer vision, particularly using convolutional neural networks (CNNs) and recurrent neural networks (RNNs), plays a pivotal role in agriculture [8,9]. CNNs can be particularly effective in processing and interpreting vast quantities of visual data from plants. They excel in tasks such as detecting signs of disease, nutrient deficiencies, or pest infestations by analyzing images of plant leaves and fruits [8]. Neural networks can enhance this by processing sequential data, making them suitable for analyzing temporal changes in plant conditions. This is analogous to their use in healthcare for analyzing medical images and time series data for early disease detection [7]. Combining these technologies, farmers and agriculturalists can make informed decisions, leading to improved crop health and yield, while also conserving resources.



In the domain of IoT based plant monitoring in agriculture, deep learning can play a pivotal role, particularly in the analysis of plant data, which involves several steps. The initial step was to preprocess the data, which is essential to detect potential outliers, identify redundancies, and generate data for the training, validation, and testing of the machine learning algorithm. In a practical scenario, measurements from sensors can be combined with manually recorded data to create an augmented dataset. To ensure the quality and relevance of this dataset, approaches such as removing or not taking sensor measurements during certain periods (for example, at nighttime, in the case of indoor occupancy detection) can be applied to avoid bias due to unrepresentative data samples [10]. This approach results in a data set encompassing various parameters, such as temperature, humidity, light intensity, and CO2 levels, which are crucial for analyzing plant health and environmental conditions [8].



The next step involves analyzing the relationships between different parameters in the dataset. For instance, in the case of indoor occupancy detection, a correlation analysis revealed that certain measurements, like CO2 and Total Volatile Organic Compounds (TVOC), exhibited a strong correlation, indicating that one of these attributes could be eliminated without impacting the performance of the algorithm [10]. This type of analysis is crucial in plant monitoring as well, where factors such as temperature, relative humidity, and light intensity might exhibit dependencies. Understanding these relationships is vital for reducing the complexity of the model and focusing on the most impactful parameters for plant health analysis.



Finally, a suitable deep learning algorithm can be selected to process and learn from the data. In the case of occupancy detection [10], a two-layer feedforward neural network (FNN) with sigmoid output neurons was used. The choice of such a network is motivated by its ability to learn and model various types of relationships, including non-linear and complex ones. In agricultural plant monitoring, selecting the right algorithm is key to understand plant data from sensor networks. This data can show complex patterns influenced by environmental factors like soil moisture, relative humidity, and temperature, which are important for making more informed farming decisions.



The research in [11] provides insights into the application of deep learning and computer vision in forecasting plant well-being in agriculture. The research focuses on using image processing and deep learning techniques to classify nutrient deficiencies in black gram plants, a methodology that can be extended to other crops for monitoring their health and predicting future well-being. Images of black gram plants grown under controlled conditions were used with specific nutrient treatments. Images were taken daily for 28 days, capturing both young and old leaves. However, not all days were represented due to issues like leaf maturity and lighting. To address the challenge of capturing the entire plant in a single image, the researchers combined images of old and young leaves. This approach not only enriched the data but also highlighted the importance of considering different plant parts in assessing overall health. They also used data augmentation techniques like horizontal flipping and scaling to expand the dataset, ensuring a robust model training process.



The research in [11] utilized pre-trained deep learning models, particularly convolutional neural networks (CNNs), for feature extraction from the images. The use of a pre-trained model, such as ResNet50, allowed for efficient processing and learning from the images without the need for extensive computational resources. This approach demonstrates the effectiveness of leveraging existing models and adapting them for specific agricultural applications. The extracted features provide crucial information about the plant’s health, enabling the detection of nutrient deficiencies that can affect the plant’s well-being.



For classification, the study employed techniques like multiclass logistic regression (MLR), support vector machine (SVM), and multilayer perceptron (MLP). These classifiers compared the performance in identifying various nutrient deficiencies, showing that deep learning models can effectively categorize different health states of plants based on visual cues. This classification capability is key to forecasting plant well-being, as it allows for the early detection of potential issues and timely intervention. For example, identifying a nitrogen deficiency early can lead to prompt fertilization, preventing yield loss and maintaining plant health.



The research in [12] presents an approach in plant monitoring that can be applied in urban agriculture environments. It focuses on using infrared thermal imaging technology and a novel three-dimensional temperature (3D-3T) model for estimating canopy transpiration rates in plants, specifically citrus trees. This approach holds promise for enhancing plant monitoring and water management in urban agricultural settings. The research utilizes infrared thermal imaging to accurately measure the average temperature of plant canopies. This technology is key for urban agriculture, where environmental monitoring is crucial yet challenging due to the complex urban microclimates. By accurately capturing canopy temperatures, this method provides vital data for understanding plant water needs and stress levels, which are critical for optimizing irrigation and ensuring plant health in urban settings. The results presented in [12] accounts for the additional energy provided by solar radiation from different directions, a factor particularly relevant in urban environments where shading and light exposure can vary significantly due to buildings and other structures. The model’s ability to estimate transpiration rates accurately, as validated by comparisons with sap flow measurements, makes it a useful tool for monitoring and managing water use in urban agriculture.



The techniques developed in this study can be suited for urban agriculture, where space is limited, and plants may be grown in non-traditional settings such as rooftops, balconies, and indoor gardens. The non-contact and non-invasive nature of thermal imaging aligns with the need for minimal disturbance in such environments. Furthermore, the model’s reliance on easily obtainable input factors like leaf temperature and solar radiation makes it accessible for urban farmers who might not have extensive technical resources.



Traditional methods for estimating transpiration rates often face challenges in urban environments due to the difficulty in obtaining or calculating parameters like aerodynamic resistance and canopy resistance. The 3D-3T model’s advantage lies in its independence from these complex parameters, making it a straightforward and potentially more accurate method for urban plant monitoring.



In plant monitoring and agricultural technology, there has been considerable progress in developing specialized methods for specific aspects of plant health assessment. However, a notable gap in the current research is the lack of integration between different domains, particularly in the fusion of computer vision techniques with sensor data monitoring for comprehensive plant health forecasting.



The studies that were reviewed were advanced in their respective areas, but they are isolated from one another. For instance, research that was utilizing infrared thermal imaging and the 3D-3T model focuses primarily on estimating canopy transpiration rates in plants [12]. This approach, though innovative in its use of thermal imaging, does not incorporate other vital sensor data that could offer a more holistic view of plant health.



Similarly, the study on black gram plant nutrient deficiency classification using convolutional neural networks (CNNs) in [11] demonstrates the potential of computer vision in identifying specific nutrient deficiencies through image analysis. However, this research does not extend to the integration of sensor data which could provide additional context such as soil moisture levels, nutrient concentrations, or environmental conditions that are crucial for a comprehensive understanding of plant health.



Another study, related to the utilization of CNN based regression models, has proven to be an effective approach for estimating correlated color temperature (CCT) from RGB images [13]. CNN, which are variants of multilayer perceptrons, mimic the functionality of the human visual cortex and are well suited for image processing tasks. The adaptability of CNNs have been proven in study [13] to handle large scale image datasets, delivering results that confirm their capability in processing not only static two-dimensional images but also dynamic three-dimensional video data. This attribute of CNNs, when used in a plant monitoring domain for thermal imagery use cases, indicates a promising approach for accurately forecasting plant health indicators by interpreting the thermal patterns that are indicative of a plant physiological state.



The research presented in [14] describes the integration of infrared thermography (IRT) in the assessment of soil moisture content, demonstrating a non-destructive and non-contact method that holds promise for advanced plant monitoring systems. Through the application of an external halogen lamp light and capturing soil surface temperatures with an infrared camera, the study achieved a high correlation between thermal data and soil moisture content. This technique’s successful estimation of moisture content highlights the potential of IRT to serve as a valuable tool in precision agriculture, providing a means to monitor soil conditions closely without physically altering the soil environment.



Furthermore, the relationship between the soil’s surface temperature and its moisture content was established with a high degree of accuracy, showcasing a clear inverse correlation—as the moisture content decreased, the temperature rose, and vice versa. This finding is pivotal for plant monitoring, as it underscores the feasibility of using thermal data to infer critical environmental parameters that affect plant health, such as soil moisture. The ability to derive such parameters from thermal images could enable the development of advanced machine learning models, including CNNs, to forecast different types of plant monitoring sensor measurements.



Similarly, the study [15] provides advancements for urban agriculture by employing thermal imaging to gauge water stress in citrus plants, a technique that could be used for plant monitoring in densely populated areas where plant growing spaces are limited. By directly examining plant canopy temperatures in a controlled greenhouse environment, researchers were able to detect the water status of one-year-old citrus plants, detecting water stress through variations in canopy temperature [15]. This noninvasive method showcased a strong correlation between irrigation levels and plant temperature responses, with thermal cameras efficiently showing plants under a water deficit by identifying higher canopy temperatures compared to ambient air. The research underpins the utility of thermal data as a reliable metric for plant monitoring, suggesting that such techniques, when integrated with automated systems, could significantly enhance irrigation scheduling in urban agricultural practices [15]. This approach has the potential to optimize water use and ensure plant health in urban environments, where efficient resource management is crucial.



Regarding the deep neural network architecture in this context, papers [16,17] demonstrate how CNN architectures can be used in extracting complex features from images for forecasting. The study [16] illustrates how CNNs can estimate tropical cyclone intensity from satellite imagery by interpreting visual data for weather analysis. The paper [17] extends this capability to “El Niño” forecasting, by analyzing spatial patterns in climate data. These studies describe the potential of CNNs in models designed for regression tasks, where single output values are forecasted from image data, by correlating visual patterns with specific sensor measurement values.



Unfortunately, the absence of a unified approach that combines the strengths of both computer vision and sensor data monitoring and analysis is a significant limitation in the current research in this area. Current methodologies focus on singular aspects of plant health, such as nutrient deficiencies or transpiration rates, without exploring the potential connections that could arise from a combined analysis of visual data and sensor readings. This approach results in a fragmented understanding of plant health, where each method provides insights into specific aspects without offering a comprehensive overview.



A more integrated approach, where computer vision applications are used in combination with sensor data monitoring, could revolutionize plant health forecasting. By combining the detailed visual analysis possible through computer vision techniques with the data provided by sensors, including thermal imagery, researchers could develop models capable of forecasting multiple sensor reading values from related sensors and parameters. This would not only enhance the accuracy of plant health assessments but also enable the forecasting of various plant health outcomes, leading to a more effective plant growth process.




3. Methodology


To explore the identified research gaps in forecasting sensor measurements in urban agriculture environments, a novel method is proposed and evaluated in a plant monitoring setup where strawberry plants are grown and monitored. The proposed sensor measurement forecasting method involves capturing and processing images from a thermal camera, then using these thermal images as input to machine learning model for nearby sensor measurement forecasting, for example, light intensity, soil water content, and relative humidity.



Informed by the successful forecasting methodologies demonstrated in the two discussed papers [16,17], a novel model is conceptualized. The proposed architecture (Figure 1) employs a 120 × 160 temperature pixel array from thermal images as its primary input, adapting this data for use in a regression model framework. The thermal image (2D array of temperature values) will be preprocessed prior to being used. Colored images are rendered using the default colormap of the camera module software, which is employed to visualize thermal imagery, offering a more distinct representation of the data. However, these colored images are not used during the model training.



The model is engineered to leverage the efficiency of convolutional neural network architectures in the processing and analysis of image data, aiming to enhance the precision in forecasting sensor measurement data. As output, the trained model gives a sensor reading at the same date time when the thermal image was taken.



The proposed multilayer CNN architecture is an adjustment from “VGGnet” [18]-type architectures. It is designed for image analysis with an emphasis on extracting a singular continuous output from visual data. The network begins with an input layer that accepts a 120 × 160 pixel image. This input is then processed through a sequence of convolutional layers, where each layer is equipped with numerous filters to detect various features. These filters generate multiple feature maps, increasing the depth of the network.



The first convolutional layer reduces the image size, and each subsequent convolutional layer is followed with a max-pooling layer, which further downsizes the spatial dimensions. Max-pooling is a common technique used to reduce the spatial size of the representation to decrease the number of parameters and computation in the network, to also control the overfitting [19].



The convolutional layers, through their hierarchical structure, are designed to capture progressively higher-level features of the input image. This process begins with simple edges and textures, progresses through complex patterns, and parts of objects, and ends by resulting in high-level features that compactly represent the input image.



After the last convolutional and max-pooling layer, the data are flattened into a one-dimensional array, which is a common practice before passing the data to the next layers. The architecture then includes a dense layer, which integrates the features extracted by the convolutional layers. This is followed by two more fully connected layers with 128 and 64 neurons, which continue to refine the data for the final output. The last layer is a single neuron to output a single measurement for a sensor, for example, in this study, light intensity, relative air humidity, or soil water content. The proposed CNN regression model could be particularly useful in precision agriculture for monitoring crop conditions by providing multiple continuous sensor measurements from non-contact thermal image data, with an aim to extract as much environmental information as possible only from the thermal images.



Also, possibilities to obtain more than one sensor reading from a single thermal image or obtaining one sensor reading from multiple historical thermal images remains, given the close alignment in timing between the collection of environmental sensor data and the capturing of a thermal image used as input to the given model.




4. Model Development and Training


A deep learning and computer vision model to forecast strawberry plant environmental sensor measurements was developed using data collected from various sensors during a 2-month period—July and August of the year 2023. The sensors used in model development were a FLIR Lepton 3.5 radiometric thermal camera [20], BH1750 light sensor [21], DHT11 temperature and humidity sensors [21,22], and a soil water content sensor [23]. The development process included several stages like data gathering, preprocessing, model development, tuning, and validation (Figure 2).



4.1. Data Gathering


	
Thermal Camera (Flir Lepton 3.5): Captured images of strawberry plants at 15 min intervals (Figure 3). Each image was saved as an array of size 120 × 160 (which matches the camera resolution) in a CSV file format. Each pixel measurement has a precision of 0.05 °C and can measure temperatures between −40 °C and +400 °C. This approach provided a comprehensive dataset capturing the temperature variations of the plants.



	
Light Sensor (BH1750): Measured the intensity of light in the plant environment (with accuracy of ±20% and measurement range of 0.11–65,535 lux). The collected light intensity data were crucial for understanding the photosynthetic activity and growth patterns of the strawberry plants.



	
Temperature and Humidity Sensor (DHT11): Provided ambient temperature (with accuracy of ±2 °C and measurement range of 0–50 °C) and relative humidity data (with accuracy of ±5% RH and measurement range of 0–100% RH). This information was essential for understanding the microclimate conditions surrounding the strawberry plants.



	
Capacitive Soil Water Content Sensor: Collected analog value data (with accuracy of ±2% measurement range of 0–100% RH) on the soil moisture levels, a critical factor affecting plant growth and nutrient uptake.






A total of 1072 thermal images and 2220 sensor measurements were gathered and used in further data preprocessing and model training. Also, an attempt to use other sensors (pH and soil temperature seen in Figure 3) did not produce usable and valid data during the specified time, so they were not included in the final model development. Only values that had matching timestamps in both datasets were used in the corresponding model training.




4.2. Data Preprocessing


In the process of monitoring sensor and thermal image data, there are instances when data may be missing and create some gaps due to various reasons, for example, sensor malfunctions, data transmission problems, and others, that are not explored in this article. These gaps can lead to inaccuracies in forecasting results if not properly addressed before training the model. Due to this, in both the sensor data and thermal images, it was decided to group the sensor measurements by hourly mean. This approach allowed for a more consistent and reliable dataset, compensating for the missing data points that can improve the model forecasting capabilities.



The sensor data were loaded, and the time column was converted to datetime format, enabling it to be set as the “DataFrame” index. This allowed the resampling of the data to an hourly mean. The processed data were then converted into a dictionary format and saved as a file, ensuring effective retrieval for model implementation. Similarly, the preprocessing of thermal image data involved parsing timestamps from filenames in a specified directory and organizing the data by hourly averages. Each image file, stored as a CSV, was read, and its data were aggregated based on the parsed hourly timestamp. This approach allowed for the calculation of mean values for each hour by stacking the matrices from the same time and averaging them. The processed data, now represented as mean matrices for each timestamp, was then saved in a dictionary that was used for model training.



Data from each sensor were preprocessed to address issues such as missing values and inconsistencies. The thermal images along with sensor reading values were normalized using min-max normalization [24] to ensure uniformity in scales across all images and readings before they are used in the model for sensor measurement forecasting.




4.3. Data Pre-Analysis


Given that the gathered thermal data had a time series characteristic (each thermal image was gathered every 15 min) similarly to other sensor measurements, it was decided to investigate potential relationships between model input (thermal images) and output (temperature, humidity, soil water content, light intensity sensor) data. To analyze this relation, it was decided that before the model development, a data correlation analysis needs to be performed. This analysis evaluated how each pixel in all the thermal images correlated with readings from the other sensors (light sensor, temperature and humidity sensor, and soil sensor) over the two-month data collection period. This step was to understand the relationships between the surface temperatures of the plants, as captured by the thermal camera, and the environmental conditions measured by the other nearby sensors. It helped in identifying patterns and dependencies that could be useful when choosing the model input parameters and training the model. The correlation analysis results (Figure 4) confirmed that thermal images correlate well with nearby air temperature sensors, which was used as a reference. Figure 4 presents a series of correlation heatmaps, showing the relationship between pixel values over a 2-month period and various sensor readings. The axes of each heatmap correspond to the coordinates of individual pixels within a 120 × 160 array, representing the image size.



For instance, in Figure 4a, the pixel located at vertical pixel location 0 and horizontal pixel location 0 (X = 0; Y = 0) appears within a darker region, indicating a relatively high correlation with the air temperature sensor, as compared to other pixels in the image. This is supported by a correlation coefficient exceeding 0.5, as can be seen in the adjacent scale. It is important to note that these heatmaps contain a correlation analysis over a two-month period, comparing pixel values against the corresponding time series data of air temperature, relative humidity, soil water content, and light intensity recorded concurrently.



It was determined that the light intensity correlated the least with thermal image data, although nearby surfaces, such as sensor casings, gave an indication that there is some amount of correlation visible.




4.4. Model Development


After evaluating the correlation between each sensor (air humidity, soil water content, and light intensity) readings and the pixel values of thermal images, a separate model for each of the mentioned sensors was implemented. In this paper, CNN was used for the proposed sensor forecast model development due to its known capabilities in both the image data classification and regression tasks discussed in the literature review. CNNs are useful for automatically detecting and learning spatial hierarchies of features from images, which was useful for the interpretation of thermal images where temperature patterns and other parameters can be indicative of plant health or other surrounding environmental conditions.



The proposed model was implemented using “Tensorflow” library [25]. The model contains convolutional layers to extract high-level features from the thermal images, pooling layers to reduce the dimensionality of the data, and fully connected layers to interpret these features. While a CNN is often used to process images, in this case, it was used to forecast a single sensor measurement for the same datetime used in the model input. Therefore, it was required to include a dense layer with a single neuron as model output—single sensor measurement. The dataset was divided so that 60% was used for the training phase and an additional 20% of the data were designated for validation purposes, used for hyperparameter tuning, in total using 80% of the data available. The remaining 20% of the dataset were used for model testing.




4.5. Model Initial Tests and Adjustments


By using the proposed CNN model architecture, in total, three different models were implemented and trained for light intensity, air humidity, and soil water content sensor measurement forecasting (Table 1). Each model utilizes a thermal image matrix of 120 × 160 as its input. Model #1 is designed to forecast light intensity, measured in lux. Model #2 focuses on forecasting air humidity percentages. Lastly, Model #3 is for forecasting soil water content, with an output range from 0 to 4095 (which is a sensor value output), where 0 corresponds to the highest water content and 4095 to the lowest.



Additionally, to optimize each CNN model for forecasting sensor measurements from plant thermal images, hyperparameters such as filter sizes in convolutional layers, learning rates, and numbers of neurons in dense layers can be used [26,27]. In this case, batch size, epochs, and learning rate parameters were used. The optimization aim was to enhance each model’s ability to accurately analyze patterns in thermal images, resulting in more precise sensor measurement forecasts. One of the hyperparameter optimization approaches is to use “Grid Search” [28]. It systematically builds and evaluates a model for each combination of parameters specified in a grid. While effective for models with a limited number of hyperparameters, Grid Search can be computationally intensive, especially for larger, more complex models. This search over specified parameter values aims to find the best combination that maximizes the performance of the model [28]. As a result, the following parameters were used in model training and evaluation (see Training Parameters in Table 1).



Training for each model was performed 30 times with the optimal training parameters to ensure that the results are consistent between the runs.





5. Results Evaluation and Discussion


The evaluation of the regression models was based on different metrics, such as MAPE, MAE, MSE, RMSE, and R2, that are commonly used for regression model evaluation [29,30]. The results (Table 2) showed that the most accurate model based on MAPE was model #3, which forecasted soil water content sensor measurements.



Model #1, which forecasted light sensor measurements, appears to have significant forecast errors, with an MAE of 332.38 and an RMSE of 781.05 for the given scale, and an MAPE exceeding 100%, indicating poor forecasting accuracy. Additionally, it was explored how this model results could be improved by incorporating memory-based time series model LSTM along with CNN model making a hybrid CNN-LSTM model [31]. The paper suggested that it could be possible to train a model by using multiple images as input, leading to the sensor measurement value that needs to be forecasted. After some experimentation it was concluded that the light intensity measurement forecast result did not improve by using this type of model. That may suggest that the thermal data need some additional parameters to be able to forecast light intensity measurements. For example, parameters like distance to windows and number of windows, in a room where plants are grown, would be just some of those that could potentially increase the forecasted measurement accuracy [32]. Another study suggests that regarding lighting estimations, a detailed representation of the physical and optical characteristics of a surface needs to be considered as a measurement forecasting model inputs [33].



Model #2, which forecasted air humidity, showed comparatively higher performance with an MAPE of 11.22%, MAE of 4.35, and RMSE of 7.09, suggesting high accuracy in its forecasts. This result matches with the other studies and correlations in this study where air humidity has an inverse correlation with air temperature. This suggests that air humidity sensor measurements can be forecasted with the given accuracy.



Model #3, which forecasts soil water content, has a similar result as model #2 performance with an MAPE of 10.35%, which is slightly lower. Also, an R2 value of 0.633 for model #3 suggests that this model is a potentially better fit for the data it was trained on resulting in the highest accuracy of all models.



Although the MAPEs for model #2 and model #3 are similar, there are differences in MAE and RMSE values, which are comparatively higher for model #3. The differences are due to the different scales that are used for each sensor.



This study’s primary contribution lies in its approach to forecasting various environmental parameters crucial for urban agriculture, specifically light sensor measurements, air humidity, and soil water content, using deep learning models that can be also deployed on resource-constrained IoT devices which are commonly used throughout agriculture. The model #1 challenges in accurately forecasting light sensor measurements underline the complexity of capturing light intensity dynamics using only thermal data imagery. This insight is an addition to the field, as it directs future research towards considering additional parameters like spatial factors, reflections, or others for light forecasting. A comparative analysis of these models, particularly in terms of MAE and RMSE, provides critical insights into the varying challenges and considerations when modeling different environmental parameters. The models could be used as a basis for future models to further expand the knowledge about sensor measurement forecasting from image data. The results can also be used for future research to explore alternative measurement options in environments where physical sensors cannot be installed.




6. Conclusions


In urban food growing areas, the setup where a single thermal camera is used could potentially be more effective than deploying multiple sensors, especially where the growing space is limited. However, this approach may have limitations in capturing the diverse range of data typically gathered by a variety of physical sensors. While deploying a single image sensor instead of many physical sensors has the potential to reduce the maintenance cost and overall expense of plant monitoring, it is important to note that the effectiveness of a single thermal camera in accurately and comprehensively monitoring plant health has not yet been fully established given that it could be a single point of trust. The quality of data obtained from one sensor type versus multiple sensors needs further exploration to ensure that the data can be trusted, and yield maximization is not compromised.



Given the potential to forecast other measurements for sensors that are measuring plant vital signs, continuing this research with similar experiments and with different sensors is potentially valuable. However, the scope and accuracy of these forecasts, particularly in different environmental conditions and plant types, remain to be thoroughly tested and verified.



Future research could also benefit from a more targeted approach in the application of thermal imaging. Focusing on specific areas of thermal images and using segmentation methods to concentrate on a particular part of the image or a specific plant could potentially result in more precise sensor measurement forecasts.



Furthermore, exploring advanced technologies like Vision Transformers (ViT) in the context of plant monitoring could potentially offer new insights into sensor measurement forecasting. Given a diverse and rich dataset, ViT has shown promising results in various fields of image analysis, but adapting it to the specific needs and challenges of environment monitoring in urban agriculture would require more research and development.
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Figure 1. Scheme of proposed model architecture for sensor measurement forecasting. 
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Figure 2. The process of model training. 
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Figure 3. Data gathering location and spatial characteristics: (a) Front view of the greenhouse and (b) top-down view of the greenhouse. 
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Figure 4. Different sensor correlations with thermal image pixels during all data gathering period. Correlation heatmap between pixel values and (a) air temperature sensor data; (b) air humidity sensor data; (c) soil water content sensor data; (d) light intensity sensor data. 
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Table 1. Models used in sensor measurement forecasting.
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	Model #1

Scale:

Min Value: 0

Max Value: 65,535
	Model #2

Scale:

Min Value: 0%

Max Value: 100%
	Model #3

Scale:

Min Value: 0

Max Value: 4095





	Input
	Thermal image matrix 120 × 160 (°C)
	Thermal image

matrix 120 × 160

(°C)
	Thermal image

matrix 120 × 160

(°C)



	Output
	Light Intensity (Lux) (0–65,535)
	Relative

Air Humidity (%)
	Soil Water Content (0–4095, where 0 represents the highest and 4095 lowest water content)



	Training

Parameters
	Learning rate: 0.001

Batch size: 15

Epochs: 35
	Learning rate: 0.001

Batch size: 10

Epochs: 40
	Learning rate: 0.001

Batch size: 15

Epochs: 30










 





Table 2. Average results for each model in sensor measurement forecasting.
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	Model #1

Scale:

Min Value: 0

Max Value: 65,535
	Model #2

Scale:

Min Value: 0%

Max Value: 100%
	Model #3

Scale:

Min Value: 0

Max Value: 4095





	MAE
	332.38
	4.35
	40.37



	MAPE
	100%
	11.22%
	10.35%



	RMSE
	781.05
	7.09
	68.71



	R2
	0.719
	0.497
	0.633
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