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Abstract: The proliferation of sensor and actuator devices in Internet of things (IoT) networks has
garnered significant attention in recent years. However, the increasing number of IoT devices,
and the corresponding resources, has introduced various challenges, particularly in indexing and
querying. In essence, resource management has become more complex due to the non-uniform
distribution of related devices and their limited capacity. Additionally, the diverse demands of users
have further complicated resource indexing. This paper proposes a distributed resource indexing
and querying algorithm for large connected environments, specifically designed to address the
challenges posed by IoT networks. The algorithm considers both the limited device capacity and
the non-uniform distribution of devices, acknowledging that devices cannot store information about
the entire environment. Furthermore, it places special emphasis on uncovered zones, to reduce the
response time of queries related to these areas. Moreover, the algorithm introduces different types of
queries, to cater to various user needs, including fast queries and urgent queries suitable for different
scenarios. The effectiveness of the proposed approach was evaluated through extensive experiments
covering index creation, coverage, and query execution, yielding promising and insightful results.

Keywords: IoT; resource indexing; resource querying; date engineering

1. Introduction

The IoT describes the network of sensors, software, and other technologies embedded
in physical objects, “things”, to communicate and exchange data with other devices and
systems. Nowadays, the number of IoT devices is increasing significantly. Sensors have
become widely used in different domains and environments (e.g., agriculture 4.0, smart
cities, smart buildings, smart grids, healthcare, and supply chains). According to [1], the
number of IoT devices will reach 27 billion in 2025.

With such an increase in the number of IoT devices, collected data have grown in
volume, and this will lead to the emergence of different problems, mainly related to resource
discovery, privacy, and communication. In addition, resource querying has become a major
issue, since queries must fit user needs, with a huge number of sensor nodes. In essence,
various problems impact resource indexing and querying. Depending on the physical
environment, some areas could have plenty of devices to cover them, while others would
be partially covered or even empty (i.e., uncovered). This highly impacts the overall
performance of the solution provided. Moreover, in many scenarios, different types of
queries need to be handled to cope with the user needs. Some queries need an urgent
answer, regardless of the cost. At the same time, others require precision and accuracy.
Therefore, data querying in large connected environments needs a suitable and advanced
indexing scheme.

In this paper, we propose a hybrid indexing approach in which resources (i.e., sensing
devices) are indexed following a specific pattern that takes into account covered and
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uncovered zones. Following this pattern, devices will be able to receive and forward
queries between each other directly. Our approach considers the limited capacities of
devices to increase the network life cycle. In this paper, we extend a previous study [2]
where global index generation was detailed. Here, we consider different complex scenarios,
introduce the implementation of four types of queries along with experiments, and also
explain the adopted architecture, as will be seen in the upcoming sections.

The rest of the paper is organized as follows. Section 2 presents a motivating scenario
and highlights some needs and challenges. Section 3 details the categories of indexing
approaches and presents related works, while showing their limitations. Section 4 defines
preliminaries and assumptions. Then, we introduce the proposed indexing approach along
with different querying techniques in Section 5. Section 6 presents the set of experiments
conducted to validate our approach. The last section concludes this study and describes
several future directions.

2. Motivating Scenario

In order to illustrate the motivation behind our proposal, let us consider the scenario
of a connected wilderness open area. We suppose that a large number of IoT devices have
been heterogeneously deployed in this area. This is a simplified example that illustrates
the setup, needs, and challenges. Of course, it does not summarize all querying needs in a
connected environment.

2.1. Connected Environment Setup
2.1.1. Environment Description

A connected wilderness open area has different landscape features: (i) lots of areas
are highly accessible (e.g., plain fields), thus allowing easy sensor deployment and en-
vironment monitoring; (ii) a few areas are moderately accessible (like lakes and rivers),
leading to challenging deployment and environment monitoring; and (iii) some areas are
extremely inaccessible (e.g., rocky mountains and high surfaces) thus making deployment
and monitoring highly difficult. As a result of the landscape setup, sensing device deploy-
ment is not homogeneous in the entire environment. Easily accessible areas (i.e., in open
plains/fields) have a high node density, while moderately challenging areas (i.e., around
water bodies) have a sparse node density. Finally, inaccessible areas contain isolated nodes
in the best-case scenario or remain completely uncovered in some areas (i.e., no deployment
of nodes) in the worst-case scenario.

Figure 1 presents an example of a connected wilderness open area. This example
shows the distribution of different temperature sensing devices in the Chiberta forest
in Anglet, France. The objective of the deployment is to assess the potential for fires
occurring within the forest. To distribute these sensors, a plane flew overhead and dropped
the different devices, leading to a random distribution of the resources. This random
distribution implies having areas with high sensor density, areas with low sensor density,
and empty areas. Due to their restricted capacities, devices are unable to retain data about
the entire network, which can pose significant difficulties in forwarding messages to the
zone targeted by the query.

We also assume that the network should handle different types of queries, based on
the needs of the user (urgency levels). To send a query, users can send a query from a moni-
toring PC by indicating on the screen the zone desired or by specifying GPS coordinates.
Then, the monitoring PC will transfer the query to the appropriate device. Furthermore,
users have the choice to directly send queries to the nearest device, which will then handle
the request. Let us take some examples to illustrate the sending of queries:

• When a supervisor (user 1 in Figure 1) would like to know the temperature of a zone,
she/he draws visually on the monitoring PC the zone to be requested. The PC sends
the request (Q1) to the zone’s head (D1) located in or near the targeted zone. The
respective device will return a response with the temperature of the zone.
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• Another agent (user 2 in Figure 1) wants to gather the temperature of another zone
(Z5). He draws visually on the monitoring PC the requested zone, and the query
is forwarded to the nearest device. If the device knows from its own index that the
requested zone (Z5) is uncovered, it can return an immediate response without further
forwards of the request, consequently avoiding the usage of other devices’ capacities.

• Another interesting case is when a firefighter (user 3 in Figure 1) is trying to put out
a fire but does not know its exact location inside a large and dense forest, in which
fire can spread rapidly. The firefighter seeks to take out affected regions by activating
the fire suppression system to extinguish the fire before it can progress further into
the forest. He must predict the fire progression to activate the system in specific areas
instead of activating it in the entire forest. The request is based on exceeding a certain
threshold, indicating that a fire is probable. In the forest, he/she needs to urgently
broadcast a request in order to quickly retrieve the fire’s location. After broadcasting
the request, one or several devices will be aware if a fire is detected within their zones
(e.g., zone 3). The response is sent back by at least one of those devices.

The response can contain the data queried, but it can also be a label indicating that no
response could be received (uncovered zone due to the uneven distribution of the devices).
To send a response, the device can either forward the response directly to the user or retake
the query path to return to the sender.

Figure 1. Environmental monitoring in the Chiberta Forest.

2.1.2. Device Properties

Sensing devices are deployed in the wilderness and need to function autonomously.
They rely on their resources to sense observations from the real world, process data (when
possible), and exchange/communicate with each other using a wireless network. Although
these sensors have different storage capacities, few of them are capable of storing resource
index information about the entire environment. Of course, devices can have many sensors
(gas sensors, infra-red sensors). Here, for the sake of simplicity, we will only focus on
temperature devices with the necessary protocols that allows them to communicate between
each other.
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2.1.3. Data Retrieval

Members of the environmental team need to retrieve data from any sensing device
or zone. They can retrieve data directly from the device (when they know its identifier).
However, sometimes this is not possible, and queries need to be sent to a zone (without
knowing who is in charge of managing it). Devices must be able to forward a given query in
case the current zone is not the corresponding requested zone. When the latter is uncovered,
the device will be able to return an explicit response (noting that it is an uncovered zone,
i.e., a zone without a device). Moreover, to comply with different querying needs, several
query types exist. For instance, a user needs to quickly retrieve the temperature from
any device covering a targeted zone, while another user wants to be sure that no fire is
detected within another specific zone. If a quick response is needed, she can execute a
low priority query call. In another case, the user wants to detect that there is a probability
that a fire could happen. Then, a high-priority query must be sent. Finally, the user may
want to send a query with a moderate priority to test the temperature for experiments.
During the querying process, a query may take some significant time to respond (such as
high priority queries), while others can return a response quickly (such as queries with a
low-level priority). Queries having a moderate urgency will return a response with a time
between low-level and high-level queries. We note that we will define the different levels
of query urgency in the upcoming sections.

2.2. Needs & Challenges

This scenario shows several needs to be considered:

• Need 1—Query types: users need to detect events, while considering different urgency
levels (e.g., a wildfire is more urgent than requesting information for data analytics) in
their queries;

• Need 2—Device capacity-based querying: users needs to send their queries to opti-
mal (indexed) devices in a way that reduces network usage and provides the best
possible response;

• Need 3—Location-based querying: users need to issue a query from any place in the
environment. They also need to retrieve data from a specified area/zone (e.g., obtain
temperature data from the left side of the forest), from an unspecified area/zone, i.e.,
based on a target objective (e.g., obtain alarming high-temperature readings), or based
on a combination of both (e.g., obtain alarming high temperature readings from the
left side of the forest).

However, as presented in Figure 1, some issues might affect the aforementioned data
retrieval queries: (i) IoT devices cannot store the entire environment’s information, since
they have limited capacity, in addition to the vastness of the environments; (ii) different
deployment densities and coverage issues make spatial querying more complex. Some
zones may be covered by devices, while others might not; and (iii) depending on the user’s
request, the user may require a response at all costs, consuming high resources due to the
importance level of the query. To manage the aforementioned issues, different challenges
should be addressed:

• Challenge 1: How to consider the capacity of the devices in each index, in order to
optimize network lifecycle and querying?

• Challenge 2: How to maximize the index’s coverage by considering covered and
uncovered zones?

• Challenge 3: How to adapt the indexing scheme to the different types of queries?

3. Related Work
3.1. Indexing Overview

To collect data, sensor and actuator networks are critical components of the IoT ar-
chitecture. In addition, the number of connected nodes has expanded in recent years,
generating a tremendous volume of data. The goal of an indexing scheme in a connected
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environment is to quickly find and retrieve a resource that contains the desired data from a
group of linked devices. According to Y. Fathy et al. [3], indexing can be classified into three
categories in connected environments: data indexing, resource indexing, and indexing of
higher-level abstractions. Data indexing refers to organizing IoT data (e.g., sensor mea-
surement/observation) to enable fast search and retrieval of the data, without identifying
the data source. Resource indexing refers to organizing IoT resources (e.g., sensor, service,
device) to facilitate querying or finding a specific resource or a resource that can answer user
queries. Finally, data abstraction is a transformation of lower-level raw data (e.g., 2 ◦C) into
higher-level information that describes patterns or events (e.g., cold weather). Higher-level
abstractions refer to inferring information and insights from published raw data using
various IoT resources, such as events, activities, and patterns.

In this study, we focus on resource indexing, which can be divided in turn into
three categories: spatial, multi-dimensional, and semantic indexing. Spatial indexing
uses geographical features like latitude, longitude, and altitude coordinates to represent
the environment component scheme (e.g., kd-tree, R-tree, geohashes. . . ). Multidimen-
sional indexing [4–6] treats resources as multi-feature objects and aims at simplifying
mapping/identification IoT resources (to unique identifiers). Semantic indexing [7,8] relies
on the enriched (semantic) description of IoT resources.

Much research has been conducted on resource indexing. Mohamed Y Elmahi et al. [9]
showed a survey in which resource discovery techniques were classified into different
categories: (i) protocol-based, in which protocols are used to find the appropriate device,
such as CoAP [10,11], SSDP [12], TRENDY [13], and DNSNA [14], which mainly rely
on the domain name system DNS; (ii) architecture-based, where different architectures
were discussed, such as centralized [15], distributed [16], and hybrid [17]; (iii) semantic
approaches, where devices are represented and grouped depending on their knowledge,
such as in [18,19]; (iv) location-based, which focuses on the device discovery in a local area,
such as in [20] (smart homes for example), or a remote area for larger environments, such
as in [21]; and (v) clustering-based, which builds communities or groups by connecting
and linking resources, such as in [22,23].

In this paper, we focus our literature review solely on spatial indexing, since our
approach falls into this category, as our resources here are not multi-dimensional and do
not embed semantic features. Following the classification schema of [9], we can classify
our approach as an architecture-based discovery technique, since a distributed design is
adopted. It can also be allocated to the location-based indexing approaches, because it
relies on a spatial indexing technique that requires the resource location. In what follows,
we present research studies belonging to the spatial resource indexing category.

3.2. Indexing Approaches

In [24], the authors built an indexing tree to access different resources. The algorithm
relied on hashing a key k into geographical coordinates. Each node contained a key-
value accessible by users when queried. An extension of their GHT algorithm is the
DIFS [25] approach, where non-root nodes may have more than one parent. When a query
is requested, it starts with nodes that cover exactly the query range, then it will go down the
index until it reaches a node that covers the entire network and having the value requested
by the query. These algorithms use a data-centric architecture, which means that the device
capacities are not considered. Plus, they consider the spatial intent of the network without
having information about uncovered zones.

Similarly, a quadtree indexing technique was presented in [26]. The authors proposed a
spatial approach named GH-indexing, in which the divide and conquer approach was used
to build a distributed quadtree by encoding the locations of loT resources into geohashes
and then building a quadtree on the minimum bounding box of the geohash representations,
with the root node representing the whole spatial range. Starting at the root, the algorithm,
in order to discover IoT resources, evaluates each child node and tests if its minimum
bounding rectangle intersects with the region being queried. A list of geohashes that
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intersect with the query minimum bounding rectangle is returned. In this paper, the
authors did not take into consideration that zones might be uncovered. Cases where
devices could be far away from the queried region will give inaccurate results. In that case,
this region should be considered uncovered. Plus, since data are stored in a repository, the
device capacities have no importance in this case.

Similarly, Fathy et al. [27] introduced an indexing technique that leveraged a modified
version of the DP-means algorithm. DP-means is a clustering algorithm where a new
cluster is created when the distance between data points exceeds a threshold. λ is initialized
as the standard deviation of the data points (resource locations). Then, the sensors are
clustered into different clusters. They also proposed an architecture where each gateway
is responsible for forwarding queries to a cluster of sensors. A discovery service layer
is responsible for forwarding the queries to the appropriate gateway. After receiving a
query, the discovery services forward the query to the gateway having the smallest distance
between its centroid and the query and having the type of data requested. Since this method
clusters different devices, the queries concern only zones(specific locations) having at least
one device. Queries are also considered one-path queries, since the query follows a unique
path and the request may or may not return a result. In this case, different query urgency
types were not implemented. Thus, important/guaranteed data could not be collected.

J. Tang and Z. Zhou in [28,29] showed tree indexing techniques, while preserving
energy principles. They presented two algorithms (ECH and EGF-Tree) where the area
is divided into sub-regions based on grid division, to mitigate the energy consumption
in a network of energy-limited sensors. These regions are clustered following the energy
minimum principle. After generating the tree, sensors report their data to the base station.
They also proposed a query aggregation plan: the query is routed from the root node to
the leaf using the EGF tree until the desired leaf nodes are reached. Sub-query results are
returned to the base station using in-network aggregation. The result of the query is derived
from the results of the sub-queries. The authors specified that devices are distributed
unevenly to different areas, but they did not consider that an uneven distribution may lead
to zones with no devices. In other words, uncovered zone manipulation was not specified
in their case.

In [30], the authors proposed an architecture for indexing distributed IoT sources,
where different discovery services are connected using Gaussian mixture models. Gaussian
mixture models are used to represent a normally distributed population in an overall
population. Traditional indexes are replaced by a mathematical representation of the
distribution of IoT source attributes. This approach (DSIS) relies on probabilistic indexing
to determine which discovery server or gateway the query must be forwarded to. Going
down through the proposed structure, the aggregated models become less sensitive to
probability. The search algorithm ends when it finds the source or reaches the maximum
number of permitted hops. In addition, they proposed an updating mechanism with small
and large intervals. Here, capacities are defined as the number of sensors for a WSN. The
data points are updated following an updating mechanism using temporal or complete
updates. The queries defined in this approach are queries considered guaranteed, since, in
case of a failure, a recovery process is applied from an upper level of the architecture until
trying all possible paths. These type of queries will return a response at all costs but may
consume a lot of resources.

In [31], a tree structure called BCCF-tree was proposed having two principle layers:
an internal node level (nodes that contain two pivots and two pointers and are stored in a
fog computing layer) and a leaf node level (nodes contain containers and stored in cloud
computing layer). The proposed indexing approach is to create clusters by determining
the distance r between two pivots, then determining the distance between one of these
pivots and the centroid of existing clusters (created using k-means), such that this distance
is less than r. This process is repeated until an indexing tree is formed. When a user issues
a query, the search starts between the query point and the pivots when going down the
tree. The distance between the pivots and the query point shrinks while going down. The
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environment is divided following resource similarities inside the environment. The authors
defined the capacity as the maximum number of sensors a container can accommodate.
Since the query is forwarded to the appropriate resource as the radius shrinks, queries are
considered one-path queries.

C. Dong et al. [32] proposed an IoT index method named A-DBSCAN, which consists
of clustering sensors using DBSCAN. DBSCAN is a famous density-based algorithm that
groups data points that are close to each other. This can result in forming large-sized
clusters. The same clusters will be clustered again using K-means to simplify and reduce
the form of these clusters. Users can start sending queries to these clusters. In addition, in
the user search method, users can send feedback on the obtained responses. Based on this
feedback, the responses are updated for the next queries. Since this algorithm depends on
users’ feedback and directly forwards the query to the device, the queries can be considered
fast. The device capacity is not considered, since this is a centralized architecture and these
criteria have no importance in this type of architecture. Moreover, this algorithm does not
consider that zones may be uncovered.

3.3. Summary Table

In Table 1, we present a comparison between the different approaches based on
three criteria.

Table 1. Comparison table of indexing approaches for IoT resources.

Device Capacities Types of Queries Indexing Coverage

GHT/DIFS [24,25] No One-path Only Covered zones

GH-Indexing [26] No One-path Not explained

Mod. DP-means [27] No Sequential (One-path) Only covered zones

ECH [28]/EGF-Tree [29] No One-path Only covered zones

DSIS [30] Yes (capacity is the number
of sensors for WSN)

Guaranteed (Success/Fail) Not explained

BCCF-Tree [31] Yes (container) One-path Not explained

Multi-index [33] No One-path Not explained

A-DBSCAN [32] No One-path Only covered zones

Our approach yes One-path, Retry, Guaranteed Covered and
uncovered zones

The first column indicates whether the approach considers limited device capacities.
Approaches that explicitly address device capacity constraints are marked with a “yes”,
while those that do not discuss or consider capacity are marked with a “no”.

The second column lists the different types of queries implemented in each paper.
The third column assesses the level of urgency associated with each query type. The

urgency level is defined by the need to return a response, not the time taken to reach the
device. Three levels of urgency are used to classify queries:

• One-path queries use a single path to reach the device, without considering whether
the query will return a response. One-path queries have the lowest priority but
consume the least amount of resources;

• Retry queries have moderate priority. If no response is returned, there is a probability
of finding another path to reach the target destination (e.g., trying to avoid missing
data while gathering data). When a blocked path is encountered, another path is
searched, starting from the previous node. Since this is a moderate-priority query,
multiple paths may be tested, but not all of them, to reduce energy consumption;
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• Guaranteed queries will try all possible paths to reach the destination. Consequently,
the system will undoubtedly generate a response (if the network allows), but this has
the highest resource consumption.

The last column evaluates the indexing coverage criteria. We specify whether the ap-
proach considers both covered zones (zones containing at least one device) and uncovered
zones (zones without any devices).

In the first column, one can see that GHT, DIFS, GH-Indexing, DP-means, ECH,
EGF, Multi-index, and DBSCAN do not consider device capacities, while in DSIS, the
capacity is considered as the number of sensors inside a WSN, and in a BCCF-tree, the
capacity is defined by the capacity of containers. On the other hand, most papers used
One-path queries, especially methods that rely on clustering the devices, while the DSIS
uses guaranteed queries. Finally, all the approaches did not include uncovered zones in
their study.

In our approach, we consider devices with a limited capacity, which is not the case
in most of the existing approaches. We also consider several types of queries (One-path,
retry, guaranteed), with each giving different levels of quality of service, in terms of energy
consumption and the probability of obtaining an answer. Finally, our approach considers
covered and uncovered zones, which is not the case with most of the other approaches.

4. Preliminaries & Assumptions

In this section, we provide some preliminary information by formally defining the
terminology used and explicitly stating the assumptions made in this proposal.

4.1. Spatio-Temporal Dimension

We detail here the spatio-temporal dimension concepts of a connected environment:
(i) zones (cf. Definition 1); (ii) location stamps (cf. Definition 2); and temporal stamps
(cf. Definition 3).

Definition 1 (Zone). A zone z is defined as a 3-tuple:

z : ⟨label, shape, L⟩ where : (1)

• label: is the zone label
• shape: is a geometric form describing the zone.
• L: is the set of location stamps

⋃n
i=0 li∀i ∈ N that constitute the area of the shape (cf. Definition 2).

In this study, we simplify the shape parameter and consider it a minimal bounding
rectangle or mbr that bounds the actual real shape. Thus, L only needs two location stamps,
L = {lmin, lmax}. Furthermore, zones having no devices are named uncovered zones.

Example 1. The zone Z1 in our motivating scenario (Figure 1) can be assigned to the following
representation: z1 : (plain f ield, mbr1, {l1, l2}) where l1, l2 are defined in Example 2.

Definition 2 (Location Stamp). A location stamp l is an atomic location coordinate defined as a
2-tuple:

l : ⟨[ f ormat], value⟩ where: (2)

• f ormat is the coordinate referential system that specifies the format of the location stamp value
(e.g., default GPS, Cartesian, spherical, cylindrical)

• value is the point coordinate value (e.g., ⟨x, y, z⟩ or ⟨lat, lon, alt⟩ depending on the chosen
format).

Example 2. The location stamps l1 and l2 (previously used in Example 1) can be defined as follows:
l1 : ⟨Cartesian, (2, 8, 6)⟩ l2 : ⟨GPS, (47.6193757, 6.1529374)⟩.
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Definition 3 (Temporal Stamp). A temporal stamp t represents a single punctual temporal value
defined as a 2-tuple:

t : ⟨[ f ormat], value⟩ where: (3)

• f ormat is a string indicating the format of the date-time value of t
• value is the timestamp value.

Example 3. Temporal stamps can be defined as follows:
t1 : ⟨dd−MM− yyyy hh : mm : ss, 10− 12− 2021 15 : 34 : 23⟩.

Note: When devices/sensors from different manufacturers use different f ormat(s) for
location or temporal stamps, conversion functions convertt f (ti.vj) −→ ti.vk and convertl f
(li.vj) −→ li.vk can convert the value from one format to another.

4.2. Sensing Devices and Observations

Concepts related to sensing devices and observations are presented here (cf. Definitions 4
and 5 respectively):

Definition 4 (Sensing Device). A sensing device d is defined as a 4-tuple:

d : ⟨id, l, c, S⟩ where : (4)

• id: is the device identifier in the network (e.g., URI)
• l: is the location stamp of the device
• c: is the device’s indexing capacity (i.e., the number of index entries d is capable of storing

locally)
• S =

⋃n
i=0 s: is the set of sensors s embedded on d. Each sensor is defined as s : ⟨o, cz⟩ where

– o: is an observation (i.e., sensed data) (cf. Definition 5)
– cz: is its coverage zone.

In this study, we simplify the set S to one singleton, assuming that a sensing device has
only one embedded sensor that provides observations. We also consider that all sensing
devices are static, i.e., immobile, and cannot change locations over time

Example 4. The mono-sensing temperature device d1 in our motivating scenario can be defined
as follows:
d1 : ⟨small f ieldsensor1, l1, 5, {s1}⟩ where : s1 : ⟨temperature, z1⟩.

Definition 5 (Observation). We formally define an observation o as a 5-tuple:

o : ⟨a, v, l, t, es⟩ where: (5)

• a is the data attribute
• v is the data value
• l is the creation location stamp of o (cf. Definition 2)
• t is the creation temporal stamp of o (cf. Definition 3)
• es is the embedded sensor that produced/created o.

Example 5. A temperature observation o1, such as the ones sensed in the forest (cf. Section 2), can
be defined as follows:
o1 : ⟨temperature, 18 ◦C, (2, 4, 8), 10− 11− 2020 15 : 34 : 23, s1⟩.
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4.3. Queries

The connected environment produces data that the user queries for various reasons
(e.g., monitoring, event detection, forecasting). In this paper, we solely focus on selec-
tion/projection queries, defined as follows:

Definition 6 (Query). A selection/projection query q is defined as follows:

q : σ
p
(E,Range) where : (6)

• σ is a selection/projection operation
• E = a ∪⋃n

i=0 ei∀i ∈ N, ei = a
⊕

vi is the set of selection expressions, where

– a is the required attribute |∀i ̸= j ∈ N, ei.a = ej.a
–

⊕
is an operator (e.g., <, >, ⩽, ⩾, !, =)

– v is the attribute’s value

• Range = {D, L} is the query target, indicating where to select data from within the connected
environment ce where

– D =
⋃n

i=0 di∀i ∈ N is a set of devices deployed in a location
– L =

⋃n
i=0 loci∀i ∈ N is a set of zones

• p ∈ {One− path, Retry, Guaranteed, De f ault} denotes the query type:

– If p = One− path, the query follows a unique path following a specific function (random,
highest device capacity, hash) depending on the device deployment when routing. This
type of query takes the least amount of time and resources in order to be completed, since
it is trying one path (like the one-path queries in Section 3)

– If p = Retry, the query follows a unique path following a specific function until arriving
at a blocked path. Then, the query tries to find another path that may be able to return
a response. A different path is searched beginning at the preceding node when a block
path is encountered(A blocked path is a path where the query has reached a dead end and
when further forwarding or progression is no longer possible.). To save energy, a variety
of paths could be tried, but not all of them. These queries are used to send queries that
return information, while taking into consideration the missing data.

– If p = Guaranteed, the query tries all the possible routes to reach a destination. These
types of queries broadcast the message to all known devices, in order to reach the destina-
tion at all costs (like the guaranteed queries in Section 3).

– If p = Resource− optimized(De f ault), the query tries all the possible routes, when
conditions allow, to reach a destination. Here, the query is forwarded to devices having
the highest number of entries during the algorithm execution. This means that the query
will not be forwarded to devices having capacities less than a minimum threshold. The
default query type will be the resource-optimized query, and it is commonly referred to as
the default query.

Example 6. A query q1 that retrieves temperature data from z1 with a default priority is defined as
follows: q1 : σ

de f ault
(e=temperature,Range={null,z1})

.

It is worth mentioning that inside the message sent, the path taken is registered. Retry
queries utilize the path to make additional attempts for the previous device. In addition,
the complete registered path is used to forward the response back to the user.

4.4. Global and Local Index

After having detailed all the connected environment components considered in this
work, we here formally define the structure of the global resource index of the environment
(cf. Definition 7), as well as the structure of the local index stored on each sensing device
(cf. Definition 8). It should be noted that a zone containing at least one device is called a
covered zone, while a zone containing no devices is called an uncovered zone.
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Definition 7 (Global Index).

gi : (D, Z, bRule) where : (7)

• D Devices representing the index rows.
• Z Zones representing the index columns.
• bRule represents a binary association rule that establishes a link between a designated zone

and a defined set of devices. Its related algorithm follows several specific patterns according to
the requirements (detailed in the upcoming sections).

Example 7. The global index generated by the monitoring pc in our motivating scenario, (composed
of 4 covered zones, 2 uncovered zones, and 4 devices), is

gi1 =


z1 z2 z3 z4 z̄5 z̄6

d1 1 0 0 0 0 0
d2 0 1 1 0 0 0
d3 0 0 1 1 1 0
d4 1 1 0 1 0 1

.

Definition 8 (Local Index). A local index li of a device di is a 3-dimensional structure, defined
as follows:

lidi
: (D′, Z′, f ) where : (8)

• D′ ⊆ D is a set of devices that are visible by the device di
• Z′ ⊆ Z is a set of covered and uncovered zones that are known by di
• f is a function that associates (1) the current device di to its corresponding covered zone

(using the symbol ‘*’), (2) each of the other covered zones in Z′ to one accessible device in
D′, and (3) each uncovered zone in Z′ to the symbol □ (allowing di to be aware of the zone
uncoveredness).

Example 8. In this example, we show below the content of the local index lid3 that covers z3 in our
motivating scenario. If a query is received by d3 and is requesting information from z3, the device
will respond with its measured temperature. In addition, it (indirectly) covers the zone z4 with d4.
For example, if d3 receives a request intended for z4, it will forward the request to d4. z̄5 is marked
as an uncovered zone using the following symbol □. If a query requests information from z̄5, the
device will respond by noting that it is an uncovered zone.

lid3 =

[
z3 z4 z̄5
∗ d4 □

]
5. Proposed Approach

In this section, we start by presenting the hierarchical architecture adopted, along with
the scope of our contribution. We give an example of the indexing algorithm with devices
having different capacities (similarly to the generation of the global index presented in [2]).
Last but not least, we show the execution process of the four types of queries with different
priority levels.

5.1. Device Indexing vs. Device Networking

Before going into detail, we thought it important to distinguish between resource
indexing and device networking. In fact, device networking refers to the capability of
devices to establish physical communication with one another by employing various
communication methods and protocols, such as WSN (wireless sensor networks), LAN
(local area networks), and WLAN (wireless local area networks). Meanwhile, device indexing
refers to the capability of devices to establish communication with one another, guided by
an indexing protocol that takes into account specific criteria and conditions. These criteria
can include device semantics, physical location, and device capacities. Of course, device
indexing inherently relies on device networking, necessitating a physical connection for
devices to establish communication. Consequently, we need to ensure the existence of a
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physical link between two devices before indexing them. In this paper, our primary focus
is on device indexing. We assume that there is always a physical connection between each
pair of devices that want to communicate. Device networking, along with its associated
challenges, including issues related to physical connections being lost, will be addressed
separately in future works.

5.2. Hybrid Overlay Architecture

This section presents the hybrid overlay framework employed in our approach. To
generate an index for an (sub-)environment, we need to first cluster it into zones depending
on each device’s coverage range. This is a bit tricky since the coverage zone can have a very
different shape for each device, depending on the sensing equipment (camera, temperature,
pressure, humidity, etc.). As mentioned in the preliminaries and for the sake of design
simplicity, in this study, we represent the device coverage zone as a minimum bounding
rectangle (MBR) (The MBR taken for each device does not contain any gaps, in other
words, the device can return a response for the entire zone of its corresponding MBR.). To
summarize the clustering process, each device starts as a singleton cluster. After merging
covered zones, a refining step is defined to add uncovered areas based on the calculated
acceptable and unacceptable lack of precision and coverage. An uncovered zone will be
created if a lack of precision is detected. The clustering algorithm’s output is the set of
sub-environments with corresponding zones (Definition 1), the number of covered zones,
the number of uncovered zones, and the set of super nodes: orchestrators (orchestrators
are nodes responsible for generating the sub-environment global index and distributing
the local index to each cluster head.), cluster heads, and gateways (cluster gateways are
nodes having communication between other sub-environments’ cluster gateways. They
are not only responsible for their current zone’s children but they are also responsible for
sending queries to other cluster gateways situated in different sub-environments, gathering
information from external devices when needed. More details about the clustering
algorithm will be given in future works. We will focus in what follows on the index
generation for a single sub-environment. Edge and overlapping problems regarding the
device coverage range will be taken into account during detailing the clustering algorithm.

Figure 2 illustrates a global environment divided into four sub-environments after
clustering.

Figure 2. Hierarchical architecture.

We recall that each sub-environment is divided into zones following the devices’ cov-
erage range, and each covered zone has a head (cluster head) responsible for (1) exchanging
messages between its child nodes (cluster members) and external nodes using its local
index, and (2) distributing the local index of its zone nodes (each having, in the worst
case, only two entries which is the current address and the address of the cluster head,

lidj
=

[
zj zx
∗ dCH

]
). Thus, when a child node receives a query designated for its zone,

it can directly return a response, when possible. On the other hand, when a child node
receives a query targeting another zone, it can only forward it to the cluster head (CH),
which in its turn will forward it to another CH (when possible), until it reaches the destina-
tion. Other local index duplication strategies can also be adopted in many cases (when the
child nodes have sufficient capacity, to provide better sustainability, etc.) within a zone by
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the cluster head (but will not be discussed here). The purpose of using such processing
is to reduce the effect of dynamic environments on the index. In other words, updating
indexing cluster heads (rather than all devices) will result in a more resilient system, as
fewer operations will be necessary.

To establish communication with devices beyond the limits of a sub-environment, the
cluster heads route their messages to designated high-capability communication nodes
referred to as gateways and elected by the clustering algorithm. In the cluster head’s index,
an entry for the cluster gateway is always added (omitted in our illustrative example for
the sake of easy representation). The cluster heads can know if a query is for the current
sub-environment when targeting a zone inside their limits. Otherwise, they will end up by
forwarding the query to the sub-environment gateway. The latter will then forward it to
the appropriate sub-environment gateway which, in turn, will route it to the appropriate
device or cluster head. It’s worth noting that a sub-environment gateway can also be a
cluster head or a simple node.

In the rest of the paper, we will only focus on indexes and queries within a single
sub-environment.

5.3. Contribution Insights

In order to detail our proposal, we first present the adopted topology of the connected
environment network. Figure 3 shows a sub-environment (extracted from our motivating
scenario) that is supervised by one orchestrator do, having visibility over the related set
of sensing nodes deployed. Selected according to its high-capacity (the selection process
of super nodes, such as orchestrators, gateways, and cluster heads, is performed in the
clustering step and will be detailed in a dedicated study), the orchestrator receives as input
the clustered sub-environment details. Then, it generates the sub-environment global index
gi. The latter can respond to requests but cannot be seen as a routing table. In other words,
gi shows the communication between the devices, but it does not show the physical routing
of the message. This implies, before assigning a device to a corresponding zone, that we
make sure (through the clustering process) that there is a physical link with the related
cluster head. After generating gi, the orchestrator will be ready to send to each cluster
head its corresponding local index li. In our motivating scenario, d4 was chosen as the
sub-environment gateway (during the environment clustering process). Since this device
does not interfere in the global index generation, we did not include it inside the global
index generation algorithm.

Sensing devices have specific coverage zones (cf. Definition 4). In essence, given a
sensor deployment strategy and an overall number of sensors, len(D), the sub-environment
will contain zones that are covered by one or more sensors, as well as uncovered zones.

The example depicted in Figure 3 shows the sub-environment with the six zones of
our motivating scenario (4 are covered: z1, z2, z3, z4 and 2 uncovered: z̄5, z̄6). We recall that
a sensing device (1) has one location and can communicate with its cluster head, (2) has a
local index, and (3) has a limited storage capacity (e.g., a sensing device can store 4 index
entries when its capacity is equal to 4, and (4) cannot store the entire global index. As
a result, the orchestrator generates the index entries to be sent to cluster heads for local
indexing or in-zone distribution.

Users can then query the environment by submitting queries (q) directly to sensing
devices having a specific location stamp l or a zone z. The devices check their local indexes,
to decide if they can answer or need to forward to another device. When the desired device
is found, it will return its observation o with its corresponding timestamp t. Similarly,
queries can be submitted to the orchestrator, which then checks its global index to forward
the query to the corresponding devices. The latter case will not be discussed further in
this paper.
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Figure 3. Global & Local Device indexes in a sub-environment.

The main contribution of our proposal relies on determining the right distribution of
index entries that need to be stored locally on devices. In other terms, which local index
entries are to be stored on each device in order to adequately respond to queries in a timely
fashion and maximize the query answering potential over the connected environment
zones, while adapting to the different sensing device storage capacities.

In the following, we focus on the algorithm that generates and distributes the resources’
indexes. It is important to note that in what follows, we will not address how the environ-
ment has been clustered, challenges related to sensor deployment, nor device-to-device
communication. They will be addressed in separate works. In what follows, we will use
the example in Figure 4 to show the main steps of our algorithms. The illustrative example
uses four devices, four covered zones, and two uncovered zones.

Figure 4. Algorithm steps example with 4 devices, 4 covered (Z1–Z4) and 2 uncovered zones (Z5–Z6).

5.4. Index Generation Algorithm

As mentioned before, the global index generation algorithm will be only summarized
here. More details can be seen in [2]. We will, however, use a different illustrative use
case (a set of devices having different capacities). We note that a global index generation
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algorithm could be used in many cases (such as for all devices) but we use it in our case for
the cluster heads only (following our architecture).

To generate the global index, we use two main algorithms: (1) preprocessing of the
global index using Algorithm 1, and (2) add indexes using Algorithm 2 to create a device
to zone relation.

Algorithm 1: PreProcessingGlobalMatrix()
Input : Set of Cluster head Devices D, set of Capacities C, Covered Zones Z, Uncovered Zones Z̄
Output : global // Initial global index matrix

1 global ← matrix(||D||, ||Z||+ ||Z̄||); // index creation with # rows=D and # cols=zones
2 Sort(global, Asc, C); // index ascending ordering according to capacities
3 Return global

Algorithm 2: SetupIndex()
Input : gi, α, β
Output : gi // final index matrix
Local Variables : start_row = 0, cpt = 1, max_capacity

1 for ( i in 0..||gi.D|| ) {
2 if (di .c<=cpt) then
3 start_row ++; // Since the devices are ordered by capacity, we can skip the execution of

our algorithm on devices having a capacity < cpt
4 }
5 if (cpt == 1 and α ̸= 0) then
6 foreach dj ∈ gi.D do
7 gi(dj , gi.Z

⋂
max dj .S.cz) = 1 // assigning each device to the zone having a maximum coverage

8 end
9 α = α− 1

// We decrement alpha since we added an index for covered zones
10 else if (cpt == 2 and α ̸= 0) then
11 createMinimalCycle(gi) // The function will generate the cycle that connects the zone with each

other through common devices
12 α = α− 1
13 else if (cpt == 3 and β ̸= 0) then
14 for ( i in start_row..||gi.D|| ) {
15 gi(i, i + ||Z||) = 1 // set 1 on the diagonal of uncovered zones. This will allow us to

gather information about uncovered zones
16 }
17 addIndexOnRemainingConveredZones(gi) // if the diagonal reaches the end of the index and

there are still devices that hadn’t received an index, we add an index in the covered
zone part for these devices following the number of index in a column which leads to an
equally distributed index. This step allows us to add additional information about
covered zones favorising them over uncovered zones

18 β = β− 1
19 else if (cpt%2 == 0 and α ̸= 0 ) then
20 addIndexOnCoveredZones(gi) // put 1 on covered zones following column sum to add more

knowledge about covered zones
21 α = α− 1
22 else if (cpt%2 == 1 and β ̸= 0 ) then
23 addIndexOnUncoveredZones(gi) // put 1 on uncovered zones using column sum to add more

knowledge about uncovered zones
24 β = β− 1
25 else if (α ̸= 0 and cpt < max_capacity) then
26 addIndexOnCoveredZones(gi) // repeat this step in case alpha is not equal 0
27 α = α− 1
28 else if (β ̸= 0 and cpt < max_capacity ) then
29 addIndexOnUncoveredZones(gi) // repeat this step in case beta is not equal 0
30 β = β− 1
31 else if (α == 0 and β == 0 or cpt > max_capacity) then
32 veri f yCycle(gi) // verify that the index has been indexed correctly + adding one from

uncovered zones to covered zones when the sum of indexes are equal(on the same device)
33 addGateways(gi)
34 else
35 cpt ++
36 SetupIndex()
37 end
38 Return gi

In Algorithm 1, the preprocessing of the global index matrix on the orchestrator is
determined by the components of the sub-environment. Specifically, the number of rows
in the matrix corresponds to the number of cluster heads, while the number of columns
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reflects the total number of zones, encompassing both covered(left side of the index) and
uncovered (right side of the index) (line 1).

If the cluster head device’s capacity is the minimum (i.e., 2 in our study), then it has a
local index with an entry containing its zone and another entry with the address of a super
node (e.g., gateway). If the capacity d.c is sufficient to index all zones (d.c ≥ ||Z||+ ||Z̄||),
the device will contain information about all zones. If the capacity is between the minimum
defined and ||Z||+ ||Z̄||, then Algorithm 2 is applied to generate the final global index.

Algorithm 2 takes the initialized global index from Algorithm 1, α which is the number
of entries in the covered zone part of the matrix (defined by the user ) and β which is the
number of entries in the uncovered zone part of the matrix (defined by the user) . In our
approach, α must always be greater than β to favor covered zones over uncovered zones.
In our running example, α equals 3, and β equals 1, the four devices (d1, d2, d3, and d4)
have capacities equal to 1, 2, 3, and 4, respectively (after omitting the entry of the related
super nodes for each one of them).

We start by obtaining the starting row in the index, to reduce the execution time of
the algorithm, since devices that have already maximized their capacity do not need any
further processing (lines 1–4).

In lines 5–9, we assign each cluster head device to its zone by detecting its maxi-
mum coverage within the environment. This step can be seen in Figure 4 (Step 1) . α is
decremented by one at the end of this step.

In lines 10–12, we create a minimal cycle between devices for covered zones. The
importance of this step is to initiate communication between all the covered zones. The
next device entry, when capacity allows, is chosen following a specific distribution strategy
to assign the next covered cell (random, biggest capacity, closed, etc.). In our case, we will
add an index for the device Di+1. Each device will index the zone next to it in the matrix,
except the devices whose zones are in the last column. In this case, they add an index
for the first zone, since we need to loop between all the covered zones. Step 2 in Figure 4
shows the minimal cycle generation. d2 adds an index for z3 since d2 is located in z2 and
the location z3 is next to the zone z2 in the index. For d4 an index is added for z1, since z̄5
is an uncovered zone. d1 does not add an index, since it has a capacity of 1.

After creating a minimal cycle and if β ̸= 0, we make a diagonal in the uncovered
zones (lines 13–18). With the remaining rows, we index covered zones where the sum
of indexes is the lowest. The purpose of doing this is to favor more covered zones over
uncovered ones. Figure 4 illustrates in step 3 the result of this step. In our case, d3 and d4
will add z5 and z6, respectively. At this stage, we can access all the uncovered zones.

Once this is done, we can start alternating between covered and uncovered zones. We
add entries for zones having the lowest number of indexes per column. The last matrix
of our example demonstrates this step. An index is added for the covered zone z4 only,
since all the other devices are saturated. α is decremented at the end of this step. We also
note that the same functions used above are repeated (lines 19–30) because β may become
0 before α.

After the algorithm converges (line 31), we check that the indexes are distributed
equally between zones and all devices have a number of entries for covered zones greater
than uncovered zones’. If this is not the case, we remove entries from uncovered zones and
add them to covered zones.In essence, because of variations in the capacities of different
devices, certain columns may have more indexes than others. This results in the adjustment
of indexes in specific rows, to achieve a more balanced distribution. These verifications
are performed using the verify cycle function. In addition, a function called addGateways()
adds the corresponding gateway for each device. After generating the matrix, the global
index is ready to be cut by rows and distributed over the devices. In order to simplify
the global index final representation, we did not include the cluster gateway inside the
resulting global index (Figure 4 step 4). We note that, in cases where the number of devices
is higher than the number of zones, the index will have more rows than columns, while
having more zones than devices will lead to a number of columns greater than the number
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of rows(such as in our example). If the number of devices is equal to the number of zones,
the rows and the columns will be equal.

5.5. Local Index Generation

Once the previous algorithms have been applied, the global index is ready to be
distributed over the cluster heads. It is divided by device as a vector of zones. Only
completed entries in the initial gi (containing 1 value) are considered in the local index
(i.e., all 0 values corresponding to columns are removed). In addition, the cell values are
transformed as follows: (1) values ‘*’ indicate local zones covered by the corresponding de-
vice, (2) zones marked with device identifiers indicate to whom queries must be forwarded,
while (3) zones marked with “□” indicate uncovered zones.

Query execution simulations were implemented. As cited before, the difference in
user needs implies implementing many query types. We will demonstrate the methodology
of the execution of each type. In the following figures, straight arrows indicate the index
chosen by the device, while dotted arrows show the device to which the message is
forwarded. After arriving at the destination zone, the device will return the message using
the path found (the path followed must be saved inside the message). The following
query processing is performed on the local index of the cluster head and not on the global
index (orchestrator). Many algorithms could be employed to return the response optimally
(further studies could be made on these algorithms). When the message passes through
all the devices inside a zone, we prevent the message from re-entering the zone, to avoid
loops inside the index.

• One-path Queries: Figure 5 illustrates an example of one-path queries taking a random
path strategy. We consider that a query from the location z4 to z̄5 is sent. The device
d4 located in z4 receives the query. d4 does not know any information about z̄5. In
that case, the query is forwarded to a randomly chosen covered zone. In this situation,
z2 is chosen. The device located in z2 is device d2, meaning that this device receives
the query (step 1). The query is forwarded to z3, since d2 is partially covered by d3
only. The query is forwarded to device d3 (step 2). d3 has an index for z̄5 leading to
forwarding the query to the user, with a response that z̄5 is an uncovered zone. When
a blocked path is faced, a “no response” message is returned for the user by the last
device reached. This type of query can be used to gather data in order to perform
analytics where having missing data is not important.

• Retry Queries: Figure 6 shows the cases of retrying queries with a random strategy.
In this case, the source zone is z4, and the destination zone is z̄5. In Figure 6, the
query is first sent to d4, which chooses a random device from its index to forward
the query. d4 chooses, for instance, to forward it to d1. Since d1 has a capacity of 1, it
has no information about any zone except its current zone. As a result, it is no longer
possible for d1 to continue forwarding the query, indicating that the path is blocked
(even though the device has an index for its gateway, the query is not forwarded to the
gateway, since the query is designated for the current sub-environment). Consequently,
the query is returned to d4, trying to find another path. The query is re-sent to d2. After
d2 receives the query, it forwards it to d3. d3 returns an uncovered zone response to
the user. When a blocked path is faced and no more devices are in the current coverage
zone, a “no-response” message is returned to the user. The following queries are used
for model training, reducing missing data and making the preprocessing easier.

• Guaranteed queries: Figure 7 presents an example of a guaranteed query. z4 is the
source zone and z̄5 is the destination zone. d4 sends a broadcast request to d1 and d2.
d1 is a blocked path, so the query ends here for the first path. For the second path, the
query continues until reaching d3, having information about z̄5. If there is no path that
leads to the requested destination, a no-response message is returned. These queries
are for high-urgency cases such as fires and natural disasters.

• Default queries: Figure 8 demonstrates an example of a default query. Recall that
guaranteed and default queries work in almost the same way, since the default queries
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have extra parameters (in our case, we consider a minimum capacity equal or greater
to 2). The same source/destination zones are used (z4 to z̄5). Once d4 receives the
query, it broadcasts it to all its index entries that fit the criteria selected. The same
process is repeated until the desired destination zone is reached. Notice that the query
is not routed to d1, due to its limited capacity, which is insufficient for accommodating
a value greater than two. In this example, d3 returns the result (uncovered zone) for the
user. A no-response message is returned if no path leads to the requested destination.
These queries are designed for high-urgency cases, such as fires and natural disasters,
with an emphasis on minimizing the utilization of network resources.

Figure 5. One-path queries example.

Figure 6. Retry queries example.

Figure 7. Guaranteed queries example.
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Figure 8. Default queries example.

6. Experiments

In the upcoming section, we describe a series of experiments carried out to confirm
the efficacy of our approach. Through this evaluation, we measured the performance of our
approach regarding: (1) the index generation, (2) the index coverage, and (3) the execution of
different types of queries. The experiments were executed on a computer system equipped
with 16 GB of RAM, a Core i7 CPU, and running the Windows 10 operating system. In
addition, in all tests, we used a coverage percentage of 80% and an overlap (covered zones
with more than one device) of 70%, to ensure that we had a diversity in zone types (covered
zones with multiple devices, covered zones with one device, and uncovered zones).

In this evaluation, we abstained from performing a comparative analysis with other
approaches because, as indicated in Section 3, none of them can meet all the required criteria
with their indexing scheme. The environment data and all the tests were simulated using
our generator (https://sigappfr.acm.org/Projects/RILCE/, accessed on 29 November 2023).
The execution time was averaged over ten runs for each result data point. We also note
that we did not include cluster gateways inside global indexes, since this was chosen by
the clustering algorithm. In addition, we generated large environments that were complex
to index.

6.1. Index Generation

The first set of experiments was dedicated to evaluating index creation by measuring
the time needed to create our index containing covered and uncovered zones. To observe
its behavior, we varied several parameters: the number of zones, number of devices, values
of the two parameters α and β, and devices’ capacities. The results of these test can be see
in [2].

6.2. Index Coverage

In the following section, testing was conducted on an environment composed of
3000 devices distributed over 300 zones. The goal of this experiment was to demonstrate
the impact of the device’s capacity on the query response. In Figure 9, we considered that
all the devices had the same capacity, equal to 8. We can see that 80/80 default queries gave
a response, while one-path and retry queries gave 60/80 successful responses. This shows
that our indexing scheme is more than satisfactory in terms of priority, since it provides a
proper coverage for different types of queries having different urgency levels using limited
storage capacities. Note that we assumed a capacity of 8 since this was the first value where
all default queries returned a response.

https://sigappfr.acm.org/Projects/RILCE/
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Figure 9. Capacity to response effect.

6.3. Query Execution

In the next sets of experiments, we aimed to test the effectiveness of our algorithm by
evaluating the results of different types of queries, along with their execution time. Using
an environment with 300 zones and 3000 devices, the query responses included queries
issued for both covered and uncovered destination. It is important to note that queries were
generated using our generator. When comparing query types, the same source zones and
destination zones were used. However, when comparing different environments (different
zones and devices) different queries were used, since the environments were not the same.
During the query execution experiments, we employed a random strategy (random path)
for one-path and retry queries. We note that we could not compare the query execution
approach to other approaches because we can follow their strategy through the function.

Figure 10 shows the execution of one-path queries (We recall that the query types were
explained in detail in Section 4.3), with devices having capacities of 20, 40, 60, and 100. As
shown in the graph, devices having a capacity of 20 returned 11/20 and 54/80 successful
queries, while devices having a capacity of 100 returned 18/20 and 77/80 successful queries.
As the capacity increased, the number of successful queries increased. We tried with 20,
40, 60, and 80 queries, and in all cases, the number of successful queries grew with the
capacity increase. In the right-side graphic in Figure 10, with devices having a capacity
of 100, the number of queries with no results was low. In Figure 11, retry queries were
used with corresponding results on devices having capacities of 20, 40, 60, and 100. We
obtained the following results: 14/20 and 65/80 were successful queries for devices having
c = 20, while for c = 100, 20/20 and 78/100 were successful queries. We obtained more
successful queries than the one-path queries, due to the capability to resend the query to
another zone in case of failure. We can see that in the four tests, in all cases (20, 40, 60,
and 80), the number of successful queries increased as the capacity grew. We can also see
that the number of queries that did not give a response with a capacity of 100 was very
low. Moreover, it is worth noting that retry queries yielded a greater number of responses
compared to one-path queries, particularly on devices with limited capacities. In Figure 12,
guaranteed and default queries always responded regardless of the devices’ capacity (20,
40, 60, 100), since they tried all possible paths.

Figure 10. Success/failures in one-path queries.
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Figure 11. Success/failures in retry queries.

Figure 12. Success/failures in guaranteed queries.

In Figure 13, we evaluated the execution time for all query types. This was performed
using an environment with 300 zones and 3000 devices. Obviously, one-path queries took
the least time to execute (0.145 s), since they followed one path. In contrast, the default
queries took the most time (0.192 s), since they required consequent processing before
trying all possible paths. The expected results were reached during these experiments.

Figure 13. Different query type time executions.

6.4. Device Solicitation Experiment

During this experiment, we generated an environment of 10 zones and 20 devices, in
which 10 of the devices had a capacity equal to 1 or 2. Twenty queries were executed during the
experiment. As we can see in Figures 14 and 15, the total number of devices solicited for one-
path queries was 85, while for retry queries, the number of devices solicited was 75, depending
on the path taken. For guaranteed queries, since this is a broadcast query, all the devices were
solicited, meaning that the total number of devices solicited is 20 × 20 = 400. However, for the
default type of query, if we set the condition that the device had to have a capacity greater than
2 in order to be involved, the number of devices solicited was 10 × 20 = 200. Since one-path
queries took the least amount of time to execute and only specific number of devices were
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involved they consumed the least amount of resources. Conversely, the default queries took
the longest time and more devices were involved in this type of query, indicating that they
consumed more resources than the other queries.

Figure 14. Device solicitation for one-path queries.

Figure 15. Device solicitation for retry queries.

6.5. Array of Things Experiments

To add further experiments on a real-scenario, we used the dataset from the project
named “array of things” organized by the urban center for computation and data and
others in Chicago. (https://arrayofthings.github.io/index.html, accessed on 29 November
2023) This dataset contains data concerning the location of different devices distributed in
the city of Chicago, such as the location name and type (lakeshore, for example), the status
(live, pending), the longitude, and the latitude. We placed the different device locations on
a map, to visualize and cluster them into different zones. We note that a capacity of the
devices was considered between 1 and 18 (1 < Cd < 18).

As shown in Figure 16, the clustered environment contained 18 zones (10 covered and
8 uncovered) and 41 devices. The index was generated with α = 10 and β = 8. It took
0.0087 s to generate the index (Table 2). We also note that all devices were included inside
the index in this example.

https://arrayofthings.github.io/index.html
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Table 2. The generated index of the “Array of things” project.

z2 z12 z9 z10 z6 z3 z5 z16 z15 z13 z0 z1 z4 z7 z8 z11 z14 z17
d40 * 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
d11 0 * 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
d28 0 0 * 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
d34 0 0 0 * 0 0 0 0 0 0 0 0 0 0 0 0 0 0
d13 0 * 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
d8 0 0 0 0 * 1 0 0 0 0 0 0 0 0 0 0 0 0

d29 0 0 * 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0
d32 0 * 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
d12 0 * 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0
d30 0 0 0 * 1 0 1 0 0 0 0 1 0 0 0 0 0 0
d35 0 0 * 1 0 0 0 1 0 0 0 0 1 0 1 0 0 0
d10 0 0 0 0 0 * 1 0 1 0 0 0 0 1 0 1 0 0
d15 0 0 0 * 1 0 0 0 0 1 0 0 0 0 1 0 1 0
d26 1 0 0 * 1 0 0 0 0 0 0 0 0 0 0 1 0 1
d20 1 * 1 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0
d24 0 1 0 * 1 1 0 0 0 0 0 1 0 0 0 0 0 1
d14 0 * 1 0 0 0 1 0 1 0 1 0 1 0 0 0 0 0
d27 0 0 * 1 0 0 0 1 0 1 0 1 0 1 0 0 0 0
d23 1 0 0 * 1 0 0 0 1 0 0 0 1 0 1 0 0 0
d36 0 0 0 * 1 1 0 0 0 1 0 0 0 1 0 1 0 0
d2 1 0 0 0 0 0 * 1 1 0 0 0 0 0 1 0 1 0
d6 1 1 0 0 0 0 0 * 1 1 0 0 0 0 0 1 0 1
d9 1 1 0 0 0 * 1 1 0 0 1 0 0 0 0 0 1 0

d38 0 * 1 0 0 1 1 1 0 0 0 1 0 0 0 0 0 1
d21 0 0 1 * 1 1 0 0 1 0 1 0 1 1 0 0 0 0
d33 1 1 0 0 0 1 0 0 * 1 0 1 0 1 1 0 0 0
d25 0 0 0 * 1 1 1 0 1 1 0 0 1 0 1 1 0 0
d37 0 * 1 0 1 1 0 1 0 1 0 0 0 1 0 1 1 0
d3 1 1 0 0 0 0 * 1 1 1 0 0 0 0 1 1 1 1

d18 0 0 0 * 1 1 1 1 1 0 1 0 0 0 1 1 0 1
d4 1 0 0 * 1 0 1 1 1 0 1 1 0 0 0 0 1 1
d5 1 1 0 0 0 1 1 1 0 * 0 1 1 0 0 0 1 1

d16 1 1 1 * 1 0 0 0 1 1 1 1 1 1 0 0 0 0
d1 1 0 1 0 0 1 * 1 1 1 1 1 1 1 1 0 0 0

d19 1 * 1 0 1 0 1 1 0 1 1 0 1 1 1 1 0 0
d17 0 1 1 * 1 1 1 1 1 0 0 0 1 1 1 1 1 0
d31 1 0 1 * 1 1 1 0 1 1 0 1 0 1 1 1 1 1
d22 1 1 0 1 1 1 1 1 1 * 1 0 1 0 1 1 1 1
d39 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1
d41 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
d7 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Red columns are uncovered zones.
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Figure 16. The clustered map of the “Array of things” project.

After generating the global index, we executed 20, 40, 60, and 80 queries. We deter-
mined the results shown in Figure 17. One-path queries gave 18/20, 37/40, 55/60, and
70/80 responses, while retry queries gave 19/20, 39/40, 59/60, and 76/80 responses. Some
guaranteed and default queries did not give a response because, in zone z2, there was
one device d40 with a capacity of 1. Given its capacity of one, it possessed no information
beyond its present zone. Any query issued from that device requesting information from
another zone did not give a response, since the following device only had information
about its local zone. These results were expected, since one-path and retry queries choose
one path, while guaranteed and default queries will try all possible paths.

Figure 17. Success/Failures of the queries for the array of things project.

Figure 18 shows the execution time of each query type on this dataset. We used the
same source and destination zone in the four cases. The query issued went from z8 to
z12. One-path queries took 0.0059 s, retry queries took 0.0062 s, guaranteed queries took
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0.0138, and default queries took 0.0146. Guaranteed and default queries took the longest
execution time, because they explored all potential routes. The increased execution time
of the default queries can be attributed to their pre-processing tasks, which involved, for
example, directing traffic toward highly indexed devices.

Figure 18. Query time execution for the array of things project.

6.6. Discussion

Following these results, we can see that our approach produced good results, especially
in environments having high-capacity devices. During the index generation, we noticed
that our approach was linear regarding zones, while being quadratic in terms of the device.
In other words, incorporating devices into our approach required more time compared to
the time needed for adding zones. Some queries (like one-path and retry) did not produce
responses for environments with low-capacity devices, depending on the number and
density of zones. Other types of queries showed a high potential, even when low-capacity
devices were encountered, such as guaranteed and default queries. These types of queries
can consume more resources (energy) and time, since many devices may be involved and
processing is required at some point. All these use cases depend on the user’s needs.

7. Conclusions

In this paper, we proposed a new solution for indexing and querying resources in
connected environments. Numerous types of research have been conducted regarding this
subject, but the majority did not consider device capacity, covered/uncovered zones, and
query types. Additionally, a hybrid overlay architecture was introduced, enhancing the
robustness of the index for dynamic environments. The global index generation algorithm
consisted of different steps to index the device and had the ability to discover information
about covered and uncovered zones, increasing the network life cycle. Moreover, the
algorithm took into consideration devices having different capacities (a device cannot store
all environment information). Each device was indexed according to its capability. More-
over, various query and response types were introduced to align with user requirements.
One-path queries follow one path with a specific strategy, retry queries follow one path
with correction capability, and guaranteed and default queries search among all available
paths. Different evaluations were performed and produced different results. The challenge
of clustering an environment into different zones will be analyzed in future works. Fur-
thermore, more tests will be conducted in real scenarios to evaluate the performance of our
approach in various contexts.
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