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Abstract

:

This paper introduces a novel distributed algorithm designed to optimize the deployment of access points within Mobile Ad Hoc Networks (MANETs) for better service quality in infrastructure-less environments. The algorithm operates based on local, independent execution by each network node, thus ensuring a high degree of scalability and adaptability to changing network conditions. The primary focus is to match the spatial distribution of access points with the distribution of client devices while maintaining strong connectivity to the network root. Using autonomous decision-making and choreographed path-planning, this algorithm bridges the gap between demand-responsive network service provision and the maintenance of crucial network connectivity links. The assessment of the performance of this approach is motivated by using numerical results generated by simulations.
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1. Introduction


With ever-improving and advancing technology, we are amid a communication revolution, a period of fundamental paradigm shift that arguably started decades ago, either with the invention of the Internet or the personal computer. From the ability to communicate electronically across a network of computers connected by cabled Internet, we moved to using wireless connections; and, with that, came the opportunity to create network connections relatively ad hoc. Customers in a coffee shop, for example, can establish a connection with the local router and access the Internet that way.



The next step was the use of mobile resources, such as routers placed on other hardware, that, through the movement of their platform, moved into and out of positions that made them suitable nodes in Mobile Ad Hoc Networks (MANETs). Although such networks were originally comprised of nodes placed on other devices and systems, and thus subject to the connections created accidentally or as a byproduct of the operation of these devices and systems, the use of dedicated mobile platforms tasked primarily with the movement of nodes is finding increased attention in the literature.



1.1. Mobile Ad Hoc Networks (MANETs), Flying Ad Hoc Networks (FANETs)


The principle underlying MANETs is related to wireless connectivity, and that any device that also has access to a cabled connection to the broader infrastructure can relay traffic from other wireless-only devices if they are within the coverage area of the device. This has the potential to make wireless networks flexible and more resilient to failures [1]. Due to this potential, MANETs are currently deployed in commercial [2,3], as well as in military [2,4,5], and in civil [6,7] security [8] applications and have spawned specialized sub-fields such as Vehicular Ad Hoc Networks (VANETs) [2,9,10,11].



The dynamic and continuously evolving nature of wireless ad hoc networks that make use of mobile routers or relays is a driving factor in their usability and success. It is, however, also posing challenges as the dynamic topology of the network requires continuous re-evaluation of the routing within the network [3,5]. The less the nodes are acting predictably, the more robust a network will have to be if it is to ensure connectivity at all times [12,13]. Research into adaptive routing algorithms for dynamic topologies has received a lot of attention in the literature [14,15,16,17]. In a more recent development, drone technology comes into play: Unmanned Aerial Vehicles (UAVs) are increasingly considered to be platforms for the routers of a Flying Ad Hoc Network (FANET) [1,2,3,6,18]. The potential benefits of deploying drones actively ensuring MANET or FANET connectivity and cooperating as a swarm to optimize coverage are significant [6].




1.2. Using Drones to Deploy MANETs


With advancements in technology, drones are increasingly being recognized for their potential in supporting MANETs [1]. They present a viable solution for enhancing connectivity, particularly in hard-to-reach or infrastructure-less environments, such as wilderness areas or in the aftermath of a disaster [19] (see Figure 1).



Given their airborne nature and inherent mobility [20], drones are not hindered by ground obstacles. In addition, they can be equipped with wireless communication devices and employed as mobile nodes or access points within a MANET. This allows them to adapt and reconfigure the network’s topology dynamically, and intentionally and to do so in direct response to changes in user demand or in environmental conditions. The use of drones in MANETs offers several key operational advantages:




	
Flexibility of resource sourcing and maintenance: since the collective of drones (the swarm) is comprised of physically distinct and independently operating devices, the deployment of such a swarm (including the addition and removal of drones during operation) can be very flexible. The operations are the sum of the actions of independent units, which allows for different stakeholders and operators to pool their resources while each maintaining separate responsibility and ownership for the resources they contributed. Especially in cases where large-scale infrastructure, beyond the financial or operational resources of any one party, has been rendered inoperable, this enables smaller parties to come together and collectively solve a problem/provide a service.



	
Adaptive network topology [7,16]: when drones are launched with the express goal of becoming members in a MANET, their movement can be designed to contribute to this goal. Due to this, drones that have no other objective can collaborate with those that do by optimizing their position to improve the overall performance of the MANET. This strengthens the ability of the MANET to respond to changing demand profiles and to client terminal movement.



	
Exploiting advantages of aerial positions: purely through their ability to move in 3D space, drones can assume positions that offer advantages due to (a) not being restricted by obstacles on the ground (regarding signal transmission), (b) not being affected by conditions on the ground (with regard to the safety of the device). This does come at the price of increased operational cost (as the flight operations require continuous investment of resources) but a sufficiently large number of drones can offset this at least regarding node availability (by retiring drones that are low on battery and sending them home to re-charge).



	
Reactivity and resilience: not only can drones position themselves to optimize the topology, but they can dynamically amend their positioning to ensure desired levels of redundancy. This allows them to establish a topology not only suitable for the current state of affairs but also for potential future conditions.








It is not all sunshine and rainbows, though. As already hinted at above, there are operational challenges and drawbacks to the use of drones as node-carrying platforms.




1.3. Real-World Challenges to Drone-Based MANETs


As well as remaining airborne (which draws on the limited battery power), drones must (a) carry the payload (which also incurs operational cost in the form of increased energy demand for flight operations) as well as (b) operate said payload (further adding to the power demand of the drone). And while the power issue (i.e., the aspect of physically moving, operating, and keeping a drone airborne) has at least potential solutions (such as, e.g., powering/recharging drones with High Energy Lasers (HELs) from the ground [21]) there are additional functional aspects to consider. For example, maintaining a fully connected network with the desired redundancy requires cooperation between the nodes. Depending on the scenario (see Section 2.3) this may have to happen under sub-optimal or even adversarial conditions. There is furthermore the practical issue of allocating bandwidth to clients who may, depending on the application, generate a significant demand (in the case of, e.g., real-time high-definition video transmissions). Finally, there is the matter of regulation and legal frameworks [22]. It stands to reason that a larger drone-based MANET would rely on autonomously operating drones, which is currently a problematic setup due to the lack of clarity or permissions (countries are currently scrambling to put the necessary laws and oversight institutions in place [23,24,25,26]). The next section discusses some of the most prominent challenges and provides a context and scope for the focus and the modeling choices of our work.




1.4. Contributions of the Paper


We present a decentralized decision-making framework (in the form of a model for virtual forces) for a self-organizing drone swarm. This framework tackles two challenges simultaneously: without a central control element in the MANET, the swarm (1) dynamically creates a network that connects (potentially mobile) terminals and (2) maintains a topology that ensures all drones are connected to the base station through an unambiguous multi-hop path. We found and chose to report in this paper that the collective movement pattern of individual units (an emergent property of the pseudo-forces model) results in the access points forming a topology that reflects the heterogeneous distribution of clients (and subsequent modification thereof) while also preserving unambiguous multi-hop connectivity to a central Internet gateway. The performance of the distributed algorithm is investigated from a systemic point of view (collective behavior) using a simple LQM to study variability across multiple simulation runs, featuring different client movement patterns.





2. Mobile Ad Hoc Networks (MANETs)


2.1. Mobile Ad Hoc Networks (MANETs): Applications and Challenges


As advances in wireless technologies continue, the application range for MANETs grows [20,27,28]. The three use-case scenarios provided in Section 2.3 are just some examples of the possibilities where a drone-based MANET can offer significant value by providing, e.g., vital communication links between relief teams, survivors, and external command centers. In the approach presented in this article, we focus primarily on realizing and maintaining a connection between all clients in the field and a central data sink/command center/network root. As well as offering a communication infrastructure for personnel in the field to connect to their command center/dispatch, MANETs can also be used to provide point-to-point connectivity, e.g., Internet of Things (IoT) applications [29,30] where smart devices communicate with one another [31] to, e.g., collectively manage their demand profile. IoT devices, whether in a home automation setting or an industrial environment, often need to communicate and collaborate dynamically [29,31]. Especially when some of the IoT devices are mobile [30] or only sporadically active, MANETs can dynamically adapt to the applications’ needs effectively [5,29]. This can be achieved by, e.g., allowing devices to form and manage their own networks as they come into and move out of each other’s communication range. In this context, Vehicular Ad Hoc Networks (VANETs) [2,9,10,11] deserve special attention: with increasing vehicular autonomy, interconnecting the individual vehicles enables them to share information [22,32], to allocate available resources [5,28] and to collaborate when navigating in close proximity. VANETs [9,10,11] rely on the principles of MANETs to communicate among themselves and with other elements of the transport infrastructure. Among the known benefits of this are enhancing safety, increasing efficiency, and speeding up adaptability.



However, the broad and growing applicability of MANETs comes with its own set of challenges. At the forefront of these is the issue of maintaining network performance in the face of dynamic topologies [3,7,11]. As nodes in a MANET are inherently (potentially) mobile, the network topology can change rapidly and unpredictably. This presents challenges that, e.g., require novel routing protocols [12,17,30,33] capable of addressing this new complexity to ensure reliable and efficient communication between nodes.



Additionally, as the scale and complexity of MANETs increase—for instance, in a large IoT deployment—so too do the challenges associated with network management and security [29]. Protecting against threats and maintaining privacy in such a distributed, decentralized environment is inherently complex [8,29]. Furthermore, network management protocols [33] need to be capable of dealing with the potential for node failures, traffic congestion, and other disruptions [12]. Energy management is another key challenge [18,29,30], particularly for MANETs composed of battery-powered nodes, such as drones or IoT devices [29,31]. Ensuring network connectivity while optimizing their energy usage is a non-trivial task requiring careful balance.



Despite these challenges, the potential of MANETs remains vast. Their flexible, adaptable nature, coupled with their broad applicability, renders them a key contributor to our increasingly connected world. As research progresses, the development of innovative solutions to these challenges will continue to drive the evolution and adoption of MANETs across various domains. At this point, MANETs are a thriving area of research [5,12,13,17,29,30,33] and have become a fundamental contribution to modern wireless communications technologies [12,13,33]. As increased users carry mobile devices with them, the need for network flexibility grows. Since MANETs can self-organize and operate relatively independently from fixed/static infrastructure, their application areas are broad. However, while they are quite adaptable and versatile, they also come with various serious (and sometimes unique) challenges.




2.2. Scope of the Paper


MANETs have the potential to transform wireless communication due to their flexibility and self-organizing capabilities [34,35,36]. Despite this potential, they face significant challenges [4,5,7,12,14,15,16,29] that can hinder their optimal operation. Understanding these challenges is crucial to improving their robustness, security, and efficiency.



One of the most prominent challenges in MANETs is the dynamic nature of the network topology [14,15]. Given the mobility of nodes, the network topology can change over time. This can cause path breakages and result in intermittent connectivity, complicating the process of routing data between nodes. Designing adaptive routing protocols [17,30] that can quickly react to such changes is a non-trivial task, requiring advanced algorithms and efficient network management strategies [12].



As the number of nodes in the network increases, the overhead involved in managing the network, maintaining routing tables, and ensuring seamless communication can become increasingly complex. Scalability issues [15] can result in decreased network performance, increased latency, and reduced reliability.



We propose the use of drone-borne access points to form MANETs. Our investigations are kept generic and within the broad range of MANETs designed to enable client-to-root connectivity, see Section 2.3. We focus on the management of the dynamic network topology (i.e., the self-organizing [37] movement of the nodes) and do so in a scalable manner. We are restricting ourselves to MANETs which are primarily concerned with connecting clients through a network with a root or data sink [13].



Topology management, i.e., the positioning and connecting of nodes in a MANET, is understood to be one of the most important challenges. Several types/classes of approaches have been proposed by the community in the literature. We distinguish by the way they control the swarm: centralized [38,39,40], decentralized [38,41] or hybrid, and the mechanism used to determine the individual node movement: location- [42], virtual force- [43] or machine learning-based [44,45,46]. The approach presented in Section 4 is decentralized: the drones in the MANET base their movement and connectivity decisions entirely on local information. However, since the base station (the root in the network topology) can trigger the release of additional drones into the swarm, there is a central component in the system, and one could argue that our approach therefore constitutes a hybrid mechanism.



The presented approach is force-based (with the three forces discussed in Section 4.1.1, Section 4.1.2 and Section 4.1.3). The nodes are assumed to be fully aware of their position (see Section 3.3) but this is merely a simplification that allows each drone to compute the exact distance to, and the direction of, another drone. These values could also be inferred through signal analysis. In general, relative position is used in the calculation of all virtual forces (e.g., repulsive between nearby drones) which does imply the reciprocal knowledge of neighboring drones’ locations. However, we do not concern ourselves with how this information is procured (e.g., using visual signals).




2.3. Target MANET-Applications and -Scenarios


We briefly discuss three applications. In all of these, the drone-based MANET is connected to the ground at its entry (base) and exit points (terminals). For the remainder of this article, we consider only flat landscapes and treat the problem as a 2D problem.



We argue that this approximation is valid if the vertical separation between drones is orders of magnitudes smaller than the target distance between them in the horizontal plane (e.g., tens of meters vs. kilometers) and the environment is not obstructed by tall structures (e.g., maritime or coastal region, flat plain, river delta, etc.).



2.3.1. Disaster Response


Our first scenario class focuses on the case where existing infrastructure is unavailable [19], be it temporarily (as in the case of, e.g., a power outage) or permanently (such as, for example, when a hurricane has wiped out the cell tower network of a Caribbean Island). In this application, we assume some ongoing coordinated effort that includes many field units operating in uncertain terrain that need to be connected through a gateway to the global IT infrastructure or some operational headquarters [31]. This also covers the case where a MANET is deployed to serve as temporary infrastructure.



In such a setting, the demand is likely to move as rescue efforts sweep across the deployment area or as parts of the local infrastructure successively come back online. The MANET must respond to this shifting demand by dynamic node re-allocation.




2.3.2. Wilderness Exploration


The second scenario class considers the temporary deployment of a MANET during, e.g., some exploration effort where the MANET is needed for a limited time. This could be, for example, a rescue effort in a remote area or the mapping of previously unexplored terrain [3]. In both cases node movement may be unpredictable.



Drone-based MANETs are especially useful when infrastructure is only needed briefly, as the MANET will automatically reduce its presence in an area where there is low or no demand to deliver high connectivity in areas with many field units.




2.3.3. Contested Environments


The previous two scenarios covered the case where infrastructure was wiped out or never existed. In both cases, information can be very patchy, but what is available is considered trustworthy. For the third scenario, we want to consider the case where the available infrastructure or information cannot always be trusted [47]. In the simplest case this could be due to wide-spread sensor malfunctions due to some natural phenomenon (e.g., a solar storm). However, the literature increasingly considers the case of intentional and malevolent interference. This can come, e.g., in the form of a directed attack on the Global Positioning System (GPS) infrastructure or as GPS-spoofing.



Regarding drone-based MANETs, this is of high relevance given the massive deployment of drones in, e.g., the conflict in Ukraine where countermeasures are known to massively impair localization and remote control of drones.






3. Modeling MANETs


The objective of the proposed framework is to establish and maintain a multi-hop access network that would allow a population of clients to send and receive information to/from a central location (root) and by extension to/from each other if required. A subsidiary goal is to create a tree topology to ensure unambiguous routing. The challenge is to do so exclusively through autonomous local decision-making by individual mobile nodes, in the face of an arbitrary and heterogenous distribution of clients.



As discussed in Section 2.2, our approach is focused on self-organizing topology management. Although the routing is defined by the resulting tree structure, we make no claim regarding dynamic routing within the network.



3.1. Nodes and Clients


We model a MANET as a dynamic network topology consisting of three types of entities: clients (mobile terminals), nodes (mobile access points for the terminals) and a root or data sink (a static point of contact to the global infrastructure).



Nodes in the network are drone-mounted routers that can either serve as the entry point into the MANET (this service is provided to the mobile clients) or as a connection within the MANET, in which case the node simply connects two other nodes. In this case, the node is referred to as the child of its access point node and as the parent for all the nodes to which it provides access.



Nodes have a limited range within which they can provide connectivity and the quality of the service provided deteriorates quadratically with increasing distance to the node (see Section 3.2). They further have an upper bounded bandwidth, simplified in our model as the number of connections they can serve/the number of connections they can relay. Nodes move under their own power and control, meaning that they can determine their movements themselves. They do so using the local information available to them (see Section 4.1) so their movement is a product of their internal state and their sensed environment. We assume that nodes always know their position.



Clients are simplified as entities creating a demand for the network. We adopt the Full Buffer Model [48] which means that the number of clients in an individual cell does not change and that all clients always create a demand. Clients also can move, but their movement is determined by an outside function and is therefore not affected by the internal state of the client. Clients are also assumed to know their exact position and to communicate this to their parent node. This assumption is required to enable the drones to determine the quality of service they provide to the clients (as it is based on the distance between the two); in a real-world implementation, this signal strength received by the client could simply be communicated to the drone to achieve the same effect.




3.2. Link Quality Metric (LQM)


We define a metric to capture the quality of the overall connection in a multi-hop route. This metric is meant to capture the minimum signal strength when considering the entire sequence of hops between the root and the client (known as the “weakest-link” hypothesis) relative to the achievable maximum value. The signal strength plateaus at 1 for a distance r equal or lower than one space unit, i.e., its value is   min ( 1 ,  1  r 2   )  .



We do this for two reasons: (1) we want to assess the performance of our approach regarding the link quality experienced by the clients (see Equation (2)) in the MANET (cf. Figure 2), and (2) we use this indicator in all nodes that are parent to more than one child, be it because they are a branch in the topology tree or because they serve as an access point for clients. Such nodes will consider the link quality between themselves and all their children to calculate a stress value (cf. Equation (3)) used to decide whether an additional node should be deployed into the MANET (see Section 3.3).



The normalized LQM for an individual link is defined between any two nodes i and j in a path (from the root/data sink to a mobile client) using the distance between them   r  i , j    (see Equation (4)), with i and j being parent node/root and child node/client, respectively:


   LQM j  =  1  max   ( 1 ,  r  i , j   )  2     



(1)







This assigns each node a value indicating the connection strength to its parent node. Please note that the max(_,_) in the divisor is simply to ensure that the LQM cannot grow larger than 1, meaning that being closer to the parent does not offer a better LQM value.



Using these individual link values we can calculate the overall LQM for any route   LQM  root , c    between the root and a mobile client c as the worst individual link strength:


   LQM  root , c   = min  ( 1 ,  LQM j  )  ∀ j ∈ path   to   c  



(2)







The results shown in Figure 2 on page 8 make use of this metric.




3.3. Stress Level


We model a node-specific performance value which we refer to as stress. This value represents the overall quality of service experienced by the clients connected to the node.


   stress i  =  n   ∑  j = 1  n   LQM j     



(3)







The stress level, an internal value derived from locally available information only, is used as a trigger (see Section 4, specifically Section 4.2.1 for the mechanism to deploy additional drones). The threshold for this trigger is set by default to   1.5  , which, for a node serving as an access point (and therefore with only a single other node as a client), would be reached when the client’s LQM drops below   2 3  . For nodes connected to clients, this trigger is reached when the average LQM of all associated clients drops below   2 3  .




3.4. Miscellaneous Modeling Choices


3.4.1. Position, Navigation and Timing (PNT)


As mentioned in Section 3.1, we assume that all nodes are at all times able to determine their exact position using, e.g., conventional GPS signals. We understand that this is a reasonable assumption for two of target scenarios (namely disaster response, cf. Section 2.3.1 and wilderness exploration, cf. Section 2.3.2) but that this is a questionable assumption for the third scenario (contested or hostile environments, cf. Section 2.3.3).



The military domain is indeed a major application area for PNT precisely because (a) the importance of knowing one’s exact location and (b) the ease with which the standard GPS signals can be denied or spoofed. However, several approaches do not need GPS reception to deliver good or even GPS-like positioning information (for example, research into stand-alone systems such as TOPS or positioning approaches using a mega-constellation such as Starlink [49,50]). In addition, nodes in the MANET could use the strength of the received signal to infer the distance to the sender and simply base their assessment on this. We argue that the presented approach would work under these settings as well. This assumption (that the location is always known) reduces the complexity of this manuscript without significantly impacting the applicability of the approach in the suggested target application areas.




3.4.2. Central Dispatch


All drones can communicate with the central hub. They need to do so when, e.g., transiting from the hub to a deployment, a process during which they remain unavailable as an access point but during which time no other drone can be deployed. They further need to be able to communicate whenever their stress level exceeds the threshold as this triggers the deployment of an additional drone. Both could be realized using the intended functionality of the system: in the former case, the newly deployed drone simply does not operate as an access point until it has connected to its dedicated point of contact further down in the network tree. For the latter, any node’s stress levels can be included in the messages sent through the network to the route.






4. A Novel Self-Organizing Approach to Drone-Based MANETs


We propose a self-organizing approach to enable a swarm of drones to dynamically and adaptively deploy a MANET and manage its topology to optimize LQM.



In this section, we first discuss the mechanism that allows drones to determine their direction of movement (see Section 4.1). We then discuss how the overall system uses information about the individual nodes’ stress levels to iteratively deploy additional drones into the swarm (Section 4.2.1) and, conversely, how under utilized nodes can be reassigned within the swarm (Section 4.3) or retired entirely and recalled to the base (Section 4.2.2).



4.1. Drone Movement


Drone movement is determined by a force f seemingly pushing (or pulling) the drone in a specific direction (f is given by the separate forces acting in the x and y direction, respectively). In our case, the force f is the weighted sum (see Section 4.1.4) of three separate forces (see Section 4.1.1, Section 4.1.2 and Section 4.1.3). These three forces are (a) the attraction a node experiences towards its clients, (b) the repulsion it experiences from other nodes (other than its parent) and (c) the node’s desire to converge towards a given (as a parameter) optimal distance to its parent node (i.e., either attractive or repulsive), respectively.



The calculation of these contributing forces uses (a)   r  i , j    the distance between the entities i and j (calculated as Euclidean distance, cf. Equation (4)) as well as   d  x  i , j   , d  y  i , j    , the delta between their x and y position. The direction of this delta (i.e., its sign) will determine the direction of the resulting force (see the use of r and   d x , d y   in Equations (5)–(7)).



  r  i , j   , the Euclidean distance between the entities i and j, is calculated as usual:


   r  i , j   =   d  x  i , j  2  + d  y  i , j  2    with     d  x  i , j   =  x i  −  x j        d  y  i , j   =  y i  −  y j       



(4)







Please note that while    r  i , j   =  r  j , i    , this symmetry does not hold for   d x   or   d y   (meaning that   d  x  i , j   ≠ d  x  i , j    ) as either of these is directional, i.e., will always differ in their sign when reversed (  d  x  i , j   = − d  x  i , j    ). This comes back in Equations (5)–(7) where it determines the resulting direction of the force, i.e., whether the force is attractive or repulsive.



4.1.1. Moving Towards Clients


We model the individual x- or y-axis attraction exerted by any client   j ∈ { 1 , … , n }   on its node as a virtual force that decreases as the square of the Euclidean distance between them. This effectively means that closer clients have a stronger impact than those that are further away.



Mathematical Modeling of the Attraction of Affiliated Clients



       f  x i  ′  =  ∑  j = 1  n    d  x  j , i     r  j , i  3          f  y i  ′  =  ∑  j = 1  n    d  y  j , i     r  j , i  3        



(5)







4.1.2. Moving Away from Other Drones


Similar to the impact of clients on a node’s movement, all the surrounding nodes   j ∈ { 1 , … , n }   (other than the parent node) also impact the node’s direction of movement, but this time (a) in the opposite direction (the dividend is   d  x  j , i     in Equation (5) and   d  x  i , j     in Equation (6)) and (b) the exponent of the divisor means that it increases slower in Equation (6) than in Equation (5).



Mathematical Modeling of the Repulsion from Other Drones



       f  x i   ′ ′   =  ∑  j = 1  n    d  x  i , j     r  i , j  2          f  y i   ′ ′   =  ∑  j = 1  n    d  y  i , j     r  i , j  2        



(6)







4.1.3. Maintaining Connectivity and Routing


Finally, we consider the impact of the one node that serves as a parent node (in the path to the root node) to our node (recall that the parent node was explicitly excluded in Equation (6)). Please note that we (a) reverse the direction again (  d  x  j , i     as opposed to   d  x  i , j    ) and that the second term (in brackets) causes the resulting force to switch signs around    r  j , i   = 1  , with it being zero at that specific point. This enables   f  ′ ′ ′    to be either, attractive or repulsive.



Mathematical Modeling of the Force Ensuring Connectivity



       f  x i   ′ ′ ′   =   d  x  j , i     r  j , i  2   ×   r  j , i   −  1  r  j , i  2           f  y i   ′ ′ ′   =   d  y  j , i     r  j , i  2   ×   r  j , i   −  1  r  j , i  2         



(7)







4.1.4. Overall Movement


The overall force acting on a node is then the weighted sum of the three contributing forces, as defined above. In addition, we normalize   f x   and   f y   for each force.



Mathematical Modeling of the Overall Force Governing a Node’s Movement



      f  x i  =  w ′    f  x i  ′      (  f  x i  ′  )  2  +   (  f  y i  ′  )  2     +  w  ′ ′     f  x i   ′ ′       (  f  x i   ′ ′   )  2  +   (  f  y i   ′ ′   )  2     +  w  ′ ′ ′     f  x i   ′ ′ ′       (  f  x i   ′ ′ ′   )  2  +   (  f  y i   ′ ′ ′   )  2           f  y i  =  w ′    f  y i  ′      (  f  x i  ′  )  2  +   (  f  y i  ′  )  2     +  w  ′ ′     f  y i   ′ ′       (  f  x i   ′ ′   )  2  +   (  f  y i   ′ ′   )  2     +  w  ′ ′ ′     f  y i   ′ ′ ′       (  f  x i   ′ ′ ′   )  2  +   (  f  y i   ′ ′ ′   )  2          



(8)





We found values of   0.25  ,   0.5   and 1 for   w ′  ,   w  ′ ′    and   w  ′ ′ ′   , respectively, to work best in our numerical experiment. These values prioritize the influence of the parent node on the resulting virtual force, which is only modulated by the two other forces (attraction by the clients, and repulsion by other nodes). This tends to ensure network cohesion (e.g., by preventing a group of clients from pulling a node so far from its parent that it would result in mediocre link quality between them). NB: these values have not been the subject of a systematic optimum search and are still open for fine-tuning.






4.2. Dynamic Drone Deployment and Recall


4.2.1. Dynamic Deployment


After the last drone to be dispatched has reached its destination and turned on its wireless access point, if the stress value (cf. Section 3.2, Equation (3)) of any node in the MANET exceeds a given threshold value (which, in our case, was set to   1.5   by default), then the release of an additional drone is triggered, which will head to a location in the vicinity of the unit experiencing the highest stress level. Once a drone is deployed, it will travel to its designated coordinates before turning itself into a network node and becoming an active member of the MANET.




4.2.2. Dynamic Recall


As Section 4.3 will discuss, nodes in the MANET are expected to adapt their connections towards the root under certain conditions. This rewiring amounts to the optimization of the network and manages the MANET topology. However, we first define the mechanism to shrink the swarm when its overall utilization becomes sub-optimal.



Recall that clients automatically connect to the closest node. This implies that a drone serving as a leaf-node in the MANET can lose all its clients to other, more optimally located nodes. Similarly, if a node was serving as a relay in a multi-hop route, it may see all its child nodes re-connect to other parent nodes (as described in Section 4.3; this is carried out to optimize the overall LQM of the MANET). In both cases, a node will find itself without any dependents (and therefore without any stress value (see Section 3.3)). After this situation has persisted for 10 or more time units, a node will start considering retirement on every subsequent time-step, with a fixed probability (currently 1 %).



The decision to retire is made autonomously by every individual node and is subject to a stochastic choice. Because the random test is performed on every time-step against a fixed probability, the longer a drone remains without clients or children in the MANET, the more likely it is to have returned to base (the probability of it remaining idle, waiting for children or clients to connect, follows an exponential decay). If any client or node connects to the drone before a decision to retire is made, it simply stops repeating the test and resumes normal operations. Once the decision to retire is taken, however, a drone will not accept new connection requests but instead return to the base.





4.3. Dynamic Adaptive Topology Management


The MANET created by the drones has a tree structure: all connections start at the base (root) and, as explained in Section 3.2, any node in the network will ultimately connect to a single root parent node (namely the one with the highest LQM). This allows for multiple children from a single parent while (a) ensuring full connectivity (consider: connections grow from the root and nodes only have a LQM when connected to the root in the first place) and (b) preventing loops.



Nodes assess, at regular intervals, their connections based on distance and the number of hops required to reach the root. To do so, nodes consider all potential parents within their reach and assess their suitability based on (1) the distance between them and (2) their height in the tree (number of hops to the root). Node i will trigger a change from its current parent p to a new parent j when the following condition is met (Equation (9)):


   r  i , j   ×   1 +  l j    < 0.75 ×  r  i , p   ×   l i    



(9)







This starts at   1.06   and rapidly increases as (a) both nodes i and j are further from the root and (b) the hop difference between the two nodes increases, cf Table 1.



This is meant to prevent excessive rewiring for marginal benefits. As mentioned before, the equation can be tuned and tailored by changing the value   0.75  .





5. Performance Evaluation


The objective of the proposed framework is to establish and maintain a multi-hop access network that would allow a population of clients to send and receive information to/from a central location (root) and by extension to/from each other if required. A subsidiary goal is to create a tree topology to ensure unambiguous routing.



The challenge is to do so exclusively through local decision-making by individual mobile nodes, in the face of an arbitrary and heterogeneous distribution of clients.



We measure the swarm performance by plotting the LQM values and the swarm size over time. We are using the LQM as a first-order approximation of performance/QoS (used only to determine the parent node); we are not evaluating the QoS from a communication point of view, nor are we including the operational costs for the network (or consider different traffic volumes). Emphasis is placed on demonstrating the ability of the swarm to realize a MANET covering most (and ideally: all) mobile clients without a central command module i.e., through self-organization. Other potential performance indicators for the algorithm, such as, e.g., energy efficiency, delay, or throughput, are not considered in this article and were not the focus of our work.



5.1. Numerical Experiment Setup


Every client was randomly assigned four separate stations (geographical coordinates) through which it cycles over time (relocating at fixed time intervals). To ensure the heterogeneous distribution of clients, these stations were grouped into an arbitrary number of clusters of random size and position, so that at the end of every relocation phase, all clients would produce a new “patchy” distribution (featuring areas of high density separated by empty or near-empty spaces in which no coverage is needed).



N.B.: clients belonging to the same cluster at one point of the cycle may and often move on to then belong to different clusters after their movement is completed. The change in the nodes’ locations can be seen in the screenshots shown in Figure 1 where we present four screenshots corresponding to a time series, each showing the swarm’s self-reorganization after the clients have relocated, cf. Figure 2 for more details on the temporary negative impact of relocation on LQM.



This is not intended to mimic the real movement of mobile clients in any of the suggested scenarios. Instead, the clients’ heterogeneous distribution and periodic relocation behavior described above were designed to force the swarm to first adapt its structure to reflect the variable coverage needs, then reconfigure when the demand (proportional to local client population density) changes dramatically and near instantaneously.



The use of an unrealistic deterministic cycle was deemed inconsequential since the drones have no memory and so every configuration is treated as an entirely new problem to solve (even if it is a repeat of a previous one).



The aim was to demonstrate that the swarm cannot only “grow” the network towards demand hotspots at the time of first deployment, but subsequently adapt the topology when conditions change (by letting the swarm search out the new areas of demand, seemingly “following” the clients without knowledge of their final destination).



Different intervals between relocations (800 or 400 time units) were used to evaluate the effect of higher perturbation frequency over performance (average and minimum LQM before, during, and after topology adaptation).



Summary: the number of terminals was kept constant. The upper size of the swarm is bounded. Data collection was conducted over 3200 time units with the relocation of terminals happening after either 400 or 800 time units. Monte Carlo simulation is used to model the execution of the decentralized algorithm. Simple link quality metrics (LQM) are used as a first-order approximation for performance measurements. The simulation was implemented in native JAVA without specific libraries, on a Windows 10 laptop.




5.2. Results


Simulation results confirm the distributed algorithm’s ability to grow a multi-hop access network capable of adapting its topography (localization of nodes) and topology (connections between them) to service a population of clients featuring an arbitrary and heterogeneous distribution, see Figure 2.



Furthermore, they also indicate that the parallel execution of the decision function (which governs individual placement) by all swarm members produces a stable or near stable network configuration while clients’ distribution remains static (i.e., successful self-organization). Most participating drones end up “oscillating” around a fixed location and keeping the same role/level in the tree topology for long periods.



Because the algorithm can produce a suitable fixed distribution of access points while the clients remain immobile, it can be left to run in the background even when the network is fully grown and LQM is satisfactory across the entire target population. Consequently, when the clients do relocate (see Section 5.1 for details on how this was implemented), no specific procedure needs to be invoked for the swarm to reconfigure. Through a combination of individual movement, the retirement of units made idle by the change in the demand profile, reorganization of the topology (parent–child relationships), and dispatching of new drones toward points of heightened stress (all procedures used to grow the initial network), the swarm can spontaneously adapt to any new situation.



Selected results are presented to illustrate system behavior. Figure 2 show the evolution of the chosen LQM approximation over time. This variable is defined as the minimum signal strength when considering the entire sequence of hops between the root and the client (“weakest-link” hypothesis) relative to the maximum achievable (signal strength plateaus at 1 for a distance r equal or lower than one space unit, i.e.,   min ( 1 ,  1  r 2   )  .



As expected, at relocation time, both average and lowest LQM drop sharply, whereas variability (sdev) rises in proportion. After a few steps though, the system recovers as the swarm reorganizes itself to accommodate the new client distribution.



Figure 3 shows the evolution of the number of drones involved in providing the service over time. Unsurprisingly, it follows the same pattern as LQM during the network growth phase (  t = 0 → t = 400   or   t = 0 → t = 800  ) and after subsequent clients’ relocation.



Two aspects may be worth emphasizing:




	
Swarm size appears to saturate at around 80 for the used values (coverage area, number of clients/clusters), which is lower than the total number of drones available (100), indicating the system’s ability to commit only the necessary resources.



	
After relocation, the total number of drones in the air does not drop below about 60, so the adaptation process is not equivalent to a “reboot”. Only about 25% of the swarm (≈20 units) is being “retired” (then progressively replaced), whereas the remaining 75% just “follow the clients” in their migration.










6. Conclusions and Future Work


6.1. Summary


We presented an approach to move nodes in a network in a distributed and self-organizing fashion. Among the advantages offered by the presented approach is the ability of the network to adapt to changes in the clients’ locations (movement) without the loss of multi-hop connectivity to the central gateway (which is also the base of the drones). However, the fact that there is no guarantee that an optimal allocation/distribution is/will be found may be considered a disadvantage.



Furthermore, we wish to emphasize that we are making no claims of having developed a mature technical solution, which is why we used a simple and abstract “link quality metric” LQM to quantify the fluctuations in coverage.



Our findings are algorithmic and theoretical in nature: we present a decentralized decision-making framework capable of governing the suitable deployment and subsequent reorganization of mobile access points in a multi-hop ad hoc network, in an environment featuring a heterogeneous and dynamic distribution of clients.




6.2. Conclusions


We conclude that the force-based approach is suitable to deploy and maintain a MANET comprised of individual nodes making autonomous decisions based on locally available information only, without the need for explicit planning or coordination, which has clear advantages for flexibility and scalability. In the proposed method, the only aspect that is centrally managed regards the decision of dispatching an additional unit to a certain region of the network, based on the stress level reported by the already deployed nodes. The choice of three distinct forces reflects the constraints that apply, namely the necessity to target regions of higher demand (“pull” exerted by the clients), to avoid bunching (“push” exerted by nodes on each other), and to balance overall reach against the risk of degraded link quality (“push-pull” exerted by the parent node on its children). The proposed and used values for the weighting parameter applying to these three forces are based on trial-and-error and are unlikely to be optimal, even though they were shown to perform well in the chosen region of the other parameters’ space.



Our work realizes a MANET through a self-organizing drone swarm. Without a central control element, the swarm (1) dynamically creates a network that connects (potentially mobile) terminals and (2) maintains a topology that ensures all drones are connected to the base station through an unambiguous multi-hop path.




6.3. Future Work


The work presented is based on some significant simplifications and constitutes a theoretical investigation. Regarding the continuation of our work, we are already considering several directions:




	
We have not explored extreme outlier scenarios, such as the case where there are no clients present or where all clients have aggregated at the extreme ends of the map.



	
The introduction mentions resilience as a benefit for MANET’s (see Section 1.2). The MANET approach we developed does not provide any redundancy. However, we expect that this can be designed into the swarm and are hoping to proceed with work focusing on this (and the formal verification thereof) in the near future.



	
We argue that the parameters needed to control energy efficiency are already included in the force-based control of the nodes in the network: in Section 4.1.3, Equation (7), we set the inter-drone distance for which the value of this force becomes infinitesimally small to 1. As distance affects energy efficiency later work can use this part of the model to modulate the power required for inter-drone communication.



Similarly, the LQM (Section 3.2) is set to plateau for the distance value of 1. Despite this connection to the energy cost incurred when transmitting data over the resulting MANET, our current investigations do not assess this cost.



Future work, especially work directed at specific applications, will include considerations for this network performance indicator.



	
During performance evaluation we noted that small changes in the setup as well as in Equations (5)–(7) led to peculiar emergent behaviors of the swarm (such as, e.g., a long arm of connected drones swaying from left to right until they connect with a client). Future work will investigate the design and use of such behaviors and the environmental conditions necessary to achieve them.



	
In Equation (2) we defined the LQM value as simply the weakest link in the route from root to client. We can define this value in a more complex manner to reflect additional properties of the connection, the resulting LQM will be subject to the signal deterioration in the entire route to the root. The recursive definition for   L Q  M i    for any node i connected to the best available access point j is thus:


   LQM i  =   LQM j   max   ( 1 ,  r  i , j   )  2     











Under this revised definition, any sub-optimal link anywhere in the connection to the router will further degrade the overall LQM value (the presented work only considers the last link). This affects the deployment of additional nodes in at least two ways. Firstly, since sub-optimal links closer to the router may further lower the LQM value this directly impacts the deployment of additional nodes, which may now be deployed earlier (thereby potentially improving the individual link quality and thus the overall connectivity). Secondly, the LQM values now reflect the actual connection quality better and are thus more likely to result in new nodes being dispatched to the locations where they are needed most. To motivate the latter claim, consider two routes of LQM value   0.6  , one where all links are perfect except one and another where all links have the sub-optimal value of   0.6  . The second route would (correctly) receive a much lower overall LQM value and thus be allocated an additional drone first. Exploring the impact of this revised performance measure is future work.



	
In Section 2.3 we have specifically restricted our scenario to the 2D domain. With a large number of projects in our labs being rooted in the maritime sector, the presented work currently meets our needs. That being said, while we do not foresee any issues with extending the theory to 3D in general, working on an amended approach for obstacle-rich environments or challenging landscapes (such as, e.g., urban canyons or indoor search-and-rescue) is considered future work.
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Figure 1. Four screenshots showing a deployed MANET servicing all the clients (the stress is indicated by color, with the continuous spectrum ranging from bright green (where the Link Quality Metric LQM→1), over yellow (for a LQM value of ≈0.5) to red (when LQM→0)). This sequence of screenshots shows the response of a single swarm to successive relocations of the clients. 
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Figure 2. Evolution of the   LQM  root , c    variable for all clients c (cf. Equation (2)). A total of 100 independent simulation runs (500 clients, divided into eight dynamic clusters). (a) Clients relocate every 800 time units. (b) Clients relocate every 400. The average is an “average of averages”. The standard deviation is the average of the 100 SD values (1 data-point per simulation run and per time unit). The lowest is the average of the 100 worst LQM values experienced by any client c (idem). 
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Figure 3. Evolution of swarm size (simultaneously airborne drones). Reported are the averages over 100 independent simulation runs. NB: all parameters, including the total number of clients and drone fleet size, are identical in both scenarios. Only the frequency of relocation (the interval between the mobile clients moving to another location) varies (800 vs. 400 time units interval). 
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