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Abstract: In the current era of prevailing information technology, the requirement for high availability
and reliability of various types of services is critical. This paper focusses on the comparison and
analysis of different high-availability solutions for Linux container environments. The objective was
to identify the strengths and weaknesses of each solution and to determine the optimal container ap-
proach for common use cases. Through a series of structured experiments, basic performance metrics
were collected, including average service recovery time, average transfer rate, and total number of
failed calls. The container platforms tested included Docker, Kubernetes, and Proxmox. On the basis
of a comprehensive evaluation, it can be concluded that Docker with Docker Swarm is generally the
most effective high-availability solution for commonly used Linux containers. Nevertheless, there are
specific scenarios in which Proxmox stands out, for example, when fast data transfer is a priority or
when load balancing is not a critical requirement.
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1. Introduction

Today, containers are highly popular in cloud technology and also in other IT indus-
tries, which have become one of the most sought after technologies. Moving to a container
platform within cloud computing is becoming a trend not only for companies but also for
governments. With the ability to package and run applications and related components in
an isolated environment called a container, application deployment can be accomplished
quickly and easily.

Various leading cloud service providers have invested in container technologies. These
include Amazon Web Services (AWS), which provide Elastic Compute Cloud (EC2) for
compute instances, and, since 2017, has been using Elastic Container Service (ECS) to create
Kubernetes (EKS) clusters. Google Cloud Platform (GCP) uses Google Compute Engine
(GCE) to create and run large numbers of virtual machines and leverages Google Cloud
Storage to store big data objects with an increased focus on consistency, durability, high
availability, and scalability. GCP also offers high-performance networking capabilities
with automatic load balancing solutions. Another major player is Microsoft Azure, which
provides Hyper-V containers, with each container running inside a dedicated virtual
machine. Red Hat’s OpenShift is a recognized leader and active creator of Kubernetes,
and offers additional tools for automated deployment, building, and updating of container
infrastructure. It also provides monitoring and security features to manage clusters and
allocated resources. These major platforms in the cloud services space are guarantors of the
future use and development of container technologies on the Internet [1–3].

There are many high-availability solutions within Linux containers, but it is often not
entirely obvious which one offers better performance characteristics. Given the constant
growth of active users of various services or microservices, it is important that these
services are always active and accessible to their users. For this reason, the environments
for providing and achieving high availability are constantly expanding and evolving.
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High availability ensures that the service remains accessible even when there is a
hardware failure or a software upgrade; high availability can be described as a combination
of concepts to determine whether an information system is available and has optimal
performance, thus it does not have frequent outages and is available most of the time.
The goal of high availability is to find and eliminate possible single points of failure, i.e.,
such points that when these points fail, the service stops working or works only in a
limited way. Properly configured high availability can also deal with possible software and
hardware failures. Systems and services that use this concept should be fully automated,
that is, no human intervention is required for the high-availability concept to work properly,
and they should be able to independently manage performance, anticipate some types of
failures, and intervene in the event of a catastrophic situation [4,5]. The issue of security
of container systems and protection against possible threats of various types, ranging
from unauthorized access to DDoS attacks [6–8], additionally, contributes significantly to
achieving high availability.

In the case of high availability, several metrics can be considered [9]:

• Mean time between failures—how long the environment works between system failures,
• Mean downtime—how long a system is unavailable before it is restored or replaced

by another in the topology,
• Recovery time objective—the total time it takes to recover a given target until it is

available again,
• Recovery point objective—the period of time during which data needs to be recovered.

For example, if data are backed up every 24 h, the total amount of data that can be lost
is in a 24 h period.

In this context, it is very important to evaluate the performance characteristics of
different high-availability solutions within Linux containers to determine which offers
optimal results. As technology continues to advance and user demands increase, evaluating
the performance of high-availability solutions within Linux containers becomes even more
important. Achieving continuous availability is no longer a luxury, but a necessity in
today’s dynamic IT environment. Organizations must carefully evaluate and compare
the performance characteristics of different high-availability solutions to determine the
most appropriate option. The growing user base of various services and microservices
requires a production environment that is always active and available. In addition, high
availability must address hardware and software failures, minimize single points of failure,
and include automated systems capable of managing performance and intervening during
critical situations.

This paper explores several containerization platform solutions such as Docker us-
ing Docker Swarm, which uses Containerd technology, Kubernetes uses CRI-O container
interface, and Proxmox, which uses LXC technology. The focus is on the essential charac-
teristics of the systems, such as the recovery time of service availability, the rate of data
to the user, the number of failed calls, and the average call time. The paper proposes test
scenarios based on which testing of these services is carried out, as well as an analysis of
the test results.

1.1. Contribution

The originality of the paper lies in the comparative analysis and performance evalua-
tion of high-availability solutions in Linux container infrastructures. While other studies
address various aspects of container technologies such as containerization, orchestration,
security, and virtualization, this paper specifically focuses on evaluating the performance
characteristics of different high-availability solutions. It fills a gap in the existing literature
by providing detailed information on service recovery time, failed calls, data transfer rate,
and average call time for popular container platforms Docker, Kubernetes, and Proxmox
through experiments and analysis of results. This new contribution enables readers to
make informed decisions when selecting the most appropriate high-availability solution
for their specific use cases.
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1.2. Organization

The article is organized as follows: Section 2 discusses the literature closely related to
the research of the paper. Section 3 gives a brief overview of the container technologies un-
der investigation. Section 3 describes the experimental test environment and the proposed
test scenarios. Section 4 presents the results of the experiments conducted, their analysis,
and discussion. Finally, a brief summary of the results and future research directions in this
area is presented in Section 5.

2. Related Work

There are diverse studies and research on the issue of analyzing the performance of
virtualization and containerization technologies from different perspectives.

For example, a comparison between virtualization and containers is addressed in a
study by Moravcik et al. [10]. In addition to virtualization, it also compares two leading
container platforms, Linux containers (LXC) and Docker, and highlights their advantages
and disadvantages. Linux containers are more OS-centric and present an efficient method
of creating and managing multiple OSs on a single device; Docker enables containerization
through application containers, making it a suitable choice for systems hosting numerous
applications due to its robust orchestration support. The study states that from a networking
perspective, Linux containers and Docker are equivalent, with each allowing different
network configurations. In an experiment, the authors found that LXC achieves lower
latency than Docker, which could be important for choosing a more suitable container
platform based on specific needs and requirements.

The results of the experimental analysis in the study by Kaur et al. [11] focus on
comparing the performance of containerization and virtual machines in data centers.
Although cloud computing may be slightly slower compared to on-premises environments,
its benefits are unquestionable. Researchers focus on the performance and security of
applications in containerized and virtual environments, testing parameters such as CPU
performance, file I/O, and memory utilization. In addition, they examine the behavior
of applications loaded with HTTP data from different sites to compare performance on
both these types of environments. Overall, the findings confirm that the Linux-based
KVM virtualization hypervisor provides a better performance than Docker containers
in these tested areas. Virtualization and containerization have become key tools within
datacenters, contributing to more efficient resource utilization and bringing many other
benefits. With the growing trend of microservices and DevOps, containerization is starting
to gain popularity, and it is important to understand and compare the performance of
these technologies.

Putri et al. in [12] focused on evaluating the impact of different container platforms
(Docker, LXC, and LXD) when running different TCP services. They analyzed the system
performance of each container and compared it with a native system without container so-
lutions. The purpose of the research was to provide comprehensive performance metrics to
compare container platforms. The results indicate that the performance between containers
can vary. The authors found that LXD performs better in terms of system performance.
They also observed that server performance results vary depending on what specific service
was being evaluated.

Li et al. in [13] addressed a comprehensive comparison of different convergence
architectures. They investigated the characteristics of container solutions such as Docker,
QEMU/KVM, Firecracker, gVisor, and Kata to identify limitations and the most suitable use
cases. As part of the measurements, they analyzed the performance of CPU, RAM, system
calls, network, disk storage, and startup time. They also evaluated their performance
when running the Nginx web server and the MySQL database management system. On
the basis of the benchmark tests, they analyzed the results, discussed the advantages and
disadvantages of each architecture, and identified potential limitations. The results of the
analysis showed various trade-offs and performance barriers to virtualization, providing
insights for making decisions about the use of each technology in specific cases. They also
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outlined a direction for future research, which should focus on optimizing the memory
footprint of lightweight hypervisor containers and on leveraging other technologies such
as Xen with customized unikernels and the Kubernetes KubeVirt superstructure.

Choosing the right container orchestration tool is a complex task for organizations that
manage a large number of containers. Each tool has its advantages and limitations. Authors
Malviya and Dwivedi in [14] performed a comparative analysis of four commonly used
orchestration platforms: Redhat OpenShift, Mesos, Docker Swarm, and Kubernetes. They
evaluated each tool based on parameters such as security, deployment, cluster installation,
scalability, stability, and learning curve. They found that Kubernetes has the best scheduling
features and Docker Swarm is easy to use. Mesos, on the other hand, is suitable for
scalable deployments, and OpenShift is an excellent tool from a security perspective.
Kubernetes is the most popular tool among the platforms mentioned above. It is important
for organizations to choose tools based on their specific needs and the complexity of
the application.

Although many other performance comparisons of containerization environments
and orchestration methods have been performed, e.g., [15–17], still the high availability of
applications hosted on container platforms remains largely unexplored. This study seeks
to fill this gap and show which of the containerization technologies under investigation
can be used to achieve the best level of high availability.

3. Materials and Methods

Linux containers provide isolated environments that enable the execution of applica-
tions and processes independently of the underlying host operating system. Containeriza-
tion is a form of operating system virtualization that allows applications to run in isolated
environments without the need to fully virtualize the entire operating system. By encap-
sulating all the necessary dependencies and application files, containers offer application
portability, compatibility, and independence from specific operating systems. Containers,
including those deployed in cloud environments, are characterized by their compact size
and enhanced portability. This means that applications developed for an operating system
can be seamlessly executed on different operating systems without requiring modifications
to the application code. In the context of achieving high availability in containerized so-
lutions, operating system-level virtualization is used, allowing multiple Linux systems
to run concurrently. Unlike technologies that rely on a separate virtualization hypervisor,
containers operate without the need for an additional hypervisor [18–20].

Container virtualization works by not emulating hardware layers, but creating a virtual
environment with its own processor and memory using native Linux elements. These
elements include the Linux kernel and features such as cgroups (control groups), namespace
isolation, and SELinux (Security-Enhanced Linux), which are used to isolate applications
and processes in containers. Cgroups control container access to resources such as CPU
time, memory, and network resources. Namespace isolation allows to separate the container
environment from the host system, which means that processes in the container can only
access resources in their own isolated environment. SELinux provides an additional level of
security by allowing one to define rules for accessing resources in containers. These features
make containers easy and efficient to deploy applications. It is generally recommended that
a single container manages only one application or part of an application, which reduces
system overhead and improves the isolation of applications from each other [21,22].

Next, the article describes three popular container platforms, Docker, Kubernetes, and
Proxmox. First, three specific examples are given for each of these platforms in which they
are commonly used.

Docker: (i) Microservices architecture deployment—Docker is commonly used in
microservices-based architecture deployments where applications are divided into smaller,
independent services. Each service can be encapsulated in a Docker container, allowing easy
scaling, isolation, and management of individual components. This enables organizations
to build and deploy highly scalable and modular applications. (ii) Continuous Integration
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and Deployment (CI/CD)—Docker plays a key role in CI/CD workflows, where software
development teams automate the process of building, testing, and deploying applications.
By wrapping an application and its dependencies in Docker containers, developers can
ensure consistent and reproducible builds across environments. This facilitates the seamless
integration of code changes, automated testing, and efficient deployment, ultimately speed-
ing up the software delivery process. (iii) Development Environments—Docker is widely
used by developers to create portable and self-contained development environments. With
Docker, developers can define the exact software package, libraries, and dependencies
needed for their applications within a container. This ensures consistency between different
development engines, solving the problem of inconsistencies in compatibility between
different environments. Docker also allows developers to easily share their development
environments, enabling collaboration and streamlining development processes.

Kubernetes: (i) Cloud-native applications—Kubernetes is often used as a foundation
for building cloud-native applications. It provides the infrastructure and capabilities
necessary to develop and run containerized applications in cloud environments, thus
promoting portability, scalability, and resilience. (ii) Big Data and Analytics—Kubernetes
is used in big data and analytics environments to organize and manage distributed data
processing frameworks such as Apache Spark and Hadoop. It enables the deployment
of containerized data processing tasks and simplifies the management of complex data
feeds. (iii) Machine learning and AI—Kubernetes is used in machine learning and AI
workflows to manage the deployment and scaling of training and inference workloads. It
enables organizations to efficiently run containerized machine learning models, perform
distributed training, and manage resource-intensive AI workloads.

Proxmox: (i) development and test environments—Proxmox can be used in develop-
ment and test scenarios to create isolated virtual environments for software development,
debugging, and testing. It allows developers to easily replicate different settings and config-
urations, enabling efficient software development and testing workflows. (ii) Web hosting
and service providers—Proxmox is used by web hosting companies and service providers
to offer hosting and cloud-based virtual private server (VPS) services to their customers. It
provides the infrastructure and management capabilities necessary to host multiple virtual
environments and provide scalable and reliable services to clients. (iii) Media streaming
and content delivery—Proxmox can be used in media streaming and content delivery
applications. It enables the creation of virtual environments for media servers, content
caching, and load balancing, facilitating the efficient distribution of multimedia content
over networks.

3.1. LXC and Proxmox as a Container Orchestrator

Tools used in container virtualization include LXC. This is an operating system-level
virtualization that allows multiple isolated containers to run and virtualize simultaneously.
LXC uses the features of the Linux system to limit and prioritize system resources without
the need to start a virtual machine. Namespaces are used to isolate the access of a given
container within the operating system, allowing the ownership of the container files to be
separated from the ownership of the operating system files themselves.

LXC is able to create a virtual environment that isolates applications from other
running applications on the host system and ensures that the applications do not share
resources. In this way, applications can run in the container independently of other applica-
tions and system resources. LXC offers fast creation and the launch of virtual environments,
simplifies application development and testing, and reduces server management costs. In
addition, it provides the ability to create layers for containers, allowing multiple containers
to be created that share the same base but differ in specific applications or dependencies.
This leads to savings in disk space and allows easier and faster updates [23–25].

Proxmox or Proxmox Virtual Environment (Proxmox VE) is a converged open source
environment used in container virtualization. Its web-based environment enables the
management and orchestration of operating systems and virtualized environments. Promox
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subsupports the virtualization of LXC containers and their use in high availability, Figure 1.
To manage and orchestrate containers in Proxmox, a cluster manager is used to enable
interconnection and communication between Proxmox instances. The manager provides
redundancy and error detection through a method called fencing. Proxmox has several
fencing options, such as external power switches, network-level node isolation, and the use
of timers to recover failed nodes. If a node cannot be automatically recovered, a manual
intervention by an administrator is required [26–28].
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3.2. Containerd, Docker, and Docker Swarm as a Container Orchestrator

Containerd is an abstraction layer that separates the OS-specific system calls and
functions needed to run and virtualize containers. It provides simplified and abstract
functions so that users do not have to work directly with system calls. Containerd does
not provide management of network elements and settings, which is the responsibility
of the superstructures above it. Containerd is based on an API that allows access and
management of containers [29,30].

Docker is a tool and a superstructure on top of Containerd that provides application
automation in containers. The Docker engine is the application deployment layer of
containers. Docker makes it easy to test and deploy applications and is based on existing
container virtualization methods such as Containerd and libvirt. Docker provides isolation
of containers from the host system but requires additional steps to secure the installation.
Docker consists of a client and server, Docker containers, Docker registries, and Docker
images. A container is an isolated environment where applications run on the basis of
Docker images that define instructions for the container. Docker registries are used to store
finished Docker images [13,31,32], see Figure 2.
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Docker Swarm is a tool for distributing containers and services, clustering them, and
managing resources. It is often used for high-availability solutions where multiple in-
stances of the same service are run and the user load is balanced. Docker Swarm’s main
features encompass cluster management, tightly integrated with the Docker engine, decen-
tralized design, declarative service models, scalability, service health monitoring, multihost
networking, load balancing, and easy application updates. Docker Compose also offers
inter-container networking capabilities and the definition of external data sources [33,34].

Security in Docker is an important topic because Docker is not a fully isolated system
like a virtual machine. The applications in the container can run under the main admin user,
which poses a risk of attacks. To secure Docker, there are security profiles and namespaces
to define access rights and isolate containers from the main operating system [35–37].

3.3. CRI-O and Kubernetes as a Container Orchestrator

CRI-O was developed as a standardized plugin for the Kubernetes environment, to
run and monitor the functionality of containers. It serves as a link and layer between
containers and the Kubernetes CRI (Container Runtime Interface) and is based on an older
version of the Docker architecture. Compared to Docker, it is less demanding on system
resources; its primary benefit lies in the reduction of resource consumption. CRI-O can
directly run containers created by Kubernetes without the need for additional code or tools.
When Kubernetes needs to launch a container, it simply calls a command on CRI-O, and
a specially crafted daemon for CRI-O works with any Open Container Initiative (OCI)
compliant program to launch and create that container. If Kubernetes needs to interact with
CRI-O, a request is made to its Container Request Interface (CRI), which in turn makes a
request to the CRI-O service. This service executes instructions based on the specification
and provides Kubernetes with information about the new container, such as its ID and
status [38–40].

Kubernetes is an open-source container orchestration platform that enables automation
of the deployment, extension, and management of container applets. Using Kubernetes,
developers can improve the responsiveness and stability of an application by distributing
container clusters to service zones. However, one of its limitations is the lack of decoupling
for single individual users, requiring the creation of dedicated clusters for each of them.
Kubernetes uses service replication across multiple nodes in a cluster and maintains infor-
mation about the states of these containers, see Figure 3. In a high-availability environment,
Kubernetes uses methods such as automatic replacement of failed nodes, self-healing, and
load balancing. Automatic failed node replacement moves applications to other nodes if
a failure occurs. Self-healing attempts to restart failed containers automatically. The load
balance ensures a fair load distribution among the nodes in the cluster [39,41].
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3.4. High Availability

Reliability and high availability are important factors in Linux containers and container
orchestration. High availability means the ability of the system to continue operating
despite node failures in the cluster or hardware and software updates. Fault tolerance
is a key technique to achieve high availability. Replication management is one way to
implement fault tolerance. In this way, the required number of containers can be maintained,
and continuous operation can be ensured. Health checking is used to identify faulty
containers and then remove them, deploying additional containers to ensure that the
desired number of replicas is maintained. High availability is essential for Linux containers
because it provides continuous operation of applications even if parts of the system fail.
Replica management and high-availability controllers are tools that allow one to achieve
high availability and guarantee stable operation of containerized applications. High-
availability controllers provide the ability to configure multiple orchestration administrators
to ensure continuous control of the application even if an orchestrator node fails or becomes
overloaded. Their implementation is important in the design and implementation of
container systems to minimize failures and ensure reliable operation [42–44].

4. Experiment Test Environment

The operating system used for testing was Debian 11, codenamed “Bullseye”, on
which all solutions were tested. To make the results comparable, three systems with the
same specifications were used, on which Debian was installed. The Debian system was
installed three times on the machines in separate partitions; only one platform was installed
during testing.

For comparability of results, the same performance constraint was set for all containers,
namely the maximum usage of one CPU core and two gigabytes of RAM. This ensured that
the tested containers were always performance equal and thus it was possible to make a
comparison between them.

The three computers that were part of the test infrastructure were connected to a single
switch on a single router on the same network; the devices had to communicate with each
other, so they had to be on the same network. The computer from which the testing was
performed had the same specifications as the actual computers in the cluster and was also
connected to the same network, see Figure 4. The configuration that the computers used
was as follows: an Acer Veriton E430G, 4 GB DDR3 1600 MHz RAM, a Pentium Dual Core
G2030 processor, and a 500 GB hard drive with a 7200 RPM spinning hard drive.
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The tests were conducted in an isolated network, which included the testing computer
itself, from which the tests were conducted; the network cards of the computers and their
switch (all ports) had a transfer rate of 1000 Megabits per second. All computers were
directly connected to the switch to reduce the possibility that other factors, such as other
network communication, could affect the results. The switch model was a Tenda TEG1024D,
24 gigabit ports. Individual environments were booted independently on the test nodes
without being affected by other environments. The testing was performed in April 2023.

The Proxmox environment was installed using the official automatic installer, which
installed the environment to the disk. After successful installation, a highly available cluster
was created. The cluster was then connected to the other two Proxmox instances installed
on the other two computers. After the standard installation of Proxmox, the first step was
to set up the shared storage on which container replication was performed; this storage
required a separate disk on each machine with a Proxmox instance. To use replication, the
storage had to be set up as a ZFS file system. Then, it was necessary to create a cluster and
connect to the cluster of each Proxmox instance. Then, a container image was downloaded
to the first node in the cluster; the node’s disk size was twenty gigabytes. The number of
processors was limited to one and the operating memory was also limited to two gigabytes;
the network settings were chosen by DHCP. Then, the replication was set to achieve high
availability. Replication was performed on an instance in the cluster, and the replication
time was set to every minute.

The Docker environment with Docker Swarm was installed along with the Docker
Compose add-on. After Docker was installed, the so-called “Swarm” was created first,
which is the cluster to which other Docker instances connect. Once the cluster was created,
a token was requested to add the other Docker instances to the cluster. Then, a Dockerbuild
file was created with instructions for installing the apache2 service and running it. Lastly, a
Docker compose file had to be created to run the instance, which had instructions to create
a compiled container from the Dockerfile for execution. As with Proxmox, limits were set,
namely: the number of processors were limited to only one and the maximum operating
memory usage to 2 GB. Container nodes and one container instance were then started, as
well as the increase of the number of instances to three.

When installing the Kubernetes environment with CRI-O, the first thing that needed
to be installed was Buildah, which is the software for creating containers in the OCI
standard. Subsequently, the image was created from the Dockerfile using Buildah. Then
the cluster was initialized, other Kubernetes instances were connected to the cluster and
worker type nodes were also connected. In the same way, CPU and RAM usage was also
limited here.

When designing tests to test performance on applications, the possibility of comparing
results with each other in general was taken into account; for this reason, applications that
are not specifically designed for any of the test platforms but are general-purpose were
selected for testing.

The first application selected was CURL, which can measure the response time since
the request was made; this makes it possible to measure the total time it takes to migrate a
dropped node to another machine in the cluster.

The second application was the ApacheBench tool, which allows you to perform a
simulation of the load on individual nodes; with such a simulation, it is possible to measure
and also obtain information from users of the service on how each technology handles the
load. ApacheBench is a tool that is often used to benchmark web servers. When performing
this test, the ApacheBench tool returned information about the error rate of requests under
load, what the response time of the request was from sending it to receiving the response,
and also what the average data rate was during the tests.

In testing, the focus was on measurable aspects such as service recovery speed, av-
erage transfer rate, and number of failed calls; for Kubernetes and Docker platforms, the
parameters of transfer rate and number of failed calls were also tested when native load
balancing was enabled, so three service replicas were running simultaneously on three
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machines. Proxmox was excluded from this load balancing test because it does not support
native load balancing, and the experiments were primarily focused on directly supported
features by the platforms.

Test Scenarios

Several test scenarios have been proposed in the experiments performed, which are
reproducible on the above infrastructure as well as on any other layout. The first test
scenario was to measure the service restoration rate using the CURL tool. A query was
run on the server for a given service; this query was continuously repeated, and while the
query was running, the machine running the service was disconnected from the computer
network. Thus, the response returned to the query was only from a restored or migrated
service from another computer in the cluster. The numeric result returned the time of
service restoration. The measurements were repeated ten times, the times were averaged,
and an average service recovery time was produced. The testing used a text format that the
CURL tool accepts as an input parameter, and on this basis, CURL compiles a response, as
shown in Figure 5a.
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The information that is received from the output is given in seconds and is namely:
Time to discover the actual IP address from the DNS server (Time namelookup), Time to
establish a TCP connection to the server (Time connect), Time to establish an SSL connection
(Time appconnect), Time to start the pretransfer call (Time pretransfer), Time redirect (Time
redirect), Time when the server is ready to send the data (Time starttransfer), and Time
total call (Time total), as shown in Figure 5b.

In the second test scenario, ApacheBench was used to execute queries on a particular
instance of the service. Subsequently, after the tests were executed the returned responses
were analyzed. The requests were monitored for: the average time per request (Time
per request), the number of successful requests (Completed requests) and failed requests
(Failed requests), and the transfer rate (Transfer rate), as shown in Figure 6. The number of
requests and the number of concurrent calls were increased during the testing to increase
the load on the services and to gain insight into the load handled by the systems. Testing
was performed using the built-in command “ab -n NUMBER_REQUEST -c NUMBER_
CONCUR-RENT_CALLS IP_ADDRESS<”.

The average value provides a concise and informative summary of the typical response
time, capturing the overall performance of the system being evaluated and is sufficient
for comparison purposes in this case. It provides a robust and concise summary of re-
sponse time, facilitating informed decision-making about the performance of the system
under evaluation.
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5. Results

Based on the analysis of the results of the experiments carried out, the results of the
service recovery time were obtained in the first scenario; after repeating this test ten times
for each of the installed services and configurations, it can be concluded that in general
the Proxmox VE platform takes the longest time to recover a node. The likely reason
for this slowdown is due to the method that the Proxmox platform uses to recover the
service, the fencing method, which attempts to recover the dropped node first and then
transfer it to another machine on that node. Overall, the fastest service recovery was
in the Docker environment along with its high-availability manager Docker Swarm, see
Figure 7. Kubernetes only achieved second place in service recovery speed, likely due to
its higher overhead services and its use of the CRI-O intermediate. Using CRI-O as an
intermediate layer may introduce additional communication and processing, which may
affect the service recovery rate by default.

Future Internet 2023, 15, x FOR PEER REVIEW 12 of 20 
 

 

5. Results 
Based on the analysis of the results of the experiments carried out, the results of the 

service recovery time were obtained in the first scenario; after repeating this test ten times 
for each of the installed services and configurations, it can be concluded that in general 
the Proxmox VE platform takes the longest time to recover a node. The likely reason for 
this slowdown is due to the method that the Proxmox platform uses to recover the service, 
the fencing method, which attempts to recover the dropped node first and then transfer it 
to another machine on that node. Overall, the fastest service recovery was in the Docker 
environment along with its high-availability manager Docker Swarm, see Figure 7. 
Kubernetes only achieved second place in service recovery speed, likely due to its higher 
overhead services and its use of the CRI-O intermediate. Using CRI-O as an intermediate 
layer may introduce additional communication and processing, which may affect the 
service recovery rate by default. 

 
Figure 7. Measuring the service recovery rate. 

Based on the analysis of the results from the experiments performed using the second 
scenario focusing on the total number of failed calls, it can be concluded that the 
Kubernetes platform using a single node had the highest number of failed calls; the total 
number of failed calls increased linearly on this service. In contrast, the Docker platform 
with its high-availability manager, Docker Swarm, had the lowest number of failures, but 
using up to three nodes. When using only one node, the Docker platform ranked slightly 
worse than the Proxmox platform; Proxmox had an average overall failure rate in the 
middle of all platform measurements, see Figure 8. 

Figure 7. Measuring the service recovery rate.

Based on the analysis of the results from the experiments performed using the second
scenario focusing on the total number of failed calls, it can be concluded that the Kubernetes
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platform using a single node had the highest number of failed calls; the total number of
failed calls increased linearly on this service. In contrast, the Docker platform with its
high-availability manager, Docker Swarm, had the lowest number of failures, but using
up to three nodes. When using only one node, the Docker platform ranked slightly worse
than the Proxmox platform; Proxmox had an average overall failure rate in the middle of
all platform measurements, see Figure 8.
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Another analysis based on the second scenario using ApacheBench was the data rate
analysis. From the results of the given analysis, it can be stated that the Proxmox platform
obtained the highest average data transfer rate, i.e., it was able to transfer the largest
amount of data in a certain time. Overall, the Kubernetes platform obtained the worst
result using a single node, which had the slowest average data transfer rate. However, the
services, regardless of their total number of nodes, were relatively balanced. The results
are interpreted in the table, which is divided into columns with an increasing number of
concurrent calls and total calls for each platform. The last column represents the mean
of the results from all columns in a row. Individual results are shown for data rates in
kilobytes per second, see Table 1.

Table 1. Measurement of transfer rate in kilobytes per second.

Simultaneous Calls/Total Number of Calls 5/10 50/100 500/1000 5000/10,000 5000/50,000 Mean

Docker single node 455.57 783.14 975.55 85.62 270.84 514.14
Docker three nodes 476.17 1337.50 694.94 132.23 350.11 598.19

Proxmox 33,724.90 45,999.03 47,790.24 1712.38 8137.98 27,472.90
Kubernetes single node 428.22 634.27 852.74 472.25 128.30 503.16
Kubernetes three nodes 455.29 827.31 610.27 572.13 214.12 535.82

The last analysis of the results from the second scenario experiments using ApacheBench
was an analysis of the average call time to a given service. Based on the results of the
analysis, it can be concluded that the Proxmox platform had the longest average call time
just for the impact call of 5000 concurrent calls and 10,000 total calls. In general, the impact
calls of 5000 concurrent calls and 10,000 total calls appeared to be the most challenging calls
to process for all services. The presumed reason why the Proxmox platform had the worst
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average call time result is that it does not support native load balancing, i.e., all calls go
directly to a given service and have no load balancing manager. This statement is confirmed
by the fact that the platforms that provided such functionality in the experiments had much
better results. In summary, the Docker platform using three nodes had the best results and
thus was the fastest at answering queries; the Kubernetes platform differed only slightly
from the best in its speed when using three nodes but ranked as the second slowest when
using only one node, see Figure 9.
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Based on the analysis of the results obtained from all the experiments, it can be
concluded that the most suitable high-availability solution in terms of performance in
commonly used Linux containers is Docker using the Docker Swarm high-availability
manager. If the most important criterion is the transfer rate, the most suitable platform is
Proxmox. However, it should be noted that if one does not plan to use a load balancing
service and it is important to have as few total failed calls as possible, then Proxmox is again
the most suitable choice, although one has to take into account its results from average
call times, which are significantly worse than in the other platforms. While Kubernetes
may not have consistently achieved the absolute best results, its competitive performance
in key metrics, such as average call time, average failed calls, and average recovery rate,
highlights its potential as a robust and reliable high-availability solution in specific scenarios.
Summary Table 2 presents the collective results of the individual experiments.

Table 2. Summary results from individual experiments.

KB/s Milliseconds Number Seconds

Technologies Average transfer
rate

Average
call time

Average failed
calls

Average
recovery rate

Docker 514.14 4231.38 161.60 64.99 1

Proxmox 27,472.90 1 7405.50 2 125.40 130.83 2

Kubernetes 503.16 2 5486.94 276.00 2 90.00
Dockers 3 nodes 598.19 2967.18 1 42.60 1 -X

Kubernetes 3 nodes 535.82 3541.69 68.20 -
1 The best result in the category (in the column). 2 The worst result in the category (in the column).
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6. Discussion

This study provides valuable information on the performance characteristics of dif-
ferent high-availability solutions for Linux containers. Comparison of different services
based on service recovery time, total number of failed calls, data rate, and average call time
enables informed decision making when selecting the appropriate high-availability solution
for specific use cases. Understanding the strengths and weaknesses of each service can lead
to optimal selection, ensuring a reliable and efficient container-based infrastructure.

In addition, the study highlights the importance of taking into account not only perfor-
mance indicators but also the specific requirements and characteristics of each application
or service deployed. Different applications may have different resource, scalability, and
fault tolerance requirements. Therefore, it is critical for organizations to carefully assess
their individual needs before selecting a container platform.

As mentioned in Section 2, various studies have attempted to compare container
platforms from different perspectives. The scope of the present study was specifically
focused on high availability within Linux container infrastructures, which narrowed the
parameters evaluated; other comparative studies have investigated various aspects of
virtualization, containerization, system performance, and container orchestration. The
selection of platforms depends on what a company prioritizes when implementing a
container environment.

A study by Moravcik et al. [10] compares virtualization and containerization, specifi-
cally the Linux containers LXC and Docker. From a network perspective, Linux and Docker
containers are considered equivalent, but allow for different network configurations. The
study found that LXC achieves lower latency than Docker, which may be important for
specific use cases. Kaur et al. in [11] compare the performance of containerization and
virtual machines in data centers. They evaluate parameters such as CPU performance, file
I/O, memory usage, and application behavior in different environments. The findings
show that the Linux-based KVM virtualization hypervisor performs better than Docker
containers in the tested domains. The study by Putri et al. [12] evaluates the impact of dif-
ferent container platforms (Docker, LXC, and LXD) when running TCP services. It analyzes
the system performance and compares the containers with the native system. The results
indicate that performance between containers can vary, and LXD performs better in terms
of system performance. The study by Li et al. [13] provides a comprehensive comparison of
different convergence architectures (Docker, QEMU/KVM, Firecracker, gVisor, and Kata).
It analyzes performance metrics such as CPU, RAM, system calls, network, disk storage,
and boot time. The results highlight virtualization trade-offs and performance barriers and
provide insights for case-specific decision making.

In [14], the authors Malviya and Dwivedi focused on comparing container orchestra-
tion platforms (Redhat OpenShift, Mesos, Docker Swarm, and Kubernetes). Evaluation
considers parameters such as security, deployment, cluster installation, scalability, sta-
bility, and learning curve. The findings suggest that Kubernetes has the best scheduling
features, Docker Swarm is easy to use, Mesos is suitable for scalable deployments, and
OpenShift excels in security. Kubernetes is identified as the most popular tool among the
platforms discussed.

Each of the above studies provided valuable insight and recommendations based
on their specific areas of focus and benchmarks. Likewise, the present study aimed to
analyze the performance of different high-availability solutions within a given experi-
mental setup and provide insights into their strengths and weaknesses based on specific
performance metrics.

The following are the recommendations that have emerged from the measured results.
The recommendations will help cloud professionals and decision makers select the most
appropriate high availability solution based on specific use cases and requirements.

High performance and data transfer: In scenarios where high data transfer speeds are
preferred, Proxmox appears to be the most suitable option. Proxmox’s ability to transfer
large amounts of data within a certain time frame makes it ideal for data-intensive work-
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loads such as big data processing and large-scale data analysis. Organizations that work
with significant volumes of data can benefit from Proxmox’s high-throughput capabilities
that ensure efficient and timely data processing.

Load balancing and failover: If load balancing and failover features are essential,
Docker with Docker Swarm is recommended. The Docker Swarm load balancing man-
ager efficiently distributes requests across containers, optimizes resource utilization, and
ensures high availability. For applications that require balanced traffic distribution and
redundancy for failover scenarios, Docker Swarm’s load balancing capabilities prove to be
highly valuable.

Recovery from node failure: For environments that require fast and reliable recovery
from node failures, Docker with Docker Swarm proves to be the right choice. Docker
Swarm’s fast recovery time minimizes downtime and ensures seamless continuity of
critical services. Docker Swarm’s robust node failover features contribute to increased
service reliability and reduced service interruptions. The Kubernetes platform trails closely
behind in the ranking hierarchy.

Minimum number of failed calls and no load balancing: If minimizing the number
of failed calls without the use of load balancing is a priority, Proxmox stands out as the
most suitable option. Proxmox’s stability in such scenarios ensures reliable service delivery
with fewer interruptions and minimal call drops. In situations where load balancing is
not necessary or relevant, Proxmox’s consistent performance proves advantageous for
providing uninterrupted services.

Comprehensive fault tolerance: Organizations with a variety of applications requir-
ing comprehensive fault tolerance should consider Docker with Docker Swarm. The
combination of Docker Swarm’s high service recovery speed, low call failure rate, and
load-balancing features ensures a robust and reliable infrastructure. Docker Swarm’s ability
to maintain service availability and deliver reliable performance makes it an excellent
choice for critical and high-availability applications.

Automatic resource scaling: For large-scale applications whose resource demands
change dynamically over time, the Kubernetes platform is an appropriate choice. Auto-
scaling allows a Kubernetes cluster to automatically adjust the number of running pods
(groups of one or more containers that run together on a single physical or virtual machine
within a clustered environment; pods share resources and communicate with each other)
based on workload demands. It ensures efficient resource allocation, preventing under-
or over-utilization of resources. This makes it possible to optimize costs based on actual
demand. When workload is low, Kubernetes can reduce the number of pods to reduce
resource consumption and cost. On the contrary, during periods of high demand, the
number of pods can be increased to satisfy increased workload without manual intervention.
The application can handle increased traffic or peak workloads, providing end users with
better performance and responsiveness.

These guidelines and recommendations are based on specific performance character-
istics observed in experiments. However, it is important to note that these recommenda-
tions are not exhaustive and that each organization’s decision may be influenced by its
unique requirements and specific use cases. Careful evaluation of workload characteris-
tics, scalability needs, and resource requirements will further help to select the optimal
high-availability solution.

One limitation of the study may be that the evaluation focused on a limited set of
container platforms, namely Docker, Kubernetes, and Proxmox. However, these platforms
represent widely used tools in the industry and form the basis of many container infras-
tructures. Comparisons between them provide important information for practitioners and
organizations to decide on the appropriate container platform for their needs. Focusing
directly on these three popular container platforms allowed for relevant and comparable
results. However, the container environment is constantly evolving, and new platforms and
orchestration tools may emerge over time that will find widespread adoption among users.
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Future investigations could extend the research to encompass a wider range of container
technologies and take into account the latest advances in the industry.

In addition, it is important to note that the performance of container platforms can
be affected by multiple factors including hardware configurations, network environments,
and workload characteristics. In the experiments carried out, an attempt was made to
provide the same conditions for all container platforms, focusing on minimizing differences
between the tested tools to better compare their capabilities. However, in practice, it can be
difficult to achieve a complete environment identity for each container platform, as there
are multiple variables that can affect performance. As a result, performing tests in different
scenarios and settings can provide a more comprehensive understanding of the capabilities
and limitations of the platforms. The variety of conditions under which testing platforms
can be performed can provide an understanding of how different platforms behave in
different situations and which factors may have the greatest impact on their performance.
In this way, research can get even closer to real-world conditions and better understand
their behavior in practical scenarios. Moreover, realistic operating environments can have
unpredictable impacts on the performance and availability of container platforms.

Another limitation is that direct node failure was used in the testing. In addition
to direct node failure, it would be useful to address realistic failure scenarios, such as
simulating hardware errors or network problems. These scenarios would help to evaluate
how quickly and efficiently container platforms can respond to unforeseen events and
restore applications to full functionality.

In addition, considering the limited number of nodes used in the testing phase, it
is important to recognize the possible impact on generalizability of the results to larger
and more complex deployments. Further investigations with a broader range of nodes
would provide a more comprehensive understanding of the capabilities and performance
solutions in various scenarios.

7. Conclusions

The article focused on the comparison and analysis of different high-availability
solutions for Linux container infrastructures. Based on the experiments performed, data on
average service recovery time, average number of data transferred, and total number of
failed calls were collected. These data allowed one to identify the strengths and weaknesses
of each solution and to determine the optimal container solution for common use.

Analysis of the tests found that Docker, using its high-availability manager Docker
Swarm, performed best in terms of fastest service recovery, with Kubernetes coming in
second place. On the other hand, the Proxmox platform had the worst results in the service
recovery speed test.

For the number of failed calls, the Docker platform using its high-availability manager,
Docker Swarm, was again in the best position; however, when the load balancing feature of
Docker and Kubernetes was not used, the Proxmox platform emerged as the best service.

When the average call time results were tested and analyzed, the best performing
service was Docker using its high-availability manager, Docker Swarm; in contrast, the
worst performing service was Proxmox, which had the worst average call time across all
test cases.

However, when analyzing the results of the average data transfer rate test, the Proxmox
platform was the definitive winner, as it was able to transfer data the fastest.

Based on these results, it can be concluded that, in general, the best high-availability
solution within commonly used Linux containers is Docker using its high-availability
manager Docker Swarm. The exceptions are cases where the transfer speed of the service is
more important, or where it is not a priority to use load balancing; in this case, the Proxmox
platform leads the way.

However, it is important to remember that these technologies are dynamically evolving
and constantly improving, and it is essential to stay up to date with the latest developments
and innovations in this field. Future research will focus on investigating the latest security
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practices and mechanisms to protect container environments and on comparing different
types of persistent storage in terms of performance, availability, scalability, and security. An
important goal is also to minimize costs while improving the reliability and availability of
container applications. Research should focus on innovative approaches to enable effective
management of high availability in challenging and dynamic container environments. In
addition, future studies could also incorporate artificial intelligence and clustering methods
to improve the performance, management, and security of container solutions [45–47].
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27. Ljubojević, M.; Bajić, A.; Mijić, D. Implementation of High-Availability Server Cluster by Using Fencing Concept. In Proceedings
of the 2019 18th International Symposium INFOTEH-JAHORINA (INFOTEH), East Sarajevo, Bosnia and Herzegovina, 20–22
March 2019; pp. 1–5. [CrossRef]
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