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Abstract: Wireless sensor networks (W.S.N.s) are a critical research area with numerous practical
applications. W.S.N.s are utilized in real-life scenarios, including environmental monitoring, health-
care, industrial automation, smart homes, and agriculture. As W.S.N.s advance and become more
sophisticated, they offer limitless opportunities for innovative solutions in various fields. However,
due to their unattended nature, it is essential to develop strategies to improve their performance
without draining the battery power of the sensor nodes, which is their most valuable resource. This
paper proposes a novel sink mobility model based on constructing a bipartite graph from a deployed
wireless sensor network. The proposed model uses bipartite graph properties to derive a controlled
mobility model for the mobile sink. As a result, stationary nodes will be visited and planned to reduce
routing overhead and enhance the network’s performance. Using the bipartite graph’s properties, the
mobile sink node can visit stationary sensor nodes in an optimal way to collect data and transmit it to
the base station. We evaluated the proposed approach through simulations using the NS-2 simulator
to investigate the performance of wireless sensor networks when adopting this mobility model. Our
results show that using the proposed approach can significantly enhance the performance of wireless
sensor networks while conserving the energy of the sensor nodes.

Keywords: bipartite graph; mobility model; mobile sink; path planning; wireless sensor
networks (W.S.N.s)

1. Introduction

Wireless sensor networks (W.S.N.s) encounter issues when deployed to support ap-
plications requiring mobility support, such as disaster and earthquake recovery, combat
field surveillance, monitoring animals, and law enforcement applications. W.S.N.s also
have applications incorporating 5G internet IoT systems for psychoacoustic monitoring.
As a result, to ensure reliable communication, dependable connectivity of the network, low
energy usage, and prolonged network life span for these applications, a dynamic and adap-
tive W.S.N. network with mobility support is required [1,2]. Consequently, these networks
must preserve fault tolerance and self-organizing capabilities to operate properly [3–6].

Therefore, it is vital to provide energy-efficient systems throughout the whole protocol,
and stack variances in mobility play a major role and directly impact the scalability and
energy efficiency of W.S.N.s. Thus, performance deterioration and unpredictably broken
links result from needing to provide a reliable mobility model [1,7,8].

Various mobility models were proposed in the literature and are considered good
candidates to be used in ad hoc networks. However, when using them in W.S.N.s, they
provide low QoS parameters and increase energy consumption because they behave in
these networks. In other words, sensor networks can provide different data types, such as
videos. As a result, certain QoS parameters, such as bitstream, must be maintained. It is
worth noting that QoS in W.S.N.s is divided into two categories: application and network
dependent, such as node reading, coverage, deployment, and the number of live nodes.

Future Internet 2023, 15, 182. https://doi.org/10.3390/fi15050182 https://www.mdpi.com/journal/futureinternet

https://doi.org/10.3390/fi15050182
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/futureinternet
https://www.mdpi.com
https://orcid.org/0000-0002-8286-1829
https://orcid.org/0000-0003-2422-0297
https://orcid.org/0000-0002-9929-2116
https://doi.org/10.3390/fi15050182
https://www.mdpi.com/journal/futureinternet
https://www.mdpi.com/article/10.3390/fi15050182?type=check_update&version=1


Future Internet 2023, 15, 182 2 of 17

On the other hand, the second category is more concerned with efficiently using the
bandwidth, energy consumption, throughput, and packet delivery ratio. To elaborate, the
random waypoint mobility model performs reasonably when used in ad hoc networks.
However, it is not a suitable choice in W.S.N.s because of its poor choice of velocity and
uniform distribution [9–13].

On the other hand, the nomadic community mobility model was introduced to address
the drawbacks of the random waypoint mobility model. Because nodes move randomly
from one site to another, this model is appropriate for applications supporting military
operations and mobile communications in conferences. Furthermore, based on the collec-
tive motion of the group, a reference point for each point is determined. This approach
consumes much energy to discover or pinpoint the location of a single node [14,15].

Consequently, a geographic-based circular mobility model was introduced to handle
sink node mobility. This model collects data by traveling over a circular, static point-based
track. The condition that nodes stay stationary eight or sixteen times during each cycle is
a significant drawback in this model. Therefore, a wind mobility model based on eight
directions was proposed in [14] to extend the network lifetime. This paradigm is depicted
for sink nodes, although nodes in this model only support group mobility. As a result, to
determine the position of one node, a group of nodes moves and consume energy [15].
Thus, the wind mobility model must provide high performance for the network due to the
additional pause time, the speed of nodes, and their interdependencies [16].

Additionally, processing, sensing, and communication are the three subsystems of
sensor nodes. The communication subsystem is also the main source of energy consumption
because the distance between the source and destination nodes determines how much
energy is used to convey a message [17,18]. Thus, multi-hop communication can reduce
the distance required in transmission, which comes at the expense of increasing the delay
compared to single-hop communication [17,19]. Furthermore, the communication between
sensor nodes is accomplished according to the IEEE 802.15.4 standard, keeping in mind
that the communication range depends on the sensor node’s energy. Still, usually, it is less
than 100 m [20].

A mobile and energy-rich sink node or nodes have been introduced to solve this issue.
In this method, the mobile sink moves randomly or follows a predetermined mobility
model to gather data from stationary sensor nodes and transmit it to the base station.
Additionally, using a mobile sink increases the performance of W.S.N.s in various ways,
including decreasing the distance needed for a stationary node to transmit data, lowering
the number of intermediary nodes, increasing network throughput, and providing coverage
for remote areas [3].

Other researchers have proposed improving the energy efficiency of wireless sensor
networks by presenting techniques other than using a mobile sink or sinks. For example,
the research proposed in [21] presented a clustering routing protocol where a cluster head
is selected based on the centroid position, and the gateway selection is accomplished within
the cluster.

This paper proposes a sink mobility model using a single, energy-rich mobile sink
node to collect data from stationary sensor nodes. The proposed model is based on creating
a Bipartite graph of the W.S.N. After that; a sink node mobility path is acquired from
the properties of the Bipartite graph. This work also proposes combining single-hop and
multi-hop routing to achieve good network performance.

The following will be the order of this paper’s remaining sections. A concise explana-
tion of the bipartite graph is provided in Section 2. Section 3 follows with a literature review
of existing models. In Section 4, the proposed mobility model is explained. Section 5 then
discusses the performance indicators and simulated scenarios to investigate the proposed
work’s effectiveness. Section 6 discusses the simulation’s outcomes. Section 7 compares
the performance between the proposed model and another three models. Finally, final
observations and ideas for further research are discussed in Section 8.
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2. Bipartite Graph Overview

Nowadays, W.S.N.s are playing a major role in numerous applications, including mili-
tary, environment, and disaster monitoring applications, to name but a few. Consequently,
it is very important to consume sensor nodes wisely with limited resources to better control
the phenomenon being studied and prolong the network lifetime [9]. According to [10],
a bipartite graph is considered a simple graph where the vertices of a graph are divided
into two disjoint sets. In other words, consider a graph denoted by G and the vertices of
G denoted by V (G). A bipartite graph is constructed by dividing the vertices of G into
two disjoint sets, namely, V1 and V2, with the following properties:

• Consider a vertex v where ∈ V1, and then v cannot be adjacent to vertices in V1. On
the contrary, it can be adjacent to vertices that belong to V2.

• Consider a vertex v where v ∈ V2, and then v cannot be adjacent to vertices in V2. On
the contrary, it can be adjacent to vertices that belong to V1.

• V1 ∩V2 = ∅, there is no intersection between V1 and V2.
• V1 ∪V2 = V(G), the union of V1 and V2 will result in all the vertices of the graph G.

As a result, when creating a bipartite graph for a randomly deployed W.S.N., sensor
nodes will be divided into two sets. Hence, deploying a mobile sink to move and collect
data from one set is possible. After that, when finishing all the nodes in the set, the mobile
sink will move and start collecting data from the other set. The nodes in one set are also
adjacent to nodes in the other set, which can benefit the mobile sink when gathering data
from static nodes.

For example, the graph in Figure 1a represents 5 nodes labeled by numbers from 1
to 5. To check whether the given graph is bipartite, we need to apply the definition of a
bipartite graph. In other words, we need to check if the nodes in the given graph can be
partitioned into two disjoint sets, V1 and V2, with the abovementioned properties.
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Figure 1. (a) A random graph, (b) Derived bipartite graph.

Figure 1b shows that the nodes or vertices of the graph shown in Figure 1a can be
divided into two disjoint sets denoted by V1 and V2 in the figure. Furthermore, it can be
seen that the nodes that are part of the set named V1 are not neighbors or adjacent to each
other. However, each node in V1 is a neighbor or adjacent to nodes in V2.

To elaborate, in Figure 1b, node 1 and node 4 are members of V1. Form Figure 1a
shows that these nodes are not neighbors. On the other hand, node 1, for example, is a
neighbor of node 1, node 3, and node 5, which are members of the other set denoted by V2,
as shown in Figure 1b.

As a result, it can be concluded that the graph shown in Figure 1 is bipartite because
all the nodes or vertices of that graph are divided into two disjoint sets where the nodes
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in each set are not neighbors or adjacent. Still, at the same time, every node in one set is
adjacent to nodes in the other set.

Thus, using a bipartite graph can improve the performance of the W.S.N. in two ways:
(1). The mobile sink will visit smaller nodes, i.e., not all the nodes in the network in each
round. (2). The proposed model will help stationary sensor nodes mix between multi-hop
and single-hop communication, depending on which set is being visited and to which set
the stationary sensor node belongs.

3. Mobility Models

Several research papers have suggested algorithms or models to support mobility in
W.S.N.s. According to [22], the capacity of nodes in W.S.N.s to relocate themselves upon
deployment is referred to as node mobility. As a result, there are two primary categories of
sensor node mobility algorithms or models. The first is the usage of mobile sinks or sinks
that can receive data from stationary sensor nodes while moving, whereas the second is
based on providing all of the sensor nodes with the capacity to move. Because it is more
pertinent to the proposed mobility model, we will focus our review in this paper on studies
that supply a single mobile sink that moves to collect data from stationary sensor nodes
and sends them to the base station.

The study proposed in [23] introduced a data-gathering method based on path plan-
ning to reduce distances traveled by the mobile sink and reduce the communication range.
An inner center path planning algorithm was used to shorten the distance a mobile sink
had to travel. The movement path back propagation problem was also considered by
presenting a back-routing algorithm. Therefore, the proposed scheme must enable the
mobile sink to make adaptive judgments to move adequately.

In addition, the research presented in [24] suggested addressing the relay selection
problem to decrease energy use and increase the lifespan of W.S.N.s. As a result, the
k-means method was used in the proposed study to partition the network into clusters.
A movable sink-based cluster head selection technique was suggested to increase energy
usage inside the cluster. The mobile sink node will function as a cluster head close to
stationary sensor nodes to gather data and reduce energy consumption for static sensor
nodes and the cluster head.

The research authors presented in [25] were written by writers who developed a sink
mobility model derived from Korhonen’s self-organization map (S.O.M.). Their study
establishes the mobile sink’s movement path using Korhonen S.O.M. The mobile sink thus
moves during movement times and stops during pause periods. The mobile sink will
remain in its present location during the stop periods for a fixed period, after which it will
begin migrating to a new site determined using the Korhonen S.O.M., and so on, until
topology changes brought on by energy depletion take place. As a result, a new Korhonen
S.O.M. calculation of the mobility path will be performed.

To further improve the operation of environmental monitoring and anomaly search
in W.S.N.s, a collaborative approach was presented in [26]. The proposed method is
composed mostly of two components. Based on a weighted Gaussian coverage strategy,
the first focus is collaboratively installing the static sensor nodes. The second section, on
the other hand, focuses on path planning for the mobile sink and is based on modifying an
active monitoring and anomaly search system that uses a Markov decision process model.
The major objective is quickly identifying environmental irregularities so that the mobile
mode can respond appropriately based on a cumulative reward function.

Another study that divides the network into zones to enhance wireless sensor network
performance and extend their lifetime is proposed in [27]. The mobile sink will travel close
to the heavily loaded zone. It is important to note that a fuzzy logic system is used to
select the strongly loaded zone to address any uncertainties that may arise when making
this choice.

Similarly, an adaptive mobile routing method concerned with identifying burst traffic
is proposed in [28]. Additionally, the algorithm relies on splitting the network’s clusters
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into two groups, and the proposed network architecture is based on having two mobile
sinks. After that, each sensor node will be in charge of one group and communicate with
the cluster heads. Additionally, the mobile sink will visit the cluster heads within the
group specifically. The mobile sink will, however, disregard the sequence in which the
cluster heads are visited and move close to the heavily loaded cluster head if a traffic burst
is detected.

An ant colony optimization-based end-to-end data-gathering technique was also
presented in [29]. The proposed method is based on building a data forwarding tree and
arbitrarily choosing data gathering points. As a result, the mobile sink’s route is estimated
and described.

A sink mobility model using a genetic algorithms model is presented in [30]. The
mobility model uses genetic algorithms to determine the direction the mobile sink should
take when moving. After that, using single-hop routing, the mobile sink will travel to the
nodes that are a part of the computed path to gather data from them via single-hop routing.
On the other hand, multi-hop routing is used by nodes, not members of the mobile sink
movement path, to forward packets to the mobile sink. Additionally, the portable sink’s
movement is split into pause and movement periods to facilitate data communication and
reduce changes in routing paths. To elaborate, the mobile sink migrates to new locations
that are calculated using the proposed algorithm during the movement phase instead of
the pause period, during which it remains in the current location.

Furthermore, a model based on creating mobile pathways for the mobile sink to
decrease latency and energy usage was proposed in [31]. Choosing a meeting location,
designing a trajectory, collecting data, and transmitting data are the four stages of the
algorithm’s operation.

In [32], a mobile sink-based geographic routing scheme was developed. This study
used two mobile sinks to gather information from sensor nodes in cells or geographic
regions. As a result, each cell’s sensor nodes collect data and send it to the mobile sink. It is
important to note that single-hop and multi-hop routing can connect sensor nodes to the
mobile sink.

Consequently, several mobility models are presented in the literature. Some of these
models are based on random mobility, while others try to use the current location of the
mobile sink to calculate a new location. The work proposed in this paper approaches the
problem of mobile sink path planning from a different perspective. The proposed approach
aims to benefit from the network topology and the node neighborhood to create a logical
topology based on bipartite graphs. After that, we use bipartite graph properties to derive
a sink mobility model.

4. Proposed Mobility Model

The work proposed in this paper relies on randomly deployed W.S.N.s made up of N
stationary sensor nodes and one additional node that can move to serve as a mobile sink
node. Following network deployment, the base station receives the locations of the mobile
sink and the stationary sensor nodes. Consequently, the base station calculates a bipartite
graph, and the stationary sensor nodes are grouped into two disjoint sets, as explained in
Section 2. It is worth noting that the mobile sink is not included in this calculation because
it is supposed to visit stationary sensor nodes and collect information.

To clarify, a bipartite graph is derived by the base station using the locations of the
static sensor nodes as a point of reference and the neighborhood data of the static sensor
nodes. Thus, the stationary sensor nodes are grouped into two disjoint sets. The based
station will also calculate the breadth-first traversal for the nodes in each subset based on
the Euclidean distance between the static sensor nodes within each set. After that, based
on the locations of the stationary sensor nodes, the mobile sink will choose one of the sets
to start visiting stationary sensor nodes that are members of that set. In other words, the
mobile sink will choose the nearest node to it and start visiting it; thus, it selects the set
with the nearest member nodes to the mobile sink.
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Consequently, the mobile sink will deal with the nodes in the selected set as a subgraph.
The stationary sensor nodes within the set are visited according to the breadth-first traversal
algorithm calculated based on the Euclidean distance between the nodes that are members
of the selected set.

After visiting all the nodes in the first set, the mobile sink node will start moving
towards the nearest member of the other set, and the static sensor nodes within that set will
be visited according to the breadth-first algorithm that is calculated based on the Euclidean
distance between the nodes that are a member of the new set. This process continues
until a recalculation of the bipartite graph is triggered or required based on changes in the
topology of the W.S.N. that might occur because of the death of static sensor nodes caused
by energy depletion.

It is worth noting that when the mobile sink is visiting stationary sensor nodes in one
set, it will be within the range of communication of other stationary sensor nodes that are
members of the other set but are neighbors of the node being visited; thus, these neighbor
nodes can send data to the mobile sink before being visited. Consequently, we can ensure
that the nodes will not suffer from buffer overflow and that the sensed information will
promptly be communicated to the mobile sink.

Furthermore, the mobile sink’s movement will follow the breadth traversal of the
nodes in the selected set and is divided into sojourn periods and movement periods. In the
sojourn period, the mobile sink will pause in its current location for a specific period. After
that, it will begin moving toward a new location at a set pace. When the mobile sink arrives
at the new location, the sojourn period begins again and stays in the new place for the same
period. A flowchart of the mobility model suggested in this paper is shown in Figure 2.

Consider the networks shown in Figure 1a that were processed to deduce the bipartite
graph in Figure 1b. Based on the Euclidian distance, the mobile sink will choose the nearest
node to it to start its journey. For example, the mobile sink selected node 1, which belongs
to V1, as the starting node of its journey. As a result, the mobile sink must visit all the nodes
in V1 based on the breadth-first traversal algorithm. After visiting all the nodes in V1, the
mobile sink will move to the nearest node in V2 and will visit all the nodes of V2 using the
breadth-first traversal algorithm. Thus, the mobile sink will keep switching between the
nodes of the two sets.

It is worth noting that when the mobile sink visits node 1 in V1, it will be a neighbor of
some or all the nodes in V2. In this case, the mobile sink neighbors nodes 2, 3, and 5 from
V2. As a result, data can be collected from the nodes being visited, their neighbors who
are members of the other set, and so on. After pausing for a specified period at node 1, the
mobile sink will move towards another node in V1, node 4. Thus, it will neighbor nodes
2, 3, and 5. Therefore, the mobile sink will be able to collect information from node 4 and
its neighbors. Upon visiting all the nodes in V1, the mobile sink will move to the nearest
node in V2. For example, the mobile sink will visit node 5 in V2, a neighbor to node one,
and node four from V1. When the mobile sink arrives at the new location, i.e., near node 5,
the mobile sink can collect information from node 5, node 1, and node 4 using single-hop
communication.

Consequently, by adopting this approach, the mobile sink will be able to visit nodes
that are not neighbors to each other and collect data from the neighbors of the node being
visited. It can also be observed that static sensor nodes will have multiple chances to
report their data to the mobile sink, especially with multiple neighbors. As a result, up-
to-date data will be collected from sensor nodes promptly. The chances of sensor nodes
suffering from buffer overflow are reduced because static sensor nodes do not have to
store the collected information for long, waiting to be visited by the mobile sink. Figure 3
shows a message flow diagram presenting the communication between the sink and the
sensor nodes.
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5. Simulation
5.1. Simulation Scenarios

Several simulation scenarios were run on the NS-2 simulator to examine the perfor-
mance of the proposed sink mobility model. NS-2 is a discrete event-driven simulator
designed to support research in communication networks. It supports wired and wireless
networks and provides different protocols [33]. The Ad Hoc On-Demand Distance Vector
(AODV) routing protocol conveys messages to their intended recipients. Static sensor
nodes provide traffic at a steady bit rate (C.B.R.). AODV routing protocol was used because
it is a reactive routing protocol. As a result, routing information to only some nodes are
kept in the routing table constructed by AODV.

On the contrary, routing information will be obtained when needed to reduce the
size of the routing table maintained by sensor nodes. Thus, processing time and memory
consumed are reduced [17]. C.B.R. was also used to generate constant bit-rate traffic from
stationary sensor nodes to study the proposed model’s performance under heavy-loaded
conditions.

In addition, the effectiveness of the proposed mobility model was examined in net-
works consisting of 26, 51, 76, and 101 randomly distributed nodes in a grid of 1000 × 1000.
Additionally, each network consists of N nodes numbered from 0 to n−2 representing static
sensor nodes for each network size. One additional energy-rich node serves as a mobility
sink in the network, marked by n−1. To further explain, the stationary sensor nodes in
the network of 26 nodes are numbered from 0 to 24. A different node with the number
25 represents an energy-rich mobile sink node that will move between the stationary sensor
nodes per the mobility model proposed in this work. Additionally, for each network size,
the performance of the suggested model was examined for mobile sink speeds of 5, 10, 15,
and 20 m/s. In Table 1, the simulation parameters are displayed.

Table 1. Simulation Parameters.

Parameter Value

Simulation Time 500 s
Number of Nodes 26, 51, 76, 101
Pause Time 5 s
Simulation Area 1000 × 1000
Traffic Type C.B.R.
Mobile Sink Speed 5, 10, 15, 20 m/s
Packet size (bytes) 512
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5.2. Performance Metrics

The metrics used to analyze the network’s performance while utilizing the proposed
mobility model include average end-to-end delay, packet delivery ratio, and throughput.
The average end-to-end delay is the time a packet takes from its starting point to its ending
point. By averaging the amount of time needed to send each packet between each source
and each destination within the network, the average end-to-end delay for the entire
network may be determined [34,35]. The average end-to-end delay is calculated using
Equation (1):

sub−AVGTAVG =
N

∑
i=1

(H i
r −Hi

t

)
N

(1)

In Equation (1), Hi
r and Hi

t represent the received transmitted copy of a packet, respec-
tively, and N is the total number of received packets.

As stated in Equation (2), the ratio of successfully received packets to all packets
transmitted is used to calculate the packet delivery rate [34–36]:

Packet Delivery Ratio =
Prs

∑n
i=1 Psenti

(2)

where Prs is the total number of successfully received packets, and present is the overall
number of sent packets. The total number of correctly received packets throughout a certain
period is the definition of throughput, and the third performance metric considered. As a
result, in our simulation, throughput is computed as stated in Equation (3) by dividing the
total number of packets successfully received by the total simulation time [34,35].

Throughput =
Number of Packets Delivered× Packet Size× 8

Total Simulation Time
(3)

6. Simulation Results

This part shows and discusses the results of applying the simulation scenarios in
Section 5.1. Each scenario was executed ten times to produce more detailed findings. The
results of the 10 runs for each example were averaged to acquire the simulation results.

Figure 4 displays the average end-to-end delay results for various network sizes and
mobile sink movement speeds. Networks with 51 and 76 nodes achieved the best overall
results regarding the end-to-end delay, especially when the mobile sink speed was equal to
5, 10, and 15 m/s. The reason behind such behavior is that these speeds are considered low
or moderate speeds of the mobile sink, which results in extensive multi-hop communication
through long routes, which is the primary factor affecting the end-to-end delay results
obtained for this case.
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For other network sizes, it can be seen that the proposed mobility model obtained low
and consistent end-to-end delay results, especially when increasing the speed of the mobile
sink to be equal to 5, 10, and 15 m/s, which can be regarding the frequent use of single-hop
communication because the mobile sink is moving at moderate speeds and visits static
sensor nodes frequently. The network consisting of 26 nodes was an exception when the
mobile sink speed was increased to 15 m/s. As is clear from Figure 4, the performance of
this network increased dramatically because the network size is small and the speed of
the mobile sink is relatively high, which may cause frequent changes and updates to the
routing paths. Thus, multi-hop communication is used more frequently, and packets must
go through extra and unnecessary hops to be delivered to the mobile sink.

On the other hand, when increasing the speed of the mobile sink to 20 m/s, these
networks obtained higher end-to-end delay results because 20 m/s is considered a high
speed and may cause frequent changes in the routing paths used to convey messages to the
mobile sink. As a result, a packet may go through unnecessary hops to be delivered to the
mobile sink.

For other network sizes, better results were obtained because the changes in the routing
path did not affect all the nodes in the network. Hence, packets did not need to wander
around or circulate through the network and go through some unnecessary and replicated
intermediate nodes. Consequently, packets went through fewer hops until delivered to the
mobile sink. As a result, smaller results for end-to-end delay were obtained.

Furthermore, Figure 4 shows that networks comprising 26 and 101 nodes obtained
the worst performance compared to all other networks. This can be regarded as a result of
the frequent use of multi-hop routing for the packets to be delivered to their destination.
To put it in another way, the path to be adopted by the mobile sink is relatively short. As
a result, the motion of the mobile sink will affect the routing paths for most of the static
sensor nodes. Thus, packets sent from static sensor nodes will go through multiple hops,
and some of these hops result from the changes or updates to the routing path. Therefore,
those packets might have been routed more than once from the same node to adapt to
changes in the routing path until they are delivered to the mobile sink.

Furthermore, Table 2 compares the results obtained for the average end-to-end delay
for different network sizes and speeds of the mobile sink. It can be observed that medium-
size networks, namely 51 and 76 node networks, performed better than other networks,
especially when the mobile sink was moving according to low speed and moderate speeds
equal to 5, 10, and 15 m/s. It can also be observed that the 51 nodes network obtained
more consistent results than those obtained for 76 nodes for all speeds of the mobile
sink. As a result, the mobility model proposed in this paper is more suitable for use with
medium-sized networks when we aim to achieve low end-to-end delay.

Table 2. Average End-To-End Delay.

Speed
Network Size

26 Nodes 51 Nodes 76 Nodes 101 Nodes

5 192.12 31.45 19.33 78.69
10 166.56 28.58 26.65 151.50
15 633.29 51.74 30.60 84.37
20 262.34 73.93 267.47 140.39

The results acquired for the packet delivery ratio are shown in Figure 5, which shows
that the proposed mobility model obtained highly stable performance under all network
sizes. The networks with 51 nodes and 76 nodes achieved the highest performance results
regarding packet delivery ratio when the mobile sink speed was equal to 5, 10, and 15 m/s,
consistent with the results from Figure 5.
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To elaborate, since this network acquired the best results for the end-to-end delay,
this will result in obtaining the highest results for packet delivery ratio due to the same
reason discussed when explaining the results of Figure 1b. Additionally, from Figure 5, it
can be observed that the increase in the velocity of the mobile sink to 20 m/s has affected
the performance of all networks and caused a slight decrease in the performance of all
networks. Thus, for small network sizes, when moving the mobile sink at high speed,
frequent and rapid changes in the routing paths will take place and cause a decrease in
performance. The mobile sink will also be moving at high speed, and completing data
transmission between the mobile sink and the static sensor nodes will be challenging.

It can also be observed that the performance of the network consisting of 101 kept
increasing when the speed of the mobile sink was increased because the higher the speed
of the mobile sink, the more frequently the static sensor nodes are visited; thus, data can
be transmitted to the mobile sink via single hop promptly, and static sensor nodes do not
suffer from buffer overflow, which results from storing sensed information for long periods
when waiting to be visited by the mobile sink.

On the other hand, for small network sizes, the mobile sink’s anticipated mobility
path is smaller than that in medium- and large-sized networks. As a result, increasing the
speed of the mobile sink to 20 m/s will affect static sensor nodes and their neighbors. Thus,
these nodes will not have enough time to deliver packets to the mobile sink, and packets
must be routed via multi-hop routing to be delivered to the destination. Packets will also
go through unnecessary and extra hops to adapt to the frequent changes in the routing
path to be delivered to the mobile sink.

Table 3 summarizes the result obtained for the packet delivery ratio and compares the
results achieved by each network using different mobile sink speeds. The table shows that
all networks achieved high-performance results in terms of packet delivery ratio, except
the network consisting of 26 nodes. Table 3 shows that the 26 nodes’ network performance
was lower than the performance of all other networks for all the different speeds used for
the mobile sink. As a result, it can be concluded that all the speeds used for the mobile
sink caused frequent updates to the routing paths. Thus, packets kept circulating in the
network until they were dropped. This case was made even worse when the movement
speed of the mobile sink was increased because the static sensor nodes did not have enough
time to communicate with the mobile sink and deliver their packets using single-hop
communication.
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Table 3. Packet Delivery Ratio.

Speed
Network Size

26 Nodes 51 Nodes 76 Nodes 101 Nodes

5 95.20 98.52 99.81 95.25
10 91.63 98.96 99.81 99.57
15 88.70 99.24 99.02 99.25
20 90.63 94.83 99.25 98.88

Figure 6 shows the results obtained for network throughput when the mobile sink
moved following the suggested mobility model at various speeds and with varying net-
work sizes.
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From Figure 6, it can be seen that the proposed mobility obtained high and stable
results for all network sizes under the speed of 10 and 15 m/s of the mobile sink because
the mobile sink is moving at moderate speeds, which reduced the number of updates and
the changes that may occur to the routing paths. Additionally, static sensor nodes will
have a reasonable amount of time to communicate with the mobile sink and deliver data
successfully. The performance of the network consisting of 51 nodes was the best and the
most stable in all cases because the length of the routing paths was moderate; as a result, the
packet did not have to go through many hops to be delivered. The length of the movement
path adopted by the mobile sink was moderate; as a result, static sensor nodes did not
need to update their routing tables frequently, and higher performance results were thus
achieved.

For all other cases of mobile sink speeds, the performance of different network sizes
was almost stable but was lower than that of 51 nodes’ networks. This was for one of
two reasons. First, the mobile sink’s speed may not be suitable for the network size. To
put it another way, high speeds may not be suitable for small networks, and low speeds
may not be suitable for large networks because the network may be congested, and packets
will be dropped. Second, for large network routing and low speeds, the routing paths may
be very long, which might cause congestion in some parts of the network and result in
a dropping packet. On the contrary, small networks operating under high speeds of the
mobile sink packet may be dropped because of frequent changes in the topology and the
routing paths, which results in consuming a large amount of the bandwidth to update
the paths, which affects the network performance and increases the number of dropped
packets.
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Additionally, many packets may go through unnecessary hops to be delivered, and
the time to live timer or the counter of the packet thereby expires, which results in the
packets getting dropped.

Table 4 summarizes the results obtained for the network throughput and compares
the results achieved by each network using different mobile sink speeds. From Table 4, it is
clear that the network consisting of 51 nodes outperformed all other networks under all
the different speeds used for the mobile sink. Consequently, for all other networks, using
the different speeds of the mobile sink may have caused frequent updates to the routing
paths, or the movement path adopted by the mobile sink was very long. As a result, static
sensor nodes may have suffered from buffer overflow, and packets were dropped, affecting
the performance of these networks.

Table 4. Packet Delivery Ratio.

Speed
Network Size

26 Nodes 51 Nodes 76 Nodes 101 Nodes

5 15.89 31.09 13.19 12.60
10 14.99 32.07 13.28 13.32
15 15.27 31.95 13.35 13.16
20 14.35 31.94 13.20 16.20

7. Comparison with Other Mobility Models

Furthermore, the performance of the proposed model was compared to the perfor-
mance of another three mobility models, namely, the Random Waypoint mobility model,
the Gauss Markov mobility model, and the Depth First-based mobility model, using the
same performance metrics. The simulation scenarios presented in Section 5.1 were executed
on all models to obtain results and compare the models under the same circumstances.
Tables 5–7 compare the performance of the four models. The three mobility models used in
the comparison are discussed in Sections 7.1–7.3.

Table 5. End-To-End Delay Performance Comparison.

Model Name Speed
Network Size

26 Nodes 51 Nodes 76 Nodes 101 Nodes

Proposed Model

5 192.12 31.45 19.33 78.69
10 166.56 28.58 26.65 151.50
15 633.29 51.74 30.60 84.37
20 262.34 73.93 267.47 140.39

Random Waypoint Model

5 1070.78 3590.09 5344.26 7348.23
10 1069.12 4247.96 4665.35 6904.05
15 811.182 3507.06 5812.7 4860.76
20 993.193 3535.66 6268.34 6077.27

Gauss Markov Model

5 578.377 4642.27 6166.82 6084.23
10 231.716 3631.09 4142.33 7122.23
15 461.982 2907.25 3492.46 4196.06
20 579.801 3803.8 5322.32 6334.38

Depth First-Based Model

5 153.439 2790.29 7334.31 12,043.8
10 116.511 3152.62 5937.32 11,173
15 145.011 3335.92 6229.31 11,422.9
20 392.171 3718.6 5352.08 11,506.4
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Table 6. Packet Delivery Ratio.

Model Name Speed
Network Size

26 Nodes 51 Nodes 76 Nodes 101 Nodes

Proposed Model

5 95.20 98.52 99.81 95.25
10 91.63 98.96 99.81 99.57
15 88.70 99.24 99.02 99.25
20 90.63 94.83 99.25 98.88

Random Waypoint Model

5 59.76 34.80 20.76 14.84
10 53.55 31.82 19.16 13.32
15 38.51 19.91 15.17 5.70
20 39.72 26.49 13.85 9.47

Gauss Markov Model

5 51.27 29.19 20.92 14.29
10 49.71 22.36 18.24 15.53
15 35.44 22.18 15.42 11.47
20 29.95 19.94 15.11 10.75

Depth First-Based Model

5 55.91 37.62 19.38 9.06
10 56.92 34.54 19.93 10.64
15 55.33 35.48 17.62 7.39
20 53.08 33.62 18.34 7.19

Table 7. Throughput.

Model Name Speed
Network Size

26 Nodes 51 Nodes 76 Nodes 101 Nodes

Proposed Model

5 15.89 31.09 13.19 12.60
10 14.99 32.07 13.28 13.32
15 15.27 31.95 13.35 13.16
20 14.35 31.94 13.20 16.20

Random Waypoint Model

5 2.44 2.85 2.55 2.43
10 2.19 2.60 2.35 2.18
15 1.57 1.62 1.86 1.18
20 1.62 2.12 1.70 1.55

Gauss Markov Model

5 2.09 2.39 2.56 2.34
10 2.03 1.83 2.24 2.54
15 1.51 1.81 1.89 1.87
20 1.22 1.63 1.85 1.76

Depth First-Based Model

5 2.28 3.07 2.37 1.48
10 2.32 2.82 2.45 1.74
15 2.27 2.90 2.16 1.21
20 2.18 2.75 2.25 1.18

7.1. Random Waypoint Mobility Model

In this model, the motion of the mobile sink is divided into pause and movement
rounds. Initially, the mobile sink will be in a pause round for a specific time. When the
pause round expires, the movement round is initiated, and the mobile sink will randomly
select a new location. It will start moving to that location at a specific speed. Upon arrival at
the new location, a new pause round is started, and the mobile sink will stay in its location
for a specified period, and so on [35,37].

This model was chosen for the comparison because its behavior is similar to the
proposed model in this work. In other words, in both models, the movement of the mobile
sink is divided into pause and movement rounds.

7.2. Gauss Markov Mobility Model

In order to create a more realistic model and to consider different randomness levels,
this model was proposed. In this model, a mobile node has the ability to change its speed
and direction when needed. At the initial stage, the mobile node is assigned a movement
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speed and direction, which will move according to these parameters for a specific time.
After that, when the time expires, a new direction and speed are calculated based on the
values used in the previous round [17,32]. This model was included in the comparison
because it starts with assigned values for speed and direction. The new values are calculated
from the previous rounds, similar to the proposed model. We start with one subset, and
the new locations are selected based on the current location and the nearest neighbor.

7.3. Depth First-Based Mobility Model

The mobile sink will traverse the network in this model according to a graph’s Depth-
First Traversal algorithm. As a result, the starting node is selected randomly, and the
movement of the mobile sink is divided into pause periods and motion periods. After
selecting the starting point, the mobile sink will move to the new location at a specific
speed. It will stay there for a specific period when arriving at the new location. After that,
the next location is calculated based on the Depth-First Traversal algorithm, and the mobile
sink starts moving toward that location [38]. This model was selected because it has similar
behavior to the proposed model in this work, as the motion of the mobile sink is divided
into rounds, and the new location of the mobile sink is calculated based on a specified
algorithm. It also uses the location of nodes and the properties on the topology or graph.

From Tables 5–7, the proposed mobility model in this paper has outperformed the
other three mobility models under different sink speeds and network sizes.

8. Conclusions

A sink mobility model that is built on creating a bipartite graph of the current network
was presented in this paper. The proposed mobility model was then addressed after the
concept of a bipartite graph was introduced. Additionally, the NS-2 simulator was adopted
to run several scenarios to examine the performance and effectiveness of the mobility model
presented in this research. Furthermore, the end-to-end delay, packet delivery ratio, and
throughput were used to analyze the performance of the mobility model. Because the
network with 51 nodes offered stable and respectable performance, the results demonstrate
that the proposed mobility model performed better and is appropriate for use in medium-
sized networks with moderate mobile sink speeds. Future research can build upon the work
presented in this paper by measuring additional performance indicators, such as energy
efficiency, routing overhead, and jitters. Furthermore, the suggested mobility model’s
effectiveness can be investigated when employing routing protocols other than AODV.
By examining these areas, researchers can gain a more comprehensive understanding
of the system’s performance and potential limitations, thus paving the way for further
improvements and innovations in this field. Moreover, comprehensive mathematical
modeling and analysis can be conducted for other research problems in the same study
area, thus contributing to a broader understanding of the proposed methods’ underlying
mechanisms and potential applications.
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