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Abstract

:

The application of the Internet of Medical Things (IoMT) in medical systems has brought much ease in discharging healthcare services by medical practitioners. However, the security and privacy preservation of critical user data remain the reason the technology has not yet been fully maximized. Undoubtedly, a secure IoMT model that preserves individual users’ privacy will enhance the wide acceptability of IoMT technology. However, existing works that have attempted to solve these privacy and insecurity problems are not space-conservative, computationally intensive, and also vulnerable to security attacks. In this paper, an IoMT-based model that conserves the privacy of the data, is less computationally intensive, and is resistant to various cryptanalysis attacks is proposed. Specifically, an efficient privacy-preserving technique where an efficient searching algorithm through encrypted data was used and a hybrid cryptography algorithm that combines the modification of the Caesar cipher with the Elliptic Curve Diffie Hellman (ECDH) and Digital Signature Algorithm (DSA) were projected to achieve user data security and privacy preservation of the patient. Furthermore, the modified algorithm can secure messages during transmission, perform key exchanges between clients and healthcare centres, and guarantee user authentication by authorized healthcare centres. The proposed IoMT model, leveraging the hybrid cryptography algorithm, was analysed and compared against different security attacks. The analysis results revealed that the model is secure, preserves the privacy of critical user information, and shows robust resistance against different cryptanalysis attacks.
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1. Introduction


The Internet of Things (IoT) offers a seamless way to connect people, devices, applications, and platforms [1] for communication, participation, and collaboration purposes [2,3,4]. The IoT is a recent paradigm in the wireless communication field, which comprises smart appliances with a digital entity that can universally connect to a network and the Internet [5]. Smart devices can adapt intellect and the capability to sense, understand, and respond to their environment, leveraging evolving technologies [6] and Global Positioning Systems (GPS) with positioning algorithms [7]. The GPS is useful for obtaining location and positioning information. Embedded sensors can also be integrated to collect data for desired analyses [8] as well as enable machine-to-machine communication [9]. The intelligent systems in IoT systems most often need integration stages such as calibration, filtering, amplification, or compensation of signals from different sensors. The cloud usually reinforces IoT systems to solve the problems of data access, storage, scalability, and computing through services that provide various cloud computing architectures. The IoT has been incorporated into industrial manufacturing, Intelligent Transportation Systems (ITS), agriculture, healthcare systems, smart grid, home automation, food supply-chain, and mission-critical applications [10,11]. The amalgamation of IoT and medical systems birthed the Internet of Medical Things (IoMT) [12]. The IoMT has made activities such as real-time drug prescription, patient monitoring, real-time diagnosis of patients, and a host of other services in the healthcare system, which otherwise require the physical presence of healthcare workers and patients, possible remotely [12]. This amalgamation of the IoT and medical systems has both immediate and future benefits. The risk of getting infected during a pandemic such as COVID-19 can be greatly reduced since activities that involve people having contact with one another, such as the learning and evaluation of students, can be done using online platforms [13], and online business meetings which are possible through the Internet can replace physical ones [14]. The effective control of the spreading of disease can be achieved with the aid of IoT sensors, optical cameras, temperature detectors, and other IoT-enabled devices that can be used to detect and report the location of infected persons. Thus, the spread of disease can be controlled at the primary stage [15]. Other benefits that come with this amalgamation include connected hospitals (where data from different hospitals, such as treatment procedures, death rates, and the number of seats available for a new patient, can be readily accessible [16,17] via the IoMT platform), telehealth, and remote monitoring of patients [18,19].



All these great advantages and the promising future nature of the IoMT are very admirable. However, connecting an innumerable number of remotely controlled smart devices through the Internet increases users’ security and privacy risk [9]. Applying protected communication in the IoMT and integrating security machinery into its devices involve many challenges [20] and have been the main obstructions to its progress. The characteristics of the security requirements of IoMT are capable of addressing almost all its security issues, such as confidentiality, among others [21]. Despite various solutions in the literature that address the security issues of IoMT, maintaining the confidentiality of patients’ information in the IoMT still requires much attention [22], as people are still reluctant to provide critical user data or authorization to a server where such data could be accessed. Moreover, hackers can use a botnet [23] to hijack patients’ information via the administration of IoT-based gadgets [24,25,26,27]. Therefore, the IoMT model that secures both IoMT gadgets and medical information is highly needed.



Just as the security of data in the cloud is important, the preservation of the privacy of the data such as medical information of people is also very important. However, the preservation of data privacy on the cloud has various challenges. Some of these challenges include:




	
Cloud service providers may not have privacy protection that is strong enough to protect the data that are put in their care [28];



	
It is possible that cloud service providers change their technology without informing their customers; in such a case, issues related to performance and latency may arise [29,30];



	
If cryptography algorithms alongside authentication techniques are used to preserve the privacy of data on the cloud, searching for information from the encrypted data becomes an issue, as encryption conceals the relationships among the data [31];



	
If the secrete key of encryption is released to cloud service provider, the security of the data being protected may be breached [32,33,34,35,36];



	
Apart from breaching the security of the data, performing decryption of the data before searching for particular information in the data stored on the cloud is not efficient, especially when dealing with a huge amount of encrypted data or resource starve devices.








Researchers have identified these problems and have come up with different approach to address issues around the privacy preservation of cloud data. However, deficiencies have been found in many of these existing techniques. Searchable encryption (SE) appears a suitable approach to solve the data privacy problem in the cloud setting. An additional challenge is raised by SE in the multiuser setting, whereby each user may have access to a set of encrypted data segments stored by a number of different users. Multiuser searchable encryption schemes allow a user to search through several data segments based on some search rights granted by the owners of those segments. Privacy needs in this setting are many, and not only the confidentiality of the data segments but also the privacy of the queries should be ensured against impostors and potentially malevolent CSP. However, existing searchable encryption techniques such as Fully Homomorphic Encryption (FHE) implementations (e.g., [37,38,39,40]) require computationally intensive operations which make the schemes impractical. Practical FHE is still far from being realized, and improving the performance of FHE is still a very active research area.



In this research work, a secure IoMT model with an efficient cloud data privacy-preserving technique is projected for securing and preserving the privacy of sensitive medical information on the cloud. The scheme employed the use of a hybrid-based encryption/decryption scheme named Hybrid Modified Caesar Cryptosystem (HMCC). In HMCC, the existing stream Caesar cipher is modified into block cipher for improved data security, Elliptic Curve Diffie–Hellman (ECDH) is employed for secret key sharing, and an Elliptic Curve Digital Signature Algorithm (ECDSA) is applied to achieve digital signing and signature verification. The scheme proposes the application of B+ file organization for easy file storage and retrieval on the cloud.



This research has contributed to the body of knowledge as outlined below:




	
The existing Caesar cipher was modified to improve its security by extending the character set of the existing Caesar cipher from 26 to 256 (0–255), reshuffling the extended character set using an encryption key, and determining the ciphertext characters based on the location of each plaintext character in the plaintext and the location of the character on the character set using modulus 256 addition. The modulus 256 subtraction was used for recovering the plaintext characters from the ciphertext based on the position of each character on the ciphertext and on the character set. This was conducted to replace the mere shifting of characters by a constant value in the classical Caesar cipher;



	
An efficient algorithm for searching through the encrypted files based on B+ file organization was proposed, and;



	
The two innovations were combined to form a secure IoMT model which has the ability to secure and preserve the privacy of the patient medical records on the cloud.








The remaining parts of this paper are arranged as follows: Section 2 presents the related work. Section 3 describes the proposed IoMT model and the analysis of the model. Section 4 captures the results and useful discussions. Section 5 discusses limitations and future works. Finally, Section 6 provides the conclusion to the study.




2. Related Work


The Internet of Things has facilitated the proliferation of the Internet of Healthcare Things (IoHT) and the IoMT. With the IoHT and IoMT, the problems of healthcare systems can be reduced and monitored for almost all kinds of diseases. The authors in [41] combined the concept of the IoT and cloud computing with the healthcare system. IoT applications are projected to address many challenges, and a cloud-based model was employed to offer services to recognize a patient from the home. The work in [42] discussed the design of a new method for the healthcare system in response to academic, industrial, and societal needs of the IoT. The authors discussed a system for monitoring heart rate using a smart health band, whose information is sent to the patient’s friends and family.



Various applications, technologies and frameworks and the industrial importance of IoT were discussed in [43]. The paper discussed the security problems associated with the privacy of the IoT and model the necessity of avoiding classification attacks. An intelligent IoT model for enhanced medical care systems and e-health with reduced IoT attacks was proposed. A highlight of the significance of the IoT in the medical care system was also described.



A body sensor network capable of proficiently and continually communicating data to a public IoT-based system was proposed in [44]. The author explained the role of communication systems in the improvement in IoT practices in healthcare systems. Some essential security restrictions that could improve the security of the planned procedure were also suggested alongside the upcoming system on movable objects.



The increased exchange of audiovisual data through various cloud services necessitates an effective security approach. It is anticipated to have improved security resiliency, minimal quality compromise, and low computing complexity. Unfortunately, cryptography and steganography, two of the most important traditional security techniques, have a large computational cost, therefore limiting their ability to communicate over clouds, where each data input was previously very large, and a huge volume of multimedia data are transmitted over the network.



To address the aforementioned issues and make a potential solution more feasible, the authors in [45] used the Feistel structure and substitution permutation cryptography, which uses five rounds of substitution permutation to increase confusion and diffusion. The study only used a 64-bit block cipher with an identical key size to maintain superior security with minimal processing. The findings showed that even while keeping low entropy, strong correlation, and adequate computing time for multimedia data encryption, the model delivered higher attack resilience. The study, however, failed to address the issue of privacy of owners’ data over the network, which was not considered.



The authors of [46] used an inventive cryptographic model with optimization techniques to study the security of medical images in the IoT. The majority of the time, patient data are kept on a cloud server in the hospital, therefore security is crucial. Therefore, a different framework was needed for the efficient storage and secure transmission of medical images combined with patient data. The most advantageous key was selected utilizing hybrid swarm optimization to increase the security level of the encryption and decryption process, specifically elliptic curve cryptography’s grasshopper and particle swarm optimization techniques. According to this technique, the IoT framework secures medical images. The outcomes of this execution were contrasted and compared, while a variety of encryption algorithms and their optimization techniques are known to have the highest peak signal-to-noise ratio values, 59.45 dB, and a 1 structural similarity index, respectively. However, the privacy of the patient information was not taken into consideration.



An efficient and scalable Advanced Encryption Standard (AES) cryptosystem was presented by the authors in [47] to ensure enhanced defence against known assaults and the security of the medical record, successfully before transmission, especially medical imaging. The main contribution of the study was creating a scalable, safe hardware–software co-design system; a flexible and adaptable medical imaging processing system that incorporates authentication-based methods of the AES cryptosystem on ZedBoard with the least amount of overhead, including PUF and TRNG3. This system addressed security issues, while the issue of privacy was not considered.



Although various searchable SE techniques address the issue of privacy preservation of data in a cloud setting, various implementations of these techniques have been found to have one issue or the other. SEs based on symmetric key encryption techniques such as [48] were found leak important information about the documents when analysed by statistical techniques. The approach was also found to be useful only for words of the same length. The SE technique employed by [49,50] are not efficient because they only support exact match queries. The drawback of the existing searchable SE techniques which support only exact keyword searches is that the system efficiency reduces as the number of distinct keywords in the document increases.



In order to solve the problem of searchable SE, researchers introduced Fuzzy Searchable Encryption-based (FSE) systems. FSE returns both exact matching or closest possible matching files based on keyword similarity semantics, as fuzzy keyword search can tolerate minor typos and formatting inconsistencies [51]. Adjedj [52] presented a technique solving the issue of preserving privacy in a biometric identification system based on a fuzzy search scheme. However, the technique is unsuitable for many applications when data are regularly updated or streaming. Other FSE-based techniques such as [53,54,55] are based on symmetric key encryption techniques which are vulnerable to Man-in-the-Middle Attack (MIMA).



As a measure to solve the problem of MIMA faced by SE and FSE that are based on symmetric encryption techniques, a searchable encryption technique that is based on public key encryption (PkSE) was introduced. PKSE addresses cases such as when the outsourced data (e.g., medical data, stock quotes, emails, etc.) are public and uploaded by different owners and the user is not aware of it; at the same time, the user wishes to retrieve certain files without revealing to the server which file they want. The first PKSE developed by [56] failed to protect keyword privacy in the public settings. The PKSE proposed by [57] attached a tag, which can be computed by the client to form a particular query y F(pk, x1), and by the server from a ciphertext that encrypts it G(pk, c) with a plaintext. Although the scheme was adjudged to be secure, it was left without solution to the problem of finding a standard model scheme approach, and the scheme only provided privacy to text drawn from a space of large min-entropy.



A modified lightweight algorithm based on Somewhat Homomorphic Encryption-Ring Learning with Error was proposed by [58]. The new technique was presented as an approach to securely encrypt IoT sensor signal value based on the frequency of transmitting the signal to the edge environment. The proposed work provides a secure key that the patient can only authorize to decrypt the original raw data from the sensor attached to the patient.



A summary of the related works is given in Table 1. From the review works, it is clear that the existing IoMT models are suffering from deficiency ranging from vulnerability to security attacks to a lack of privacy preservation of data and a high demand of memory and computation complexity. Evidently, an IoMT model that is less computationally and memory-intensive, which is capable of handling security and privacy issues when information is kept on the cloud, is a desirable project. This work presents an IoMT model that is capable of all of the afore-mentioned.




3. The Proposed IoMT Model


The aim of the IoMT is the ubiquitous deployment of home-based healthcare. Various healthcare centres and research institutes should also be able to communicate with one another and access permitted information from the cloud. With all this in place, the privacy of the patient information and query access of the information in an IoMT should be preserved. The IoMT model presented in this paper assumes that a patient can receive medical treatment in any healthcare centre that is connected to the cloud. In this scenario, the patient ID and other information about the identity of the patient have to be provided by the patient in order to provide healthcare access to medical records of the patient. Authorized doctors from the healthcare centre where the patient registered can access the medical record of the patient upon providing identification and the right key. Research institutions accessing the healthcare cloud will only be able to access information based on the agreement during the registration with the healthcare centre.



The proposed IoMT model has three stages: data acquisition, data storage, and application stages. Three things are involved in the data acquisition stage: acquisition of the data by the sensor, encryption of the acquired data, and computation of the storage key value for proper storage of the encrypted data on the cloud. The second stage in the proposed IoMT model is the storage of the encrypted data on the cloud. The cloud here uses B+ file organization, where the data are positioned on the cloud based on the key attached to the data. The third stage in the proposed model is the application stage, where authorized doctors, patients who visit another healthcare centre, and registered research institutions are given permission to access information on the cloud. The proposed IoMT model is predicated on the following premises:




	
Each healthcare centre has a cloud where information about patients is stored, and various clouds of different healthcare centres are networked together;



	
Patients are embedded with different wireless sensors capable of communicating data to a central sensor connected to the healthcare cloud where the patient has registered;



	
The central sensor is loaded, among other things, with encryption and decryption applications;



	
Information from patients is stored in a central database through the help of a cloud network;



	
A timestamp named “T” that is included in every message sent and received ensures the accuracy of the data;



	
No two clients can communicate privately on the IoMT platform. The communication is between the HC and the clients;



	
The architectural design of the proposed IoMT model is depicted in Figure 1.








The proposed IoMT model in this paper is discussed under the following subsections: (1) generation of initialization parameters, (2) creation of initial shared secret key, (3) registration of the recognized clouds of other healthcare and patients, (4) updating shared key, (5) Secure data transmission, and (6) privacy preservation of stored data on cloud.



3.1. Generation of Initialization Parameters


The description of the notations of the parameters used in the proposed scheme is given in Table 2.



The following processes take place during the initialization procedure:




	▪

	
The HC assigns an identification number   H  C  i d     to itself,    P  i d     to each patient, and   G H  C  i d     to each guest’s healthcare;




	▪

	
HC, the central sensor in each patient, and each GHC are preloaded with encryption and decryption algorithms.










3.2. Creation of Initial Shared Secret Keys


The shared secret key is generated and kept by the HC. This makes it possible for patients and the GHC to successfully decrypt the cipher text. Therefore, utilizing its    H  H C    ,    H  C  i d    , and PRK, the HC generates the initial ssk. Algorithm 1 illustrates the key generating procedure.



	Algorithm 1: Initial shared secret key creation



	Input:    H  H C    ,    H  C  i d    , PRK

Output: ssk

ssk =    H  H C     (  H  C  i d   ) ⊕ P R K  

    i n i t i a l   s h a r e d   s e c r e t e   k e y ← s s k  









3.3. Registration of Patients and Guest Healthcare Centres


To benefit from the facility of the proposed IoMT model, users have to be registered by the HC. Patients and guest healthcare centres that benefit will be given identification codes. Each time a patient or healthcare centre registers, the shared secret key is updated before adding the client to the network.




3.4. Updating the Shared Key in the Proposed IoMT Model


Updating the shared secret key is performed by the HC. Each time a patient, doctor, or GHC registers/leaves the network, the shared secret key has to change. The proposed scheme ensures that the ssk is updated before a new client is added to the network and after an existing client in the IoMT network leaves the network using Equation (1).


   ssk =  H  H C       (  P  i d   )   ⊕   ssk     



(1)







If a client    P  i d   / G H  C  i d       joins the network, the HC adds its identification number to the nList and updates the ssk. Algorithm 2 outlines the steps necessary for a new client Ni to join the IoMT.






	Algorithm 2: Procedure for updating ssk, SNP, and nList when a client joins the HC network



	Input:   i  d  N i    ,    H  H C    , ssk

Output: Updated ssk, snp and nList

	
Start



	
HC generate new   i  d  N i     for the new client



	
HC update key ssk =    H s    (  i  d  N i   )   ⊕ ssk;



	
HC update shared point snp = ssk × G;



	
HC update its nList



	
Stop













HC removes the    P  i d     or   G H  C  i d     of the client departing the network, updates the ssk using Equation (1), and removes the related hashed ID from its node list. Algorithm 3 provides instructions for carrying out a client’s departure operation.






	Algorithm 3: Procedure for updating ssk, snp, and nList when a node leaves WSN



	Input:    H s  ,         i  d  N i    , ssk

Output: Updated ssk, snp and nList

	
Start



	
Node sends leave       i  d  N i      



	
HC removes the reference Id of the leaving client



	
HC update key ssk =    H s    (  i  d  N i   )   ⊕ ssk



	
HC update shared point snp = ssk × G;



	
HC update its nList



	
Stop














3.5. Secure Data Transmission and Storage


Maintaining security requirements during data transmission is of paramount importance for reliable and dependable communication. For confidentiality in the communication, the message being transmitted must be encrypted by the client (sender) before transferring it to the recipient. Thus, illegal access to the message being transferred is prevented [60,61]. Integrity, authentication, authorization, and non-repudiation can be obtained through the process of signing and verification of the transmitted data. A client that wants to store information in the cloud has to create public and private keys using the agreed EC. The recipient (HC) verifies if the request is coming from a registered member. The request is granted by the HC if the HC generates its own private and public keys and sends the public key as a response to the request. Both the client and HC form a shared secrete key, ssk, for the encryption and decryption for the communication. Figure 2 depicts the scenario.



Figure 3 describes how patients’ information is stored in the cloud being used by the HC where the patient has registered and how the information can be retrieved anywhere, anytime by the patient or any authorized user. The message originating from a client is first encrypted. The hash value of the encrypted message is taken and converted to an integer. The encrypted message is then appended with time stamp T and signed using ssk before it is sent to the cloud. When the message is received in the cloud, the message is authenticated to be sure that the message is from a registered client of the cloud and has not been tampered with during transmission. If it is found to be registered, the cloud uses the integer generated from the hash value to determine the location in the cloud where the information is to be stored using B+ file organization and updates the patient record with the integer. The encryption and decryption processes in the proposed model are discussed as follows:




	
Encryption of the message








The data to be encrypted are divided into blocks. Each block is converted to binary digits. Algorithm 4 describes how plaintext is divided into blocks of an equal number of characters.






	Algorithm 4: Conversion of plaintext into blocks of an equal number of characters



	Input: Ptext

Output: blocks // a set of strings with equal number of characters

	
LET M = number of characters in Ptext



	
  COMPUTE   the   size   of   each   block   from   the   chosen   elliptic   curve ,   N = F L O O R     p − 8  8     



	
  COMPUTE   the   number   of   blocks   in   the   Ptext   n u m b l o c k s = C E I L    M N     



	
  LET   B = [   ]  



	
t = 1



	
FOR i = 1 TO num blocks



	
   B[i] = Ptext[t: t+ N]



	
   t = t + N



	
ENDFOR



	
  b l o c k s   ⟵   B  



	
STOP













A modified version of the Caesar algorithm is used for encryption and decryption purposes. The modification to the existing Caesar algorithm became very necessary as a result of its vulnerability to different cryptanalysis attacks, low key space, and lack of diffusion and confusion properties which are required for modern-day cryptographic algorithms. The following discusses the modifications made to the existing Caesar cipher which make it unbreakable. Both encryption and decryption Caesar algorithms were modified. The following modifications were made to the existing Caesar cipher:




	
The generation of a key for rearranging ASCII characters from the ssk key;



	
The introduction of confusion property into ciphertext by reshuffling of ASCII characters using Modified Columnar Transposition technique;



	
The introduction of diffusion and confusion property through the modification of bits of the mixture of the plaintext and secrete key, and;



	
The determination of ciphertext characters based on the location of the character in the plaintext and the location in the character set in the reshuffled ASCII characters. This makes the character set a lookup table for the modified Caesar cipher instead of the mere shifting of alphabets in the traditional Caesar cipher. The lookup table is based on modular addition and subtraction in modulus 256. During the encryption process, an ASCII character found at location i on the block of plaintext and at location j on the lookup table (the reshuffled ASCII characters table) will be represented by an ASCII character at location     t =   i + j   m o d   l e n g t h   l o o k u p t a b l e     of the lookup table to form ciphertext character. During the decryption process, an ASCII character found at location j on the ciphertext block and location t on the lookup table will be represented by an ASCII character at location     i =   t − j   m o d   l e n g t h   l o o k u p t a b l e    .








This concept is based on the quotient remainder theorem.


  Let   t =   i + j   m o d   m =   i   m o d   m + j   m o d   m   m o d   m  



(2)







From the quotient remainder theorem, i and j can be written as:


  i = m  q 1  + r n  d 1  ,         i   m o d   c = r m  d 1   










  j = m  q 2  + r m  d 2  ,     j   m o d   m = r m  d 2   










  w h e r e   m   i s   t h e   d i v i s o r ,    q 1    a n d    q 2    a r e   q u o t i e n t s   i n   e a c h   c a s e    










  a n d   r m  d 1  ,   r m  d 2    a r e   r e m a i n d e r   i n   e a c h     c a s e  










  t   c a n   b e   d e f i n e d   i n   t e r m s   o f   i   a n d   j   a s   f o l l o w s  










  t = m  q 1  + r m  d 1  + m  q 2  + r m  d 2   










  t = m (  q 1  +  q 2  ) + r m  d 1  + r m  d 2   










    t − i   = m (  q 1  +  q 2  ) + r m  d 1  + r m  d 2  −   m  q 1  + r m  d 1     










  = m (  q 1  +  q 2  −  q 1  ) + r m  d 1  + r m  d 2  − r m  d 1   










  = m  q 2  + r m  d 2  = j  










  l i k e w i s e     t − j   = m (  q 1  +  q 2  ) + r m  d 1  + r m  d 2  −   m  q 2  + r m  d 2     










  = m (  q 1  +  q 2  −  q 2  ) + r m  d 1  + r m  d 2  − r m  d 2   










  = m  q 1  + r m  d 1  = i  











Hence, encryption and decryption can be conducted as base on this theorem. A detailed description of the operations of the modified Caesar encryption module is given in Algorithm 5a.






	Algorithm 5a: Modified Caesar Encryption Module (HMCC)



	Input: set of Blocktext, Binkey

Output: a set of encryptedblocktext:

Variables: caesarchar: 1D array of ASCII characters as reshuffled

	
START



	
LET alphabet = 0:255



	
COUNT the number of zeros and ones in binkey, X



	
confusionkey = CALL Randgen(X,256)// Algorithm 5d



	
caesarchar = Reshuffleforencryption(confusionkey, alphabet)// Algorithm 5c



	
Blocktext = Blocktex XOR Binkey



	
Blocktext = Bitmodification(Blocktext,x1)// Algorithm 5b



	
INITIALIZE c = ‘ ’ //a string with no character



	
FOR i = 1 TO number of characters in Blocktext



	
   ch = Charcaesarxor (i)



	
   FOR j = 1 TO LENGTH(alphabet)



	
       CONVERT ch to decimal number chno



	
       IF chno = caesarchar(j) THEN



	
          t = (i+j) MOD (LENGTH(alphabet))



	
          BREAK



	
         ENDIF



	
       END FOR



	
       c = CONCATENATE (c, caesarchar(t))



	
END FOR



	
LET encryptedblocktext = c



	
STOP













To ensure diffusion and confusion in the modified Caesar cipher, a bit modification function was introduced for encryption, and a reverse bit modification function which reverses encryption bit modification was introduced during the decryption process. In these modules, bit grouping, bit reshuffling, and exclusive OR operations were used to ensure proper mixing of key and plaintext bits, which ensures diffusion and confusion in HMCC. Algorithm 5b gives the procedure for bit modification, which introduces diffusion and confusion into the modified Caesar algorithm.



	Algorithm 5b: Encryption bit manipulation process



	Module encmanipulatedbits = Encbitmanipulation(binarystr, randomseed)

Output: encmanipulatedbits

1. START

2. randb = CHANGE randomseed to string of bits

3. rseeds = COUNT the number of bits in randb

4. Randkeys = ARRAY [1.. rseeds] of random seeds // geerated using randomseed

5. nibbleleft = ‘’

6. nibbleright = ‘’

7. sizeofbit = LENGTH (binarystr)

8. FOR i = 1 to sizeofbit, STEP 1byte

  i. onebyte = binarystr(i:i + 7)

  ii. nibbleleft = CONCATENATE (nibbleleft, onebyte(1:4))

  iii. nibbleright = CONCATENATE(nibbleright, onebyte(5:8))

            END FOR

9. FOR j = 1 to rseeds

  i. Seed1 = Randkeys(j)

  ii. nibblexor = nibbleleft XOR nibbleright

  iii. Fbyte = CONCATENATE(nibblexor, nibbleright)

  iv. confusionkey = GENERATE sizeofbit random integers from Seed1

  v. manipbit = CALL Reshuffleforencryption(Fbyte, confusionkey)

  vi. nibbleleft = manipbit(1: sizeofbit/2)

  vii. nibbleright = manipbit(sizeofbit/2 + 1: sizeofbit)

            END FOR

10. encmanipulatedbits = manipbit

11. STOP








During the encryption/decryption process, ASCII characters are reshuffled to form a lookup table for the determination of ciphertext/plaintext in each block. The algorithm to achieve the procedure is given in Algorithm 5c.






	Algorithm 5c: Pseudocode for reshuffling ASCII characters



	Module encryptionreshufflement (pblocktext, ckey)

Output

rearrangedtext [1…C]: array of characters

Variables  t, col, a,  C message[1 C]: arrays of characters

	
START



	
C = COUN T the number of characters in pblocktext



	
msg = ’’



	
t = 1



	
FOR col = 1 TO C



	
   a = ckey[col]



	
   msg[ t] = pblocktext[a]



	
   t = t + 1



	
ENDFOR



	
rearrangedtext = message



	
STOP













Algorithm 5d generates an array of random number. This array of random numbers designates the pattern that is used for scrambling ASCII characters or bits.






	Algorithm 5d: Pseudocode for random number generation



	Module Randgen (seed, n)

Output: R[1…n]: Array of randomly generated integers

	
START



	
INITIALIZE random number generator with seed



	
GENERATE array R of n random integers from Random number generator



	
STOP













	ii.

	
The signing of the Encrypted Message







By encrypting the message to be sent, the confidentiality of the message is achieved. However, the integrity of the message is not achieved because a third party can modify the encrypted message without the knowledge of both the client and HC. Therefore, to be convinced of the integrity of the message, the client appends a signature to the encrypted message using its private key   p  r  N i A    , which depends on the Elliptic Curve Digital Signature Algorithm (ECDSA). The description of how the sending node A appends its signature to the encrypted message is given in Algorithm 6.






	Algorithm 6: Appending signature of the sending node to the encrypted message



	INPUT: encrypted points

OUTPUT: Signed message

	
START



	
LET    C m  ← e n c r y p t e d   p o i n t s  



	
LET    M  s e n t   =    C m  ,    t  o ,         / / Append timestamp    t  o       to the encrypted message



	
COMPUTE e = HASH(Msent)



	
COMPUTE z = the first p bits of e starting from left



	
GENERATE an integer k randomly



	
COMPUTE (x, y) = k × G



	
COMPUTE c = x mod p where c ≠ 0



	
If c = 0 go to 6



	
COMPUTE d = (z +   p  r  N i A     ∗ c) k −1



	
If d = 0 go to 6



	
(c,d) ← ciphertext signature



	
STOP













	iii.

	
Signature Verification of the signed and encrypted message







The receiving HC B does not just start the decryption of any received message. It first verifies the authenticity of the received message to verify that the received message originated from the sending client A. HC B verifies the received message using the public key   p u  b  N i A     of node A. Algorithm 7 describes the procedure taken by receiving node B in verifying the received message    M  r e c e i v e d    .






	Algorithm 7: Verification of received signed message



	Input:    M  r e c e i v e d    ,   p u  b  N i A    , ciphertextsignature (c,d)

Output: Verified ciphertexts

	
START



	
Verify that the integers (c,d) ∈ 1, 2, 3,…,p − 1)



	
COMPUTE e = HASH(   M  r e c e i v e d    )



	
COMPUTE z = the first p bits of e starting the left hand side



	
COMPUTE   u 1 = e *  d  − 1     m o d   p  



	
COMPUTE   u 2 = c *    d  − 1     m o d   p  



	
COMPUTE (x, y) = u1 ∗ G + u2 ∗   p u  b  N i A    



	
Verified ← c ≡ x mod p



	
STOP.













	iv.

	
The decryption of the verified received message    M  r e c e i v e d     







The same information obtained from the modified Caesar key for generating the seed used in generating the confusion key is also obtained to ensure that the random number generated during the encryption process is also generated during the decryption process. Again, the module Reshufffleforencryption used for scrambling ASCII characters during the encryption process is also used during the decryption process. This is also done to ensure that the same arrangement used for the ASCII characters during the encryption process is used during the decryption process. However, without knowing the key, it is extremely hard to know this arrangement. The description of how ciphertext is converted back to plaintext in modified Caesar is represented by Algorithm 8a, while Algorithm 8b describes the process of reversing the bit modification performed during the encryption process.






	Algorithm 8a: Modified Caesar Decryption Module



	Module DMCaesar (Blocktext, Binkey)

Output: decryptedblocktext: string of characters

Variables: caesarchar: 1D array of ASCII characters as reshuffled

	1.

	
START




	2.

	
LET alphabet = 0:255




	3.

	
X = COUNT the number of o in binkey




	4.

	
x1 = COUNT the number of zeros in binkey




	5.

	
confusionkey = CALL Randgen(X,256)//Algorithm 5d




	6.

	
caesarchar = CALL Reshuffleforencryption(confusionkey, alphabet) 5c




	7.

	
ptext = ‘’




	8.

	
length = COUNT the number of characters in Blocktext




	9.

	
FOR i = 1 TO length




	10.

	
 ch = Charcaesarxor (i)




	11.

	
 FOR j = 1 TO LENGTH(caesarchar)




	12.

	
  IF ch = caesarchar(j)




	13.

	
    t = (j − i) MOD (LENGTH(alphabet))




	14.

	
    BREAK




	15.

	
  ENDIF




	16.

	
 END FOR




	17.

	
 pcharl = caesarchar(t)




	18.

	
 p = CONCATENATE (p, pchar)




	18.

	
END FOR




	19.

	
p = CALL Reversebitmodification(p, ×1) // Algorithm 9




	20.

	
p = P XOR binkey




	21.

	
LET decryptedblocktext = p




	22.

	
STOP



















	Algorithm 8b: Decryption Reverse Bit Modification Process



	Module blockbits = DecReversebitmodification(binarystr, radseed)

Input: binarystr, randomseedOutput: reversebinarystr

	
START



	
randb = binary value of randomseed



	
rseeds = number of bitsin randb



	
Randkeys = array of generated random seeds from radseed



	
bsize = number of bits in binarystr



	
Rbinrystr = binarystr



	
FOR i = rseeds to 1




	
s1 = Randkeys[i]



	
confusionkey = GENERATE bsize random integers from s1



	
Rmanipbit = CALL Reshuffleforencryption(Rbinarystr, confusionkey) //algorithm 5c



	
nibbleleft = Rmanipbit(1: bsize/2)



	
nibbleright = Rmanipbit(bsize/2 +1: bsize)



	
nibblexor = nibbleleft XOR nibbleright



	
Rmanipbit = CONCATENATE(nibblexor, nibbleright)











    END FOR



	8.

	
hx = bsize / 2




	9.

	
Rm1 = Rmanipbit(1:hx)




	10.

	
Rm2 = Rmanipbit(hx+1:bsize)




	11.

	
pmsg = ‘’




	12.

	
FOR s = 1 to hx




	
Lm = Rm1(s:s+3)



	
Rm = Rm2(s:s+3)



	
pmsg = CONCATENATE(pmsg, Lm, Rm)












    END FOR



	13.

	
reversebinarystr = pmsg




	14.

	
STOP













3.6. Privacy Preservation in the proposed IoMT Model


The identity of the patient is not shared by the cloud. In addition, the health records of the patients are stored in encrypted form on the cloud so as to avoid unauthorized access. In order to make it easy to search through the encrypted data, the encrypted data are stored on the cloud using B+ tree file organization, in which the information is stored using (key, value) pair form. Algorithm 9 gives the description of how the key is generated.






	Algorithm 9: Storing encrypted file on cloud storage using B+ file organisation



	Input: HC private key (ssk, Cm)

	
START



	
COMPUTE p = number of bits in ssk



	
COMPUTE e = HASH(Cm)



	
ENCRYPT ence = HMCC(e) // encrypt using algorith 5a



	
COMPUTE z = the first p bits of ence starting from the left hand side



	
CONVERT z to an integer



	
COMPUTE z = z + sid + vid //append te sensor id and value that represent the interpretation of the measured value from te sensor



	
UPDATE patient record by adding z



	
STORE value on cloud using z as the key of B+ file organization



	
STOP.













Cm in Algorithm 9 represents the encrypted data. ssk is the shared secret key between the HC and patient. Integer z is obtained by appending sensor identification number sid and the value measured by the sensor represented by vid to the integer obtained from the hash value of encrypted data from a particular sensor. The data can be decrypted only by the authorized user using a private key provided by the HC. If the patient visits another healthcare centre GHC and there is the need to access the patient’s health record from the cloud, the patient will be asked to supply the ssk so as to be able to decrypt the content of the health record. Knowing the hash value of the file location of the encrypted data cannot help an intruder in obtaining the content of the file. Hence, the HC and patient are in full control of determining which information is to be shared and which is not. This implies that the privacy of the patient’s information is preserved. To search for a particular piece of information from the encrypted data in the cloud, the user only needs to analyse the sid and vid components of the record keys. Only the records that meet up with the criteria searched for will be decrypted, and not the entire data. A user can only access information pointed to by the key on the cloud.



Retrieving a particular piece of information from the cloud uses Algorithm 10. The user chooses which information to retrieve from the cloud and the search is made, followed by decryption of the file.






	Algorithm 10: Searching for a particular file on the cloud with B+ file organization



	Input: ssk, patientid

	
START



	
INPUT sid, vid



	
LET found = FALSE



	
WHILE found = FALSE



	
   x = CONCATENATE sid and vid



	
   k = SELECT key from the list available to the user and extract sid and vid






     component of the key



	7.

	
   IF x = k THEN found = TRUE




	8.

	
   DECRYPT the file with the key using ssk




	9.

	
ENDWHILE




	10.

	
STOP.














The presented privacy model has the following advantages:




	
The space on the cloud is preserved as there is no need to store encrypted data redundantly, contrary to the approach in [59];



	
Access to the data on cloud is based on B+ file organization which can be done both sequentially and randomly. Hence, search time is greatly reduced;



	
There is no need for intensive computation on the encrypted data for searching purposes. This is an improvement to the existing FHE implementations;



	
B+ tree is a self-balancing data structure for executing accurate and faster searching, inserting, and deleting procedures on data;



	
B+ trees do not waste space;



	
It takes an equal number of disk accesses to fetch records;



	
B+ trees have redundant search keys, and storing search keys repeatedly is not possible;



	
Faster search queries as the data are stored only on the leaf nodes.









3.7. Analysis of the Proposed IoMT Model


The HMCC was examined on a Hewlett Packard laptop equipped with an AMD E1–1200 APU with Radeon(TM) HD Graphics 1.40 GHz, 4.00 GB (3.59 GB useable), a 64-bit Windows 10 operating system, and an x64-based processor. The Scientific Python Development Environment (Spyder), Copyright 2009–2020, was utilized during the development and analysis. The proposed IoMT system was subjected to security testing against a variety of attacks. The following subsections discuss various security analyses carried out on the proposed IoMT model.



	
Some samples of plaintext were carefully used as input into HMCC. The output ciphertexts obtained were analysed by examining how the cryptosystem handled these known plaintexts. Samples of plaintext used were plaintext with the same characters all through, plaintext with repetitive terms, and plaintext with non-repetitive terms. Analysis of the output ciphertexts from HMCC were carried out using the following procedure:




	
Encrypt a block of plaintext P1 that contains the same characters throughout;



	
Encrypt a block of plaintext P2 that contains repetitive characters;



	
Encrypt block of plaintext P3 that contains distinct characters;



	
Examine the ciphertext of each block obtained from steps 1 and 3.








	
Spectral Frequency Analysis of Modified Caesar Cipher: Information regarding plaintext, key, or both can be obtained by cryptanalysts by making use of frequency analysis of ciphertexts. HMCC resistance to frequency analysis attacks was carried out using spectral frequency analysis. Frequency analysis of some samples of plaintext and of the ciphertext produced when the plaintext passed through the encryption algorithm of HMCC were examined by plotting the histogram of the frequencies of the characters in the plaintext and ciphertext.



	
Differential Cryptanalysis of HMCC: HMCC resistance to differential attacks was evaluated. The encryption results when two plaintexts that differ only by one bit were encrypted with the same key were analysed. Net Pixel Change Rate (NPCR) and Unified Average Changing Intensity (UACI) were used as metrics for measuring HMCC’s resistance to cryptanalysis attack. The NPCR and UACI were determined using the formula in Equations (3) and (4), respectively, for two ciphertexts C1 and C2 of length l.







   N P C R =     ∑   i = 1  l  W  i   l  × 100       



(3)






   U A C I =   100   l × 256     ∑   i = 1  l    C 1  i  − C 2  i            



(4)





where   W  i  =       0 ,   i f   C 1  i  = C 2  i        1 ,   i f   C 1  i  ≠ C 2  i         



The following procedures were followed for the differential cryptanalysis of MCC:




	
Encrypt a sample of plaintext P using MCC encryption module to obtain ciphertext C1;



	
Change a symbol of P to another character to obtain a new plaintext P1;



	
Encrypt the plaintext P1 using MCC encryption module to obtain ciphertext C2;



	
Determine   N P C R =     ∑   i = 1  l  W  i   l  × 100   where   W  i  =       0 ,   i f   C 1  i  = C 2  i        1 ,   i f   C 1  i  ≠ C 2  i         ;



	
Determine   U A C I =   100   l × 256     ∑   i = 1  l    C 1  i  − C 2  i       ;













	iv.

	
HMCC Information Entropy Analysis: All of the 256 ASCII symbols are used by HMCC, so the expected maximum entropy is 8 when the formula in Equation (5) is used for entropy calculation.











  H  m  =   ∑   i = 0    2 N  − 1   P (  m i  )   log  2     1  P    m i                 



(5)




where N signifies the bit size of message m,    2 N    represents the symbols’ sample space,   P    m i      denotes the probability of    m i   , and     log  2    represents the logarithm in base 2. The entropy is expressed in bits. The entropy   H  m    of a message m encrypted with a    2 N    symbol sample space is N if Equation (5) is applied. The following procedures were used to carry out the entropy analysis of the MCC cipher:




	
Encrypt a sample of plaintext P using HMCC encryption module to obtain ciphertext C;



	
Find distinct unique ASCII characters Ptext and Ctext from P and C, respectively;



	
Determine the frequency of each of the unique characters in Ptext and Ctext from P and C to respectively obtain pfrequency and cfrequency;



	
Determine the probability of each unique character in P and C, respectively, using the formula pcharprobability [i] = pfrequency[i]/LENGTH(P) for I = 1 to LENGTH(P) and ccharprobability [i] = cfrequency[i]/LENGTH(C) FOR i = 1 to LENGTH(C);



	
Determine the entropies of the plaintext and ciphertext by applying Equation (5):




	i. 

	
  H  P  =   ∑   i = 0    2 N  − 1   p c h a r p r o b a b i l i t y    i  ×   log  2     1  p c h a r p r o b a b i l i t y    i         




	ii. 

	
  H  C  =   ∑   i = 0    2 N  − 1   c c h a r p r o b a b i l i t y    i  ×   log  2     1  c c h a r p r o b a b i l i t y    i         









	
Compare H(P) and H(C) with the maximum entropy value.













	v.

	
Autocorrelation Analysis of HMCC: The autocorrelation function is used to define the resemblance of two sequences. Cryptanalysts use autocorrelation to calculate secret key length in classical ciphers. A cipher that is resistant to autocorrelation attacks will produce ciphertext that has more uniform and lower autocorrelation than plaintext. The following steps were taken in order to carry out autocorrelation analysis:




	
Encrypt a sample plaintext P to obtain ciphertext C;



	
Find distinct unique ASCII characters Ptext and Ctext from P and C, respectively;



	
Determine the frequency of each of the unique characters in Ptext and Ctext from P and C to respectively obtain pfrequency and cfrequency;



	
Plot the graph of the ASCII values of characters in Ptext against pfrequency and the ASCII values of Ctext against cfrequency;



	
Compare the two graphs.









	vi.

	
Strict Avalanche Criterion of HMCC









Two variants of SAC, namely Strict Plaintext Avalanche Criterion (SPAC) and Strict Key Avalanche Criterion (SKAC), were used to measure the strength of HMCC. Here, SKAC was adopted and also adapted for SPAC. Data sets as input of SKAC and SPAC tests were produced by the recommendation of [62]. A total of 100 sequences of random 128-bit plaintext blocks and keys were used to prepare the SKAC and SPAC matrices. A total of 12 and 800 different keys and plaintext block inputs were respectively used to test the strict key avalanche criterion (SKAC) and strict plaintext avalanche criterion (SPAC) of HMCC.



	vii.

	
Comparative Security Analysis of the HMCC with Existing Ciphers







A comparative analysis of HMCC with the existing symmetric ciphers in the literature was carried out. Two of the most widely documented block ciphers, namely DES and AES, were experimentally compared with HMCC. Information entropy, autocorrelation analysis, strict avalanche criterion, and NPCR and UACI values of differential cryptanalysis were used as parameters for the comparative analysis.





4. Results and Discussion


In this section, experimental results on the security analysis of the proposed IoMT model are discussed. Security analysis, encryption/decryption time analysis, and comparative security analysis with the existing systems are discussed.



4.1. Results of Security Analysis


	
Man-in-the-Middle, replay, and denial-of-service attacks: An attacker in MIMA is capable of impersonating both the sender and receiver [63]. If this attack succeeds, the attacker can send information to the receiver and also respond to the sender. An attacker in MIMA is also capable of resending the original message sent by a legitimate node to deceive the receiver. The activities of a MIMA attacker can also lead to denial-of-service attacks if such an attacker decides to regularly transmit false signals to deny authorized network users access to resources or services to which they are entitled. The proposed scheme is resistant to MIMA attacks of any form. A MIMA attacker that intercepts messages being transmitted between a client and the healthcare centre does not have enough information to compute a shared secret key between the two because it depends on the private keys of both, which were not shared. Because the delivered message contains a timestamp T that identifies the precise instant when the message was sent, a MIMA attack that resolves to engage in replay assaults will fail. This establishes the timing difference used to identify any attack during the replay phase. A MIMA attacker who resolves to launch denial-of-service attacks is incapacitated because the attacker needs a shared secret key to encrypt the data, which is only possible through stealing IDs or becoming a legitimate user.



	
Analysis of Encryption algorithm of HMCC: Table 3 shows plaintext samples and the corresponding resulting ciphertexts when plaintexts are submitted to the HMCC encryption technique.








[image: Table] 





Table 3. Sample ciphertext results from HMCC.






Table 3. Sample ciphertext results from HMCC.





	Plaintext
	Ciphertext





	aaaaaaaaaaaaaaaa
	\x8b5§\x82j\x99h¿®JÞØ\x9f\x943\x01



	aaaaaaaabbbbbbbbddddwwwww
	\x97¡ÞFöWès}±eÎ×{\x9b9\xad×ó\x8b!ð\x8b1»\x15ÀÑyç\x8aÎ



	God is good all the time. Great
	1\x95\x01èk\x00ÜätR\x116\x1f-Ô\x7fNnZ¢Ö\x19\x86_jÉQó\x83ê’¾








According to the results in Table 3, all repetitive terms are omitted from the ciphertext, and it is difficult to verify from ciphertext only the characters in the plaintext that are repeated. As a result, using repetitive phrases in plaintext provides no useful information to the cryptanalysts to attack HMCC.



	iii.

	
Spectral Frequency Analysis of Modified Caesar Cipher: The result of the frequency analysis of the plaintexts and their corresponding ciphertexts are given in Table 4 labelled serial number 1–3, and the frequency analysis of the sampled plaintexts and the corresponding obtained ciphertexts are respectively shown by the histograms in Figure 4, Figure 5 and Figure 6.







Figure 4 shows the histograms of the plaintext and ciphertext in S/N 1 of Table 4. From Figure 4, it can be seen that the frequency of the characters of the plaintext is not uniform, while the frequency of the ciphertext characters is relatively uniform. This characteristic reveals that HMCC is resistant to frequency analysis attack.



Figure 5 shows the histograms of the plaintext and ciphertext in S/N 2 of Table 4. From Figure 5, it can be seen that the frequency of the characters of the plaintext is not uniform. However, the frequency of the ciphertext characters is uniform. This result confirms the fact that attackers cannot use frequency analysis of the ciphertext to obtain any useful information about the plaintext.



Figure 6 shows the histograms of the plaintext and ciphertext in S/N 3 of Table 4. From Figure 6, it can be seen that the frequency of the single character of plaintext has been spread uniformly over several characters in the ciphertext obtained from HMCC such that it cannot be determined from the ciphertext that the plaintext contains the same character. This result also confirms that HMCC is resistant to frequency analysis attacks.



As can be seen from the sample outputs in Figure 4, Figure 5 and Figure 6, the histograms show that the frequencies of the characters of the ciphertext are uniform. Where the plaintext contains the same characters, the ciphertext produced by HMCC spreads the frequency of the plaintext character over several characters uniformly. A cipher that is capable of producing ciphertext that has a relatively uniform frequency of characters is said to be resistant to frequency analysis attack. Hence, HMCC cannot be broken by applying a frequency analysis attack.



	iv.

	
Differential Cryptanalysis of HMCC: Table 5 displays some plaintext samples, the obtained ciphertexts from HMCC, and estimated NPCR and UACI.







A cipher that is resistant to differential assaults is one that causes a larger percentage of modification in ciphertext characters due to modest variations in plaintext characters [64]. The ideal values of NPCR and UACI are, respectively, 99.6093% and 33.4635% for a cipher that is resistant to differential cryptanalysis attack [65]. Whereas the NPCR and UACI fluctuate with secret keys, the values of NPCR and UACI from the samples provided in Table 5 reveal that HMCC is immune to differential cryptanalysis attack since in both samples, 100% of the ciphertext characters are altered due to a change in one character of plaintext. The values of UACI obtained in both cases are also very close to the standard 33.46%. This result shows that HMCC is not vulnerable to differential cryptanalysis attacks.



	v.

	
HMCC Information Entropy Analysis







The entropies of a sample of plaintext and those of the ciphertext obtained when the plaintext is encrypted using an HMCC cipher were measured using the formula in Equation (5) and are given in Table 6.



The ciphertext entropy value (7.9773) is very closed to the expected entropy value (8). This result shows that the HMCC cipher’s diffusion mechanism is strong. Any cipher with an effective diffusion property certifies that when a plaintext is encrypted, all of its symbols are transformed. Any cipher with an ineffective diffusion property will result in the ciphertext having numerous indistinguishable symbols, making the cipher vulnerable to entropy attack. As a result, HMCC is immune to information entropy analysis.



	vi.

	
Autocorrelation Analysis of HMCC: The autocorrelation function is used to define the resemblance of two sequences. Cryptanalysts use autocorrelation to calculate secret key length in classical ciphers. A cipher that is resistant to autocorrelation attacks produces ciphertext that has more uniform and lower autocorrelation than plaintext. Figure 7 depicts the graph of the autocorrelation of a sample of plaintext and the autocorrelation of the ciphertext generated after the sample plaintext was encrypted using the HMCC cipher.







The graphs of autocorrelation of plaintext and ciphertext in Figure 4 indicate that ciphertext autocorrelation is uniform and lower than plaintext autocorrelation. A cipher that produces ciphertext whose autocorrelation is uniform and lower than the autocorrelation of the plaintext from where it is produced is said to be resistant to autocorrelation attacks. Going by the autocorrelation analysis result of the ciphertext produced, it can be said that HMCCC is immune to autocorrelation cryptanalysis attacks.



	vii.

	
Resistance of HMCC against Brute-Force Attack: To be immune to a brute-force attack, the secret key space of a cryptosystem that is relevant for modern-day information security should be larger than 2100 [66]. Although the size of the key in HMCC varies, the minimum key size is 128 bits; therefore, the key size is 2128. The key size can be increased to any number of bits by specifying the block size to be used when encryption is to be done. More entropy implies a broader and more unpredictable key search space, with smaller and more difficult-to-identify repetitions and correlations. In HMCC, all the 256 ASCII characters can be randomly used in the formation of the encryption keys. Hence, the entropy of the keys can be calculated using the formula in Equation (6).








   E =   log  2   R N      



(6)





where R is the size of symbol space. Applying Equation (6), the entropy of a key with the smallest key size in HMCC is 128 bits. An attacker would need    2  128     or   3.40 ×   10   38     attempts for a successful brute-force attack on this key. Taking the example of Summit, a supercomputer capable of performing 200 PFLOPS (1015 floating-point operations per second) [67], according to Equation (7), it would take this computer 1.7 × 1024 years to crack the HMCC cryptosystem in its least key space, assuming that the computer can perform 1000 FLOPS per checking.


  Y e a r s =   k e y   c o m b i n a t i o n × 1000   F L O P S   × 31536000    



(7)







	viii.

	
Resistance of HMCC Against Classical Cryptanalysis attack: Kirchhoff’s principle states that the attacker has access to the encryption algorithms but no access to the secret key. With the encryption algorithm in the hand of a cryptanalyst, differential attacks such as cipher text-only and known/chosen plaintext attacks can be carried out [68]. In HMCC, the confusion and diffusion process is realized by modifying the bits of the encrypted text; in addition, the encryption of each block of plaintext is done such that each block is encrypted with a unique key. Again, the character set from where the ciphertext characters are obtained is determined by the key so each block uses a different character set. If a plaintext spans more than one block and the blocks are of the same characters, each block will be encrypted differently as different keys, and different character sets are used to determine the ciphertext characters. A sample output where the block size is 16 and the number of characters to be encrypted is 32 is given in Table 7.







This discovery also suggests that a dictionary assault on the HMCC will be no more productive than an attack using brute force. Hence, HMCC is thought to be resistant against dictionary assaults.



	ix.

	
Strict Avalanche Criterion of HMCC







The results of SKAC and SPAC tests for each 128-bit position are represented by substitution box (sbox) in Table 8 and Table 9, respectively. The sbox in Table 7 represents SKAC(i,j) and SPAC (i,j), which respectively satisfies Equations (6) and (7) above.


    SKAC     i , j     =  1   2 n    W    a  e i     j    =  1 2   










    SPAC     i , j     =  1   2 n    W    a  e i     j    =  1 2   








where   W    a  e i     j    =     ∑  a  e i     j        a l l   X ∈     0 , 1    n        and   e i   is the unit vector with bit i equal to 1 and all other bits equal to 0.



The sboxes have 8-bit input (i) and 16-bit output (j). The value of SKAC(i,j) corresponds to the differences in input bits (ie, i = 1..8). The expected value of each SKAC(i,j)/SPAC(i,j) is 0.5.



As can be seen from Table 8 and Table 9, SKAC(i,j)/SPAC(i,j) values are not exactly 0.5 as expected, but the values are very close to the expected value. The absolute error of each SKAC(i,j) can be obtained using Equations (8) and (9), respectively.


            er   i , j         0 ≤ i , j ≤ n     =   2 *     SKAC     i , j       − 1    



(8)






            er   i , j         0 ≤ i , j ≤ n     =   2 *     SPAC     i , j       − 1    



(9)







The maximum absolute errors eSKAC and eSPAC are obtained by applying Equations (10) and (11), respectively:


  eSKAC =     max       1 ≤ i , j ≤ n       2 *     SKAC     i , j       − 1    



(10)






  eSPAC =     max       1 ≤ i , j ≤ n       2 *     SPAC     i , j       − 1    



(11)







The obtained values for eSKAC and eSPAC are 0.0284 and   0.0396    , respectively. Substituting the values of eSKAC and eSPAC in Equation (6), the interval of SKAC can be written as:


   1 2   ( 1 − 0.0284 )  ≤ S K A  C  ( i , j )   ≤  1 2   ( 1 + 0.0284 )    =   0.4858 ≤ S K A  C  ( i , j )   ≤ 0.5142  










   1 2   ( 1 − 0.0396 )  ≤ S K A  C  ( i , j )   ≤  1 2   ( 1 + 0.0396 )    =   0.4802 ≤ S K A  C  ( i , j )   ≤ 0.5198  











Figure 8 and Figure 9 show the distribution of eSKAC and eSPAC of HMCC, respectively. It can be seen from these Figures that only an insignificant number of bits have error values that are very close to eSKAC and eSPAC, respectively. eSKAC is less than 3, while eSPAC is less than 4. HMCC can, therefore, be said to have satisfied SKAC and SPAC within the range of very small error values.




4.2. Encryption and Decryption Time Analysis


A desirable encryption technique is resistant to cryptanalysis assaults while also being quick enough for real-time applications. 1171 symbols require only 0.593 s to encrypt and 0.565 s to decipher. As a result, HMCC is quick at both encrypting plaintext to produce ciphertext and decrypting ciphertext to produce plaintext. Hence, HMCC can be used in real-time applications.




4.3. Comparative Security Analysis of the HMCC with Existing System


The results of the comparative analysis of HMCC with AES and DES based on information entropy, autocorrelation analysis, strict avalanche criterion, and NPCR and UACI values of differential cryptanalysis are discussed in this section.



	i.

	
Comparative Analysis of Entropies of MCC, AES, and DES







Comparative studies of the entropies of the ciphertext produced from HMCC, AES, and DES were compared. The same samples of plaintext were used for all the ciphers. Table 10 compares the obtained entropies of the ciphers during the experiments. From Table 9, it can be seen that the three ciphers have very high entropies in all the samples considered, as the values are very close to the maximum value 8. Hence, HMCC entropy is comparable to the entropy of the standard AES algorithm.



	ii.

	
Comparative Analysis of MCC, AES, and DES based on NPCR and UACI Values of Differential Cryptanalysis







Differential cryptanalysis was carried out on HMCC, AES, and DES. Samples of the block texts used were randomly generated. A sample of the results when a 128-bit block of text and 128-bit key for HMCC and AES and a 64-bit block of text for DES were used in the experiments is shown in Table 11.



The result of the differential cryptanalysis shown in Table 11 shows that HMCC and AES are strongly resistant to differential cryptanalysis attacks. This is affirmed by the value of NPCR which is 100% (the expected value), and the value of UACI which is very close to the expected value of 33.3% in most cases when a single character is altered in the input text. On the other hand, DES is less resistant to differential cryptanalysis attacks. This can be seen from the obtained values of NPCR and UACI, which are very far from the expected value of 100% and 33.3%, respectively.



	iii.

	
Comparative analysis of MCC, AES, and DES based on Autocorrelation Analysis







Comparative autocorrelation analyses of HMCC, AES, and DES were carried out by passing the same plaintext through the three ciphers. The autocorrelation analysis of the ciphertext produced from each cipher was carried out. The autocorrelation graphs shown in Figure 10 compare the autocorrelation of the input plaintext with the autocorrelation of the output ciphertexts from each of HMCC, AES, and DES ciphers.



From the graphs shown in Figure 10a, it can be seen that the autocorrelation of the plaintext has a non-uniform and large number of similar symbols, while the graphs of autocorrelation of ciphertext produced by HMCC, AES, and DES in Figure 10b have more uniform and reduced number of similar symbols when compared with that of the plaintext. It can also be observed from Figure 10b that the ciphertexts produced by HMCC and AES appear to show a slightly lower number of similar symbols than the ciphertext produced by DES. The graphs showed that HMCC and AES have similar symbols that are less than 50, while in some cases, the similar symbols in the ciphertext of DES reach 50. These results show that HMCC has similar behaviour to the standard AES algorithm in terms of autocorrelation analysis.



	iv.

	
Comparative Analysis of HMCC, AES, and DES based on SKAC and SPAC







SKAC and SPAC analyses were conducted for HMCC, AES, and DES. A summary of the results for the three ciphers for SKAC and SPAC results are respectively given in Table 12 and Table 13, where the mean, standard deviation (STD), and coefficient of variance (CV) of the SKAC and SPAC values are calculated. The coefficient of variance measures the amount of deviation of data points from the mean. It is calculated by dividing the standard deviation by the mean of the dataset. As the CV is the ratio of STD and means, it provides a means of comparing variations in different datasets even when the means are different.



It can be seen in Table 12 and Table 13 the AES has the lowest CV values, while DES has the highest values of CV. These results imply that AES provides better performance in terms of SKAC and SPAC than HMCC and DES. However, HMCC performs better than DES in terms of SKAC and SPAC. It can, therefore, be said that HMCC performance in terms of SKAC and SPAC is comparable to that of the standard AES.





5. Limitations and Areas of Future Research


The proposed IoMT in this paper promises to be efficient and secure. However, there is always rooms for improvement. The value that represents the interpretation of the measured value from the sensor is arbitrarily assigned. There should be a standardized method to achieve this feat. Security and storage aspects could be improved by employing a heterogenous and compact way of representing data, such as the technique proposed in [69]. Multiple IoT Environment (MIE) [70] and the Multiple Internets of Things (MIoT) [71,72,73,74] address data-driven and semantics-based aspects because they consider the contents exchanged by smart objects during their transactions; consequently, the extension of the concept in the proposed IoMT model to both MIE and MIoT will play a significant role. Future research should also consider the implementation of the proposed IoMT model in a real CSP platform.




6. Conclusions


In this contribution, a secure IoMT model that is resistant to various security attacks and preserves the privacy of patient data is proposed. In the design, an existing stream Caesar cipher was modified into a symmetric block cipher and an efficient technique that searches through encrypted files stored on the cloud without decrypting the file was developed. The Elliptic Curve Diffie–Hellman technique was employed to exchange shared secret keys to form the Hybrid Modified Caesar Cryptosystem (HMCC). A complete security analysis of the proposed HMCC was carried out based on python simulations. Generally, results show that the HMCC is resistant to brute-force attacks, sensitive to any change in secret key and plain text, can resist an entropy attack, generates a uniform histogram with low autocorrelation, is robust against differential, dictionary, and frequency analysis and classic attacks, and strict key avalanche criterion and strict plaintext avalanche criterion are satisfied within very minimal errors. Additionally, analysis of the IoMT-based model reveals its resistance to all forms of Man-in-the-Middle attacks. A comparative security analysis of the projected HMCC with existing ciphers also revealed that the HMCC security is comparable to that of standard AES and more secure than the DES, and the encryption time is very fast. HMCC also uses variable key length, which makes it suitable for lightweight cryptography on resource-constrained devices. The searchable encryption-based technique employed is capable of direct access to information on the cloud irrespective of the size of data stored on the cloud, and also conserves space by avoiding data redundancy in the cloud in an attempt to use FHE. The scheme also reduces the complexity involved in computation in FHE implementation in [59]. It can, therefore, be said that the proposed IoMT-based model is provably secure and preserves the privacy of critical user data.
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Figure 1. Proposed Secure IoMT Model. 
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Figure 2. Formation of the shared secrete key using ECDH. 
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Figure 3. Secure information storage and retrieval from the proposed IoMT model. 
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Figure 4. Histogram of the frequency of (a) sample plaintext and (b) ciphertext in Table 4 S/N 1. 
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Figure 5. Histogram of the frequency of (a) sample plaintext and (b) ciphertext in Table 4 S/N 2. 
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Figure 6. Histogram of the frequency of (a) sample plaintext and (b) ciphertext in Table 4 S/N 3. 
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Figure 7. (a) Auto Correlation of Plaintext; (b) Autocorrelation of Ciphertext. 
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Figure 8. Histogram of SKAC error distribution of HMCC over bit positions. 
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Figure 9. Histogram of SPAC error distribution of HMCC over bit positions. 






Figure 9. Histogram of SPAC error distribution of HMCC over bit positions.



[image: Futureinternet 15 00099 g009]







[image: Futureinternet 15 00099 g010 550] 





Figure 10. (a): Autocorrelation of plaintext. (b): Comparative analysis of autocorrelation of ciphertexts produced by HMCC, AES, and DES. 
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Table 1. Summary of the related works.
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	Reference
	Title
	Method
	Strength
	Weakness





	[44]
	Secure IoT-based healthcare system with body sensor networks
	Proposed body sensor network capable of proficiently and continually communicating data to a public IoT-based system
	A secure IoT system was developed
	Privacy issue was not addressed



	[45]
	Lightweight Feistel structure-based hybrid crypto model for multimedia data security over uncertain cloud environment
	Feistel structure and substitution permutation cryptography
	Higher attack resilience
	The cipher has low entropy In addition, privacy issue was not addressed



	[46]
	Hybrid optimization with cryptography encryption for medical image security in the Internet of Things
	Elliptic curve cryptography’s grasshopper and particle swarm optimization techniques
	High peak signal to noise ratio and structural similarity of 1
	Only security of the data was addressed; the issue of privacy was not addressed



	[47]
	Obfuscated AES cryptosystem for secure medical imaging systems in IoMT edge devices
	Adaptable medical imaging processing system that incorporates authentication-based methods of the AES cryptosystem on ZedBoard
	A secured scalable hardware/software cryptosystem was built
	The issue of privacy was not addressed



	[48,49,50]
	Practical techniques for searches on encrypted dataSecure indices for efficient searching on encrypted compressed dataPrivacy-preserving keyword searches on remote encrypted data
	Symmetric cryptography algorithm and searchable encryption techniques
	Both security and privacy issues were addressed
	The system’s efficiency reduces as the number of distinct keywords in the document increases



	[51,52,53,54,55]
	Fuzzy keyword search over encrypted data in cloud computingBiometric identification over encrypted data made feasible
	Fuzzy Searchable Encryption-based (FSE) systems
	Searchable encryption technique that is tolerant to some typo errors
	Vulnerable to MIMA They are not suitable for systems that need constant updating



	[56,57]
	Public key encryption with keyword searchDeterministic and efficiently searchable encryption
	Searchable encryption technique that is based on public key encryption (PkSE)
	Addresses the problem of MIMA faced by SE and FSE
	Cannot protect keyword privacy in public, and the scheme only provides privacy to text drawn from a space of large min-entropy



	[59]
	Towards Privacy-Preserving Medical Homomorphic Encryption
	Fully Homomorphic Encryption
	Addresses both security and privacy issues
	The scheme is both computationally and memory-intensive
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Table 2. Description of the notations used in the proposed scheme.






Table 2. Description of the notations used in the proposed scheme.





	Notation
	Description





	   H  C  i d     
	Healthcare identification number



	    P  i d     
	Patient identification number



	   G H  C  i d     
	Guest healthcare identification number



	    y 2  ≡  x 3  + a x + b   m o d   p   
	EC equation



	p
	The large prime number obtained from chosen EC



	a,b
	   Constants   of   EC   such   that   4  a 2  + 27  b 2    m o d   p ≠ 0   



	G
	The base point which produces the subgroup of the elliptic curve that has a large prime as its order



	n
	Order (number of a point) of the subgroup. nG = 0, prime n is large



	h
	  The   cofactor   of   the   subgroup ,   which   is   the   ratio      E       E p      =   o r d e r   o f   e l l i p t i c   c u r v e   E   o r d e r   o f E C    over   a   prime   field       E p       . h should be small   h ≤ 4  , preferably, h = 1



	   p  r  H C     
	Healthcare private key



	   p  r  p a t i e n t     
	Patient private key



	   p  r  G H C     
	Guest healthcare private key



	   p u  b  H C     
	  Healthcare   public   key   ( p  r  H C   × G  )



	   p u  b  p a t i e n t     
	  Patient   public   key   ( p  r  p a t i e n t   × G  )



	   p u  b  G H C     
	  Guest   healthcare   public   key   ( p u  b  G H C   × G  )



	    H  H C     
	The hash function used by healthcare



	nList
	  A   list   containing   reference   IDs   ( H  C  i d      ,    P  i d      ,   G H  C  i d    )



	HASH
	Signing cipher message Cm hash function



	ssk
	Shared secret key



	SNP
	Share node point = (ssk × G)



	PRK
	Private random key (bit size is dependent on the type of EC)



	K
	A random integer is chosen from (1, p − 1)



	CM
	The ciphertext (all encrypted points)



	⊕
	Exclusive OR operation



	+
	Addition operation used for the ECC encryption process



	T
	Timestamp
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Table 4. Sample plaintexts and corresponding ciphertexts from HMCC for spectral frequency analysis.






Table 4. Sample plaintexts and corresponding ciphertexts from HMCC for spectral frequency analysis.





	S/N
	Plaintext
	Encrypted Text from HMCC





	1
	Plaintext: God is good all the time. Great

ASCII Values: [71, 111, 100, 32, 105, 115, 32, 103, 111, 111, 100, 32, 97, 108, 108, 32, 116, 104, 101, 32, 116, 105, 109, 101, 46, 32, 71, 114, 101, 97, 116]
	Ciphertext: hýa95×ó¾öí›?r”’·&TZô÷ýBÉe©Pz»

ASCII Values: [104, 253, 97, 57, 6, 53, 215, 243, 190, 246, 237, 155, 63, 4, 114, 34, 16, 180, 183, 38, 84, 90, 244, 247, 253, 66, 201, 101, 169, 80, 122, 187]



	2
	Plaintext: Aaabbbbcccccddde

ASCII Values: [97, 97, 97, 98, 98, 98, 98, 99, 99, 99, 99, 99, 100, 100, 100, 101]
	Ciphertext: î×-E†}}Pð+GÌWÿ

ASCII values: [238, 215, 30, 69, 134, 125, 125, 80, 240, 43, 71, 204, 3, 4, 87, 255]



	3
	Plaintext: cccccccccccccccc

ASCII Values: [99, 99, 99, 99, 99, 99, 99, 99, 99, 99, 99, 99, 99, 99, 99, 99]
	Ciphertext: âûKÕŠ±‰3]Â¼N*í

ASCII Values: [226, 251, 75, 213, 7, 138, 177, 137, 15, 51, 93, 194, 188, 78, 42, 237]
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Table 5. Sample Differential Cryptanalysis of HMCC.






Table 5. Sample Differential Cryptanalysis of HMCC.





	Plaintext 1
	Plaintext 2
	C1
	C2
	NPCR (%)
	UACI (%)





	cccccccccccccccc
	ccccccccãccccccc
	BEÄÏpBr\n¬Ú$\r\x12\x89>‘“
	§Ã\x83\x7f4A>\x11§öÄòCt\x80î
	100
	30.61



	God is good all
	God is gïod all
	\x7fYös\x90\x82\x04äÙx¿íà¥\x08¤
	es§ª\x16wú\x17¤ûÚÈO¤ma
	100
	32.64
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Table 6. Sample entropy values obtained from entropy analysis of HMCC.






Table 6. Sample entropy values obtained from entropy analysis of HMCC.





	Text Type
	Entropy





	Plaintext
	4.5009



	Ciphertext
	7.9773
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Table 7. Sample ciphertext produced by HMCC.






Table 7. Sample ciphertext produced by HMCC.





	Block
	Plaintext
	Ciphertext





	1
	áaaaaaaaaaaaaaaa
	cM9¶\x19ßq\x10àìi\x9aÜÿÕy



	2
	áaaaaaaaaaaaaaaa
	\\\x1dßñ]Qê\x84±aweGÆZ
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Table 8. Strict Key Avalanche Criterion (SKAC).






Table 8. Strict Key Avalanche Criterion (SKAC).





	i/j
	0
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15





	0
	0.4954
	0.5019
	0.4977
	0.4942
	0.4959
	0.4966
	0.4924
	0.4975
	0.502
	0.5056
	0.5056
	0.4945
	0.4964
	0.4977
	0.4995
	0.4977



	1
	0.5031
	0.4944
	0.507
	0.4994
	0.506
	0.4987
	0.5049
	0.4986
	0.4888
	0.5004
	0.5026
	0.5049
	0.4973
	0.4983
	0.499
	0.5059



	2
	0.5049
	0.494
	0.5039
	0.4997
	0.4937
	0.5027
	0.4973
	0.5049
	0.5008
	0.5023
	0.5084
	0.5005
	0.5005
	0.5027
	0.5002
	0.4957



	3
	0.5036
	0.4985
	0.502
	0.4973
	0.5006
	0.5031
	0.4984
	0.5047
	0.5027
	0.5077
	0.4952
	0.4941
	0.4929
	0.4973
	0.4998
	0.5073



	4
	0.4986
	0.4889
	0.499
	0.4952
	0.5059
	0.4952
	0.508
	0.5038
	0.5005
	0.4951
	0.4951
	0.4988
	0.4942
	0.4961
	0.4923
	0.4946



	5
	0.4999
	0.4948
	0.5021
	0.497
	0.4966
	0.4941
	0.5052
	0.4942
	0.4945
	0.5072
	0.4948
	0.4963
	0.4921
	0.4957
	0.498
	0.5012



	6
	0.5047
	0.4858
	0.5002
	0.4933
	0.4981
	0.5012
	0.5061
	0.4909
	0.4967
	0.4875
	0.502
	0.4973
	0.5064
	0.4905
	0.5047
	0.4994



	7
	0.5004
	0.4992
	0.5059
	0.4984
	0.4943
	0.4991
	0.4952
	0.4919
	0.501
	0.4941
	0.4996
	0.4982
	0.4991
	0.5009
	0.5102
	0.4945
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Table 9. Strict Plaintext Avalanche Criterion (SPAC).






Table 9. Strict Plaintext Avalanche Criterion (SPAC).





	i/j
	0
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15





	0
	0.4913
	0.4879
	0.4975
	0.4977
	0.4898
	0.5041
	0.4987
	0.5055
	0.4928
	0.4938
	0.4877
	0.4938
	0.4957
	0.4946
	0.4896
	0.5059



	1
	0.4881
	0.4927
	0.5088
	0.4891
	0.4934
	0.5011
	0.4926
	0.4971
	0.4925
	0.4891
	0.486
	0.4982
	0.4891
	0.4993
	0.4969
	0.4988



	2
	0.4887
	0.4931
	0.4873
	0.4933
	0.4969
	0.4921
	0.498
	0.4929
	0.4934
	0.4859
	0.487
	0.4876
	0.4993
	0.4941
	0.5038
	0.4933



	3
	0.4926
	0.4906
	0.4963
	0.4965
	0.4941
	0.4952
	0.4916
	0.4881
	0.4922
	0.4968
	0.4895
	0.4986
	0.4878
	0.4961
	0.4933
	0.5012



	4
	0.4946
	0.4995
	0.491
	0.4975
	0.4904
	0.497
	0.4828
	0.4941
	0.4839
	0.4938
	0.4852
	0.4861
	0.4982
	0.4983
	0.5012
	0.4974



	5
	0.5007
	0.4827
	0.5023
	0.4933
	0.5081
	0.4918
	0.4931
	0.4977
	0.4895
	0.492
	0.4951
	0.495
	0.4896
	0.4962
	0.4802
	0.491



	6
	0.492
	0.4956
	0.4943
	0.4916
	0.4864
	0.4861
	0.4943
	0.4961
	0.4966
	0.4893
	0.499
	0.4908
	0.488
	0.4988
	0.4849
	0.4978



	7
	0.4984
	0.4869
	0.4891
	0.4956
	0.4911
	0.4893
	0.5012
	0.4926
	0.4958
	0.4918
	0.4986
	0.4962
	0.4888
	0.4968
	0.4867
	0.4992
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Table 10. Comparison of entropies of HMCC, AES, and DES.






Table 10. Comparison of entropies of HMCC, AES, and DES.





	HMCC
	AES
	DES





	7.9438
	7.9302
	7.94



	7.9236
	7.9345
	7.9129



	7.9662
	7.966
	7.962



	7.8762
	7.8831
	7.8726



	7.9667
	7.9685
	7.9613



	7.952
	7.9594
	7.9533



	7.9766
	7.9748
	7.971
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Table 11. The sampled result of comparative differential cryptanalysis of MCC, AES, and DES.






Table 11. The sampled result of comparative differential cryptanalysis of MCC, AES, and DES.





	

	
NPCR (%)

	

	

	
UACI (%)

	




	
HMCC

	
AES

	
DES

	
HMCC

	
AES

	
DES






	
100

	
100

	
57.0312

	
27.549

	
27.6471

	
0.2237




	
100

	
100

	
46.875

	
32.549

	
43.6029

	
0.1838




	
100

	
100

	
51.5625

	
27.402

	
32.0588

	
0.2022




	
93.75

	
100

	
50

	
23.0147

	
44.951

	
0.1961




	
100

	
100

	
51.5625

	
30.4412

	
32.3284

	
0.2022




	
100

	
100

	
51.5625

	
23.7745

	
24.9755

	
0.2022




	
100

	
100

	
57.0312

	
38.7255

	
32.8431

	
0.2237




	
100

	
93.75

	
48.4375

	
34.5343

	
26.7647

	
0.19




	
100

	
100

	

	
27.1569

	
42.1814

	




	
100

	
100

	

	
38.5784

	
31.9118

	




	
100

	
100

	

	
36.4951

	
30.8088

	




	
100

	
100

	

	
24.9755

	
40.3922

	




	
100

	
93.75

	

	
26.8382

	
28.0637

	




	
100

	
100

	

	
26.8627

	
32.7206

	




	
100

	
100

	

	
26.1029

	
26.9608

	




	
100

	
100

	

	
31.3725

	
34.5343
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Table 12. Comparative Analysis of SKAC for HMCC, AES, and DES.






Table 12. Comparative Analysis of SKAC for HMCC, AES, and DES.





	CIPHER
	MEAN
	STD
	CV





	HMCC
	0.498977
	0.004795
	0.009609



	AES
	0.499663
	0.00397
	0.007945



	DES
	0.438242
	0.005367
	0.012248
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Table 13. Comparative Analysis of SPAC for HMCC, AES, and DES.






Table 13. Comparative Analysis of SPAC for HMCC, AES, and DES.





	CIPHER
	MEAN
	STD
	CV





	MCC
	0.493714
	0.005331
	0.010799



	AES
	0.500483
	0.004301
	0.008594



	DES
	0.499297
	0.00602
	0.012056
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