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Abstract: With the increasing complexity of radar jamming threats, accurate and automatic jamming
recognition is essential but remains challenging. Conventional algorithms often suffer from sharply
decreased recognition accuracy under low jamming-to-noise ratios (JNR).Artificial intelligence-
based jamming signal recognition is currently the main research directions for this issue. This
paper proposes a new radar jamming recognition framework called Diff-SwinT. Firstly, the time-
frequency representations of jamming signals are generated using Choi-Williams distribution. Then, a
diffusion model with U-Net backbone is trained by adding Gaussian noise in the forward process and
reconstructing in the reverse process, obtaining an inverse diffusion model with denoising capability.
Next, Swin Transformer extracts hierarchical multi-scale features from the denoised time-frequency
plots, and the features are fed into linear layers for classification. Experiments show that compared
to using Swin Transformer, the proposed framework improves overall accuracy by 15% to 10% at
JNR from −16 dB to −8 dB, demonstrating the efficacy of diffusion-based denoising in enhancing
model robustness. Compared to VGG-based and feature-fusion-based recognition methods, the
proposed framework has over 27% overall accuracy advantage under JNR from −16 dB to −8 dB.
This integrated approach significantly enhances intelligent radar jamming recognition capability in
complex environments.

Keywords: radar jamming recognition; vision transformer; diffusion model; time-frequency analysis

1. Introduction

Radar systems serve as the eyes and ears of modern armed forces, providing vital
intelligence for situational awareness, target tracking, and threat detection. In electronic
warfare, adversaries employ various jamming signals to degrade radar detection, tracking,
and guidance capabilities [1,2]. For example, in air defense systems, jamming can disrupt
tracking of aircraft and missiles, making it difficult to detect and intercept threats. Shipborne
radars for surface surveillance are also susceptible to jamming, which can cloak naval
vessels and enable attacks [3,4]. The emergence of Digital Radio Frequency Memory
(DRFM) systems has ushered in a new era for active radar jamming techniques, enabling
adversaries to generate various jamming modes and making the effective operation of
radar systems increasingly challenging. By identifying the jamming type, radar can invoke
tailored anti-jamming techniques like sidelobe cancellation, increased power, or frequency
hopping to mitigate the jamming effects [5,6]. Therefore, accurate recognition of jamming
signals is an essential step for radar systems to take appropriate countermeasures and
maintain operational effectiveness under jamming [7–9].

Various techniques have been developed for radar jamming recognition over the years.
Earlier methods rely on expert-crafted features based on signal processing concepts like

Future Internet 2023, 15, 374. https://doi.org/10.3390/fi15120374 https://www.mdpi.com/journal/futureinternet

https://doi.org/10.3390/fi15120374
https://doi.org/10.3390/fi15120374
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/futureinternet
https://www.mdpi.com
https://doi.org/10.3390/fi15120374
https://www.mdpi.com/journal/futureinternet
https://www.mdpi.com/article/10.3390/fi15120374?type=check_update&version=1


Future Internet 2023, 15, 374 2 of 17

frequency entropy and peak-to-peak ratio [10]. These hand-engineered features provide in-
terpretable insights into jamming characteristics. However, these hand-engineered features
often fail to capture subtle jamming patterns, especially at low jamming-to-noise ratios
(JNRs) [11].The predefined features lack sufficient representation power to discern fine-
grained differences when the signal is corrupted by noise. With the rise of deep learning,
artificial intelligence-based data-driven approaches using convolutional neural networks
(CNNs) have achieved new benchmarks. By automatically learning features from data,
CNNs can extract intricate discriminative patterns without expert domain knowledge.
Methods based on time-frequency representations and complex CNNs can attain over
95% accuracy on measured data [12–15]. Advanced networks incorporating long short-
term memory units [16–18], attention mechanisms [19,20], and pruning [21] further boost
performance. For example, Lin et al. combined Fisher pruning and complex networks
to achieve excellent accuracy even on low-resource devices [22–24]. Recent works also
apply deep learning to large-scale collected data, obtaining promising results in real-world
jamming recognition [25]. However, despite remarkable recognition accuracy under high
JNRs, existing methods still face difficulties in discerning jamming types under low JNRs
like −18 dB [26]. Adversarial attacks can also degrade CNN performance [27–30], posing
challenges for deep learning based recognition.

Despite promising results, existing methods still face difficulties in jamming recogni-
tion under low JNRs. Most methods can achieve over 90% accuracy when JNR is above
−6 dB [31–34]. However, their performance deteriorates rapidly at even lower JNRs. Low
JNR poses great challenges for subtle feature extraction. First, convolutional kernels for
extracting image features of the jamming signal tend to focus on local patterns, whereas
attention mechanisms are better suited to capture global contextual features. Second, strong
background noise can drown out parts of the meaningful signal, requiring active denoising
interventions to reverse this effect. Robust feature learning and selection are thus needed
to address the low JNR jamming recognition problem from both perspectives [35,36]. Ad-
vanced network architectures and noise-robust feature extraction need to be explored to
enable accurate jamming recognition in complex noisy environments. Tackling the low JNR
challenge will greatly extend the capability of radar systems against jamming attacks.

In recent years, diffusion models have gained widespread attention in image gen-
eration and restoration. Unlike traditional denoising autoencoders, diffusion models
progressively model the data by adding noise through a forward process, then reverse this
process via a carefully designed denoising procedure to achieve high-quality sample gener-
ation [37–39]. This model architecture endows diffusion models with powerful capabilities
in image restoration and denoising. By employing diffusion models as a preprocessing
module, the subsequent model’s denoising performance can be effectively improved.

Meanwhile, vision transformers have also been advancing rapidly. Compared to con-
volutional networks, transformers can model long-range dependencies via the self-attention
mechanism and capture information from different representational subspaces through
multi-head self-attention [40]. Swin Transformer (SwinT) reduces the computational and
memory costs substantially through the shifted window attention design and hierarchical
representation [41,42]. It is one of the important advancements in vision transformer ar-
chitectures. Since radar jamming signal time-frequency graphs contain relatively complex
global patterns, using SwinT can better learn their global feature representations and boost
jamming recognition performance.

This paper proposes using diffusion models as the preprocessing module to denoise
the input signals, then utilizing SwinT to extract global features from the time-frequency
graphs, in order to further improve radar jamming recognition capabilities. The combi-
nation of these two models provides new insights for jamming recognition in complex
scenarios.The overall framework of the proposed method is shown in Figure 1.

This paper first establishes mathematical models for 8 common radar jamming patterns
in Section 2, providing the basis for subsequent analyses and experiments. Section 3
then proposes a novel jamming recognition framework integrating multiple techniques
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including CWD time-frequency graph representation, diffusion models for denoising,
SwinT for feature extraction, and customized loss functions. Simulations and experiments
are conducted in Section 4 to demonstrate the effectiveness and robustness of the proposed
method under various conditions. Finally, Section 5 summarizes the critical innovations
and contributions of this work.
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Figure 1. The Overall Architecture of the Proposed Radar Jamming Recognition Algorithm.

2. Radar Jamming Signal Analysis and Modeling
2.1. Noise Modulation Jamming

Noise modulation jamming typically utilizes noise signals to modulate certain param-
eters of the jamming signal. These techniques involve high transmission power, enabling
the generated signals to effectively jam the target echo signal at the radar receiver, thus
preventing the radar from performing its normal detection functions [43–45]. This paper
primarily introduces two types of noise modulation jamming: Amplitude Modulation (AM)
and Frequency Modulation (FM).

2.1.1. Noise Amplitude Modulation Jamming

Noise Amplitude Modulation Jamming (NAMJ) is a targeting technique that is both
technically simple and popular on the electronic warfare battlefield. It involves modulating
Gaussian white noise within the bandwidth of a radar’s linear frequency modulated signal.
In other words, it utilizes high-powered modulated noise to suppress the radar signal
within a specific frequency band, thus affecting the receiver’s ability to detect the signal.
This method yields effective jamming results and is relatively straightforward to execute.
However, due to its narrowband nature, it is unsuitable for conducting broad-spectrum
jamming. The mathematical model for NAMJ is expressed as follows:

J(t) = [U0 + KAMUn(t)]exp
(
ωj + ϕ

)
(1)

The function expression is a generalized stationary random process, where exp(·)
denotes the exponential function with the base e, Un(t) represents zero-mean Gaussian
white noise, U0 stands for the carrier voltage, and the modulation coefficient of the noise,
KAM, controls the power of Un(t). The interfering carrier phase ωj, representing the phase
ϕ of the jamming, is uniformly distributed in the range [0, 2π] and is independent of Un(t).
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2.1.2. Noise Frequency Modulation Jamming

Noise Frequency Modulation Jamming (NFMJ) is a form of broadband jamming
commonly employed to disrupt frequency-diverse and frequency-agile radar systems.

J(t) = Ujexp

j

2π fc + 2πKFM

t∫
0

u
(
t′
)
dt′ + ϕ

dt

 (2)

NFMJ is a generalized stationary random process, where exp(·) represents the ex-
ponential function with base e. The modulating noise ϕ is zero-mean Gaussian white
noise, uniformly distributed within the range [0, 2π], and is independent of the signal u(t).
The carrier frequency fc is the central frequency of the noise frequency modulated signal.
The modulation slope KFM determines the rate of frequency change. The amplitude Uj
of the jamming controls the increase or decrease of frequency caused by the intensity of
the modulating signal. The effective modulation index m f can be calculated using the
following equation:

m f = KFM/∆Fn (3)

where ∆Fn represents the bandwidth of the modulating noise. The effective modulation
index is a crucial determinant between coherent jamming and broadband jamming. When
m f ≥ 1, the noise frequency modulation jamming transitions into broadband jamming;
otherwise, it remains a coherent jamming technique.

2.2. Smart Noise Jamming

With the continuous advancement of radar technology, radar’s resistance to jamming
has been steadily improving. Utilizing simple noise for suppression-style jamming doesn’t
yield high energy efficiency and offers limited benefits. Simultaneously, the widespread
adoption of sidelobe cancellation and nulling techniques has made it difficult for interfering
signals to penetrate sidelobes, thereby increasing the difficulty of implementing traditional
noise modulation-based jamming.

As a response, some researchers began combining suppression-style jamming with
deception-style jamming, giving rise to the concept of Smart Noise. Smart Noise combines
the characteristics of suppression-style and deception-style jamming. Because Smart Noise
jamming modulates using the radar’s own transmission signal, the resulting signal pos-
sesses features similar to the transmission signal. This allows it to pass through matched
filters and achieve the same pulse compression gain as the target echo. Moreover, compared
to other jamming signals, Smart Noise requires lower emission power from radar jamming
devices. The Smart Noise jamming discussed in this paper includes Noise Convolution
Jamming and Noise Product Jamming.

2.2.1. Noise Convolution Jamming

Noise Convolution Jamming (NCJ) is a form of convolution modulation jamming
based on Digital Radio Frequency Memory (DRFM) technology, aiming to generate coherent
jamming utilizing target signals. It involves the jamming system performing a convolution
operation between the intercepted radar transmission signal and a noise signal, thereby
achieving suppression jamming across the entire radar operational frequency range.

The radar’s transmitted signal is received by the jamming system, then amplified and
filtered. After down-conversion to intermediate frequency, it’s stored in a DRFM. After
certain processing, the signal is up-converted back to the radar signal frequency band.
Simultaneously, the radar signal undergoes reception and processing, and the noise unit
generates noise data of appropriate length and type. The signals from both paths undergo
convolution within the convolver, ultimately producing a highly effective Smart Noise
jamming waveform.

The noise considered in this paper is modeled as Gaussian white noise denoted as
n(t). Let the radar signal input to the DRFM be s(t), and its output after a delay of τ
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is s(t− τ), where s(t− τ) and s(t) are in phase. The convolver performs a convolution
between s(t− τ) and n(t), resulting in the output Smart Noise jamming signal:

J(t) = s(t− τ)⊗ n(t) (4)

2.2.2. Noise Product Jamming

The principle behind Noise Product Jamming (NPJ) is similar to NCJ. In NPJ, the
jamming system multiplies the intercepted radar transmission signal with a noise signal,
generating a noise product jamming. Similar to convolution modulation, NP jamming also
carries characteristics of the radar transmission signal. By emitting high-power jamming
signals, NPJ achieves suppression of the echo signal. The mathematical modeling process
of NPJ is as follows:

Let the radar signal input to the DRFM be s(t), after delay the output is s(t − τ),
where τ is the delay time of the DRFM. The selected noise n(t) is a narrowband Gaussian
noise signal. s(t− τ) and n(t) are used for noise product modulation to obtain the output
deception jamming signal:

J(t) = s(t− τ)n(t) (5)

2.3. Deception Jamming

Deception jamming primarily involves generating false targets that resemble real
targets based on the signals emitted by actual targets. When the radar system detects
these targets, the radar receiver may receive information from the false targets, potentially
leading to the loss of information regarding the real targets.

2.3.1. Comb Spectrum Jamming

Linear frequency modulated (LFM) radar’s comb spectrum jamming (CSJ) mainly
generates jamming through the product modulation of comb spectrum signals and linear
frequency modulation signals. Comb spectrum jamming can generate a series of dense
comb teeth in the frequency domain, which has the effect of deception or suppression. The
expression of the comb spectrum signal is as follows:

comb(t) =
M

∑
i=1

aiej2π fit (6)

where fi corresponds to the frequency point where each comb tooth appears, ai is the
amplitude at the corresponding ith frequency point.The mathematical model of LFM radar
comb spectrum jamming is as follows:

J(t) = s(t) · comb(t) = rect
(

t
T

) M

∑
i=1

aie
j2π[( f0+ fi)t+ K

2 t2] (7)

where f0 is the initial frequency, t is the time variable, K = B
T is the frequency modulation

slope, B is the bandwidth, T is the pulse width of the signal.

2.3.2. Smeared Spreading Jamming

Smeared Spreading Jamming (SMSPJ) is also a type of active jamming based on DRFM.
It was proposed for dedicated pulse compression radars, and belongs to range gate pull-off
jamming. The generation principle of this type of jamming is: the jammer first stores the
acquired LFM signal in the DRFM, then performs n times time domain compression on the
intercepted signal to obtain a jamming sub-pulse with a modulation slope n times that of
the LFM signal, and then continuously replicates the obtained jamming sub-pulse n times,
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thus forming the SMSP jamming signal mentioned above. The mathematical modeling of
SMSP jamming is as follows:

JSMSP(t) =
n−1

∑
i=0

Ji(t) (8)

where, for LFM radar, the jamming sub-pulse Ji(t) is n times oversampling of the LFM
signal, Ai is the amplitude of the ith pulse, and its expression is as follows:

Ji(t) = Aiexp
{

j2π

(
f0t +

1
2

k′t2
)}

, 0 ≤ t ≤ T/n (9)

2.3.3. Chopping and Interleaving Jamming

Chopping and Interleaving Jamming (CIJ) is another type of dense range gate pull-off
jamming, which is also generated based on DRFM technology. Its generation process
includes two steps—Chopping and Interleaving. The generation process is: the receiver
stores the intercepted radar signal in the DRFM, and then uses a string of equally spaced
rectangular pulses to sample the intercepted signal. This stage is called the Chopping stage;
then the sampled signal is copied into adjacent empty slots until the slots are filled, which
is the Interleaving stage. Finally, the spectrum of the jamming is shifted to the frequency
band where the radar signal is located. Its mathematical model is as follows:

J(t) =
n−1

∑
k=0

p(t− kT/mn) (10)

where the expression for p(t) is:

p(t) = s(t)

[
rect

(
t− τa

τa

)
*

m−1

∑
i=0

δ(t− iTa)

]
(11)

where T is the pulse width of the radar LFM signal, m is the number of rectangular pulse
strings, n is the number of slots filled in each section, τa is the pulse width of the rectangular
pulse string, δ(·) is the impulse function, rect(·) is the rectangular function, and Ta is the
fundamental period of the rectangular pulse string.

2.3.4. Interrupted Sampling Repeater Jamming

Interrupted Sampling Repeater Jamming (ISRJ) is a jamming technique evolved from
CIJ. It is used to avoid the antenna coupling problem in CIJ which requires the jammer
antenna to transmit and receive simultaneously.ISRJ is based on time-division transmit
and receive operation. By intermittently “undersampling” the radar signal, it cleverly
utilizes the intrapulse coherence of pulse compression radar to produce multiple coherent
false targets near the echo signal, with good deception effect. Under certain conditions, it
can also produce suppression jamming, bringing huge challenges to radar detection and
tracking. Its mathematical model is as follows:

J(t) =
N

∑
n=1

1√
τ

rect
(

t− τ
2 − (n− 1)Ts

T

)
ej2π( f0t+ K

2 t2) (12)

where rect(·) is the rectangular function, τ is the pulse width of the intermittent sampling,
T is the radar signal pulse width, Ts is the sampling period, so τ/Ts represents the duty
cycle of the intermittent sampling.

3. Methods

A deep learning framework for radar jamming signal classification is proposed, com-
prising three main stages. First, a diffusion model with a U-Net backbone is utilized to
denoise the original Choi-Williams distribution (CWD) time-frequency diagram of the



Future Internet 2023, 15, 374 7 of 17

input jamming signals. Next, a SwinT extracts hierarchical multi-scale features from the
denoised time-frequency diagram input. Finally, the extracted features are flattened and
fed into a classification head composed of multiple linear layers to predict the jamming
signal label. Through joint optimization of the different components, the model is able to
effectively denoise the inp out signal, extract discriminative features, and perform accurate
classification of radar jamming signals.

3.1. Time-Frequency Analysis Using the Choi-Williams Distribution

In this paper, we employ the Choi-Williams distribution (CWD) to perform time-
frequency analysis on radar jamming signals. The CWD is a bilinear time-frequency
transform known for its ability to provide high-resolution representations of non-stationary
signals in the joint time-frequency domain. It is important to note that the CWD is particu-
larly effective at reducing cross-terms and enhancing concentration in the time-frequency
plane, making it a valuable tool for analyzing non-stationary signals, including radar
jamming signals. However, it should be acknowledged that the CWD may have limitations
in cases where signals contain components that share similar time and frequency charac-
teristics, as it may not be as effective in distinguishing such components. Nevertheless,
for the time-varying spectral analysis of radar jamming signals, the CWD is a well-suited
choice. By applying the CWD, we can effectively analyze the jamming present in the
radar returns and develop algorithms for jamming identification. Figure 2 shows the CWD
time-frequency representation of the 8 types of radar jamming signals in Section 2.
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Figure 2. The CWD Time-Frequency Representations of Radar Jamming Signals.

The CWD belongs to the Cohen class of time-frequency distributions, which are
bilinear transforms that reveal the joint time-frequency content of nonstationary signals.
The general Cohen class is defined by:

Cx(t, ω) =
∫∫

x(u +
τ

2
)x∗(u− τ

2
)ψ(t− u, τ)e−jωτdudτ (13)

where ψ(t− u, τ) is the time-frequency kernel function.

By setting ψ(t− u, τ) =
√

σ
4πτ2 exp(− σ(t−u)2

4τ2 ), CWD is obtained as follows:

CWDx(t, f ) =
∫∫ √

σ

4πτ2 e−
σ(t−u)2

4τ2 x
(

u +
τ

2

)
x∗
(

u− τ

2

)
e−j2π f tdudτ

(14)

where CWDx(t, f ) represents the Choi-Williams distribution of signal x(t) at time t and
frequency f , σ controls the width of the kernel function, u and τ are integration variables.



Future Internet 2023, 15, 374 8 of 17

3.2. Diagram Denoising with Diffusion Model

Raw time-frequency diagrams exhibit noise and clutter that can obscure the useful
signal components. Here we leverage diffusion models based on a U-Net architecture to
filter out noise and recover cleaner time-frequency representations.

In the forward process, we gradually add Gaussian noise to the input noisy time-
frequency map x0 in T timesteps as follows:

q(xt+1|xt) = N (xt+1;
√

1− βtxt, βtI) (15)

where βt is the noise schedule that controls the variance of the added Gaussian noise at
timestep t, I is the identity matrix.

By performing T iterations of adding small Gaussian noise, we obtain a highly noisy
time-frequency map xT :

xT = x0 + ε, ε ∼ N (0, Σ) (16)

where Σ is the accumulated noise covariance. This forward process injects noises at different
scales into the input and destroys its original structure.

The forward process acts as a form of regularization that smooths the noise-conditional
distribution q(xt|x0) for better generation. It is a key component that enables the diffusion
model to remove noise and recover clean signals in the reverse process.

In the reverse process, we aim to recover the clean time-frequency map x0 from the
noisy inputs x0, x1, . . . , xT in a recursive manner. A conditional diffusion model with a
U-Net decoder is used to perform iterative denoising.

The U-Net decoder takes xt and extracted feature representations ht as input, and
predicts the noise residual εθ(xt, t) for denoising:

εθ(xt, t) =
√

1− ᾱt(xt −
√

ᾱtxt−1) (17)

where ᾱt is the denoising strength and θ denotes decoder parameters.
The denoised signal x̂t−1 can be obtained by removing the predicted noise residual:

x̂t−1 =
1√

1− ᾱt
(xt − εθ(xt, t))

=
√

ᾱtxt−1 + (1−
√

ᾱt)xt

(18)

By starting from xT and performing T denoising iterations, we can recover the clean
time-frequency map x̂0. The U-Net leverages multiscale features and temporal conditioning
to enable effective signal denoising.

3.3. Multi-Scale Feature Extraction Using Swin Transformer

Robust feature extraction is key to distinguishing different types of jamming signals.
In this section, we utilize SwinT to extract discriminative time-frequency features from
denoised CWD diagrams X ∈ RH×W×C for radar jamming signal classification.

3.3.1. Patch Embedding

In SwinT, patch embedding is performed as a preprocessing step to convert an input
image into a sequence of token embeddings. Specifically, given an input image X ∈
RH×W×C, it is divided into non-overlapping patches of size P× P:

xp = X[ph : ph + P, pw : pw + P, :] ∈ RP×P×C (19)

where p = (ph, pw) denotes the top-left coordinate of the patch. Each patch xp is then
flattened and projected to a D-dimensional vector through a linear projection layer:

z0
p = Linear(xp) ∈ RD (20)
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In addition, a learnable 1D position encoding is added to retain spatial information:

zp = [z0
p; ep] ∈ RD+1 (21)

where ep denotes the position encoding for patch p. The sequence of patch embeddings
{zp} are then input to the subsequent Transformer encoder layers.

According to the above process, we partition the CWD of each radar jamming signal
into non-overlapping patches of size 4 × 4, and obtain patch embeddings. These patch
tokens capture local time-frequency information. We then feed the patch sequence into the
hierarchical modules of SwinT. The network can learn time-frequency characteristics at
different scales, and integrate multi-scale information for powerful graph representation,
thereby achieving effective identification of radar jamming signals.

3.3.2. Patch Merging

Patch merging is performed to reduce the sequence length and computation cost. After
processing through several Transformer encoder layers with patch embeddings of size
P× P, patch merging aggregates neighboring patches into a larger patch to downsample
the spatial dimensions.

Specifically, the input sequence of patch tokens z ∈ RN×(D+1) is first reshaped to
z ∈ RH/P×W/P×(D+1). For each non-overlapping 2 × 2 patch block zb ∈ R2×2×(D+1), patch
merging is applied by first averaging the positional encodings eb of the 4 patches, then
concatenating and linearly projecting the patch embeddings to a lower dimension:

ēb = Average(eb) (22)

ẑb = Linear(Concat(z0
b)) (23)

The merged patch token is then constructed by concatenating ẑb and ēb. This reduces
the number of patches by a factor of 4. The new sequence of downsampled patch tokens is
then input to subsequent Transformer encoder layers, which adopt larger patch sizes.

Through such hierarchical patch merging, SwinT can efficiently process the input
time-frequency representations of radar jamming signals. This architecture also allows the
network to integrate fine-grained and coarse-grained features to learn representations.

3.3.3. Shifted Window Attention

The standard self-attention in Transformers relates all tokens in the sequence to each
other, which leads to a quadratic computational complexity. To improve efficiency, SwinT
adopts a shifted window-based self-attention, where each token only attends to tokens
within a local window.

Formally, given an input feature map X ∈ RH×W×C, it is first partitioned into non-
overlapping windows of size M×M:

Xi,j = X[iM : (i + 1)M, jM : (j + 1)M, :] (24)

where (i, j) indexes the windows. The self-attention is then performed within each window
Xi,j independently.

To enable communication between windows, SwinT shifts the window partitioning in
consecutive self-attention layers. For example, in the next layer, the windows are shifted by
M/2:

X′i,j = X[iM +
M
2

: (i + 1)M +
M
2

, jM +
M
2

: (j + 1)M +
M
2

, :] (25)

Therefore, each token can attend to different tokens from overlapping windows in
different layers. This achieves a balance between efficiency and modeling power.
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The shifted window attention restricts self-attention to local regions while allowing
global communication across layers. It enables SwinT to model both local and global
dependencies in an efficient manner.

3.3.4. Transformer Block

The basic building block of the SwinT is the Transformer Block (Figure 3). Each block
contains two types of Multi-Head Self-Attention (MSA) layers: a Window-based MSA
(W-MSA) and a Shifted Window MSA (SW-MSA).

Specifically, given an input feature map zl ∈ RH×W×C, it first goes through a Lay-
erNorm (LN) and then a W-MSA layer, where attention is computed within local win-
dows. This is followed by another LN and a Multilayer Perceptron (MLP) for feedfor-
ward processing.

The output feature map is then fed to a SW-MSA, which shifts the window partitioning.
This block design allows modeling both local and global dependencies. The input feature
map is added back after each MSA and MLP sub-layer:

z′l = zl + W-MSA(LN(zl)) (26)

z′′l = z′l + MLP(LN(z′l)) (27)

zl+1 = z′′l + SW-MSA(LN(z′′l)) (28)

A residual connection and LayerNorm are applied after each sub-layer to facili-
tate training and improve performance. The SwinT Block integrates window-based self-
attention and shifted window design, which are key innovations of SwinT, enabling efficient
modeling of both local and global contextual information for visual recognition tasks.

LN

W-MSA

LN

MLP

LN

SW-MSA

LN

MLP

lz

lz

1lz

1lz

1ˆ lzˆ lz

Figure 3. Swin Transformer Block.

3.4. Classification with a Linear Prediction Head

For accurate classification, the extracted features are projected into label space using a
prediction head composed of linear layers before softmax output.

Given an input feature map x from Swin Transformer with shape [B, L, C], layer
normalization is first applied to normalize the features:

x̂ = LayerNorm(x) (29)
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Then global average pooling is performed across the spatial dimensions to aggregate
spatial information. The input is transposed to [B, C, L] and average pooled on L, outputting
a feature map y with shape [B, C, 1]:

y = AvgPool(x̂T) ∈ RB×C×1 (30)

Next, flatten is applied to squeeze y to [B, C]:

z = Flatten(y) ∈ RB×C (31)

Finally, a fully-connected layer is used to map z to classification outputs ŷ:

ŷ = Linear(z) (32)

This module applies normalization, spatial aggregation through pooling, flattening
and a linear classifier on top of Swin Transformer features to effectively perform image
classification with simplified computations.

3.5. Loss Function Design

The training process of the proposed model consists of two stage tasks: image denois-
ing based on diffusion model and image recognition using Swin Transformer. The overall
loss function is designed as a weighted sum of the individual loss terms for each task:

Lt = λdLd + λcLc (33)

where λd and λc are the weights to balance between the two losses.
For the time-frequency distribution denoising task, in order to obtain a reverse dif-

fusion model that can restore the corrupted time-frequency distributions back to clean
distributions, during training we use images without added noise as input, and use the
mean squared error (MSE) between the input image x and output image x′ as the loss term:

Ld = MSE(x, x′) =
1
n

n

∑
i=1

(xi − x′i)
2 (34)

The image recognition task is formulated as a classification problem. The cross-entropy
loss between the predicted class probabilities y and ground-truth labels t is used:

Lc = CrossEntropyLoss(y, t) = −
C

∑
c=1

tc log(yc) (35)

where C is the number of classes.
By optimizing this weighted multi-task loss, the model can be trained to balance the

denoising reconstruction and recognition accuracy. The loss weights λ allow adjusting the
difficulty of training each component.

4. Experiments
4.1. Experimental Settings

The dataset contains 8 types of jamming signals, including NAMJ, NFMJ, NCJ, NPJ,
CSJ, SMSPJ, CIJ and ISRJ. Based on the mathematical models in Section 2 and the CWD
generation method in Section 3.1, the corresponding time-frequency distributions are
generated for each jamming type to construct the image dataset.

The JNR levels are set from −16 dB to 6 dB with 2 dB spacing. For each jamming
category, 100 samples are generated under each JNR, totaling 9600 samples. 45% of the
data set is used as the training set, 15% is used as the validation set, and 30% as the test set.
Table 1 summarizes the parameter settings for different jamming types. During training
and validation, data covering the −16 dB to 6 dB JNR range were used together. For
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testing, evaluations were done at each specific JNR level using the corresponding test set
for that level.

In the upcoming experiments, the parameters are set as follows: the dataset images are
uniformly resized to 224 × 224, the optimization process utilizes the Adam optimizer with
a learning rate of 0.0001 and a weight decay of 0.05, the batch size is 20, the time steps T for
the diffusion model is 1000, and the window size M in the Swin Transformer is set as 7.

4.2. Results & Analysis
4.2.1. Recognition Performance of Swin-Transformer

In the first experiment, we evaluate the recognition performance of Swin Transformer
on 8 different radar jamming types. From Figure 4, it can be seen that Swin Transformer
only shows certain robustness for some of the tested radar jamming. At extremely low
JNR between −16 dB and −10 dB, the identification accuracy for ISRJ, CIJ, NFMJ can be
maintained between 76% to 95%, while NAMJ, NCJ, NPJ gradually increase from 17–32%
to 45–54%. At −4 dB, the recognition accuracy for all jamming types reaches above 80%,
and exceeds 90% for all jammings at 2 dB as JNR increases.

Table 1. Parameterization of Radar Jamming signals.

Jamming Type Parameter Range

NAMJ
Amplitude 5–10
Frequency 100–150 MHz
bandwidth 10–30 MHz

NFMJ

Amplitude 5–10
Frequency 100–150 MHz
bandwidth 10–30 MHz

effective modulation index 0.5–0.75

NCJ
Amplitude 5–10
Frequency 100–150 MHz
bandwidth 10–30 MHz

NPJ
Amplitude 5–10
Frequency 100–150 MHz
bandwidth 10–30 MHz

CSJ

Amplitude 5–10
Frequency 100–150 MHz
bandwidth 10–30 MHz

Comb teeth number 4–8

SMSPJ

Amplitude 5–10
Frequency 100–150 MHz
bandwidth 10–30 MHz

Sampling Multiple 2–4

CIJ

Amplitude 5–10
Frequency 100–150 MHz
bandwidth 2–10 MHz

Sub-pulse Number 2–10
Retransmission Number 4–8

ISRJ

Amplitude 5–10
Frequency 100–150 MHz
bandwidth 2–10 MHz

sampling number 3–5

4.2.2. Recognition Performance of Diff-Swin-Transformer

In this part, we evaluate the recognition performance of our proposed Diff-SwinT
algorithm.
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The recognition accuracy under different jamming types and JNR levels is shown
in Figure 5. It can be observed that compared to the first experiment without using
the diffusion-based denoising module, the proposed algorithm demonstrates stronger
robustness for all the tested jamming. At low JNR of −16 dB, the identification accuracy is
improved by 22%, 9%, 35%, 15% for NPJ, CSJ, NCJ, NAMJ respectively. As JNR increases
to −10 dB, the improvement becomes 26%, 7%, 35%, 27% for these four jamming types.
Overall, the recognition rate for all jamming types exceeds 70% at JNR = −10 dB, exceeds
80% at JNR = −8 dB, exceeds 90% at JNR = −4 dB, and gradually increases to around 95%
as JNR rises.
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Figure 4. The Recognition Accuracy of Swin-T for 8 Radar Jamming Types.
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Figure 5. The Recognition Accuracy of Diff-SwinT for 8 Radar Jamming Types.

Additionally, we show the confusion matrix obtained using the proposed algorithm at
JNR = −12 dB in Figure 6, where the vertical axis is the true label and the horizontal axis
is the predicted label. It can be observed that under low SNR, NAMJ and NCJ, two radar
jamming types with very different generation mechanisms, are highly confused. This is
because their time-frequency representations look similar under comparable modulation
bandwidth and chirp rate, as can be seen from Figure 2. The same situation occurs between
CSJ and NCJ as well.
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4.2.3. Comparison with Other Methods

In this part, we evaluate the recognition accuracy and the computational complexity
of four algorithms: Diff-SwinT, Swin-Transformer, VGG-Net (Visual Geometry Group
Network) [22], and FFB (Feature Fusion Based) [46] under different JNR levels from−16 dB
to 6 dB.

From Figure 7, we can see that our proposed Diff-SwinT achieves superior performance
over VGG and FFB at all JNR levels. Specifically, at extremely low JNRs between −16 dB
and −10 dB, Diff-SwinT obtains 66.7–83.5% accuracy, outperforming VGG and FFB by
56.7–27%, with the advantage expanding as JNR decreases. As JNR increases from −10 dB
to 6 dB, the performance gap gradually reduces but remains significant, with the overall
recognition rate of Diff-SwinT reaching 90% at JNR = −8 dB, and gradually increasing to
98.6%. VGG and FFB reach above 80% at JNR = −6 dB and 0 dB respectively, and continue
to increase to around 94% and 88%. Table 2 shows the number of learnable parameters,
floating point operations (FLOPs), and per-sample inference time on the hardware platform
(Intel i7-12700H CPU and NVIDIA GeForce RTX 3060 with 6GB) for the four methods. It
can be seen that although Diff-SwinT has more parameters and FLOPs than SwinT, it still
has fewer parameters and FLOPs than VGG. Moreover, Diff-SwinT achieves slightly faster
inference time compared to VGG.
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Figure 6. The Confusion Matrix of Diff-SwinT Recognition at JNR = −12 dB.

Table 2. The Computational Cost of Four Methods.

Method Parameters (M) FLOPs (G) Time (ms)

VGG 138.36 15.50 15.42
FFB - - 7.01

SwinT 28.29 4.36 8.22
DIFF-SwinT 59.41 10.52 12.54

While SwinT alone outperforms prior methods, its recognition accuracy still degraded
significantly under low JNRs. Owing to the diffusion-based denoising module, compared
to using Swin Transformer alone, Diff-SwinT achieves around 10% identification rate
improvement at JNR between −16 dB and −8 dB. This ablation experiment clearly ver-
ifies the efficacy of the denoising module in enhancing model robustness under strong
noise environments.
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Figure 7. The Recognition Accuracy Comparison of Four Methods.

5. Conclusions

For radar jamming recognition, this paper proposed Diff-SwinT, a novel integrated
framework that identified various typical radar jamming more accurately under low JNR
conditions. This method fully utilized denoising techniques based on the diffusion model to
bolster robustness and capitalized on the strength of SwinT in extracting multi-scale features
from radar time-frequency representations. Simulation results demonstrated that the Diff-
SwinT algorithm achieved remarkable overall accuracy up to 83.5% at JNR = −10 dB
and over 95% at −4 dB. When compared to using Swin Transformer alone, Diff-SwinT
significantly improved overall accuracy by 15% to 11% from JNR −16 dB to −10 dB. In
comparison to VGG-based and feature fusion-based recognition methods, Diff-SwinT
showed substantially higher overall accuracy of 33% to 27% and 57% to 35%, respectively,
from JNR−16 dB to−10 dB. This verified the efficacy of the proposed integrated framework
and its considerable advantages over existing algorithms. In summary, the proposed Diff-
SwinT framework provided a new paradigm for robust radar jamming recognition under
challenging low JNR conditions.
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