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Abstract: Nowadays, e-commerce websites have become part of people’s daily lives; therefore, it has
become necessary to seek help in assessing and improving the usability of the services of e-commerce
websites. Essentially, usability studies offer significant information about users’ assessment and
perceptions of satisfaction, effectiveness, and efficiency of online services. This research investigated
the usability of two e-commerce web-sites in Saudi Arabia and compared the effectiveness of different
behavioral measurement techniques, such as heuristic evaluation, usability testing, and eye-tracking.
In particular, this research selected the Extra and Jarir e-commerce websites in Saudi Arabia based on
a combined approach of criteria and ranking. This research followed an experimental approach in
which both qualitative and quantitative approaches were employed to collect and analyze the data.
Each of the behavioral measurement techniques identified usability issues ranging from cosmetic to
catastrophic issues. It is worth mentioning that the heuristic evaluation by experts provided both the
majority of the issues and identified the most severe usability issues compared to the number of issues
identified by both usability testing and eye-tracking combined. Usability testing provided fewer
problems, most of which had already been identified by the experts. Eye-tracking provided critical
information regarding the page design and element placements and revealed certain user behavior
patterns that indicated certain usability problems. Overall, the research findings appeared useful to
user experience (UX) and user interface (UI) designers to consider the provided recommendations to
enhance the usability of e-commerce websites.
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1. Introduction

Globally, e-commerce is increasingly growing without any signs of declining in the
future. E-commerce has revolutionized business, offering organizations limitless possi-
bilities for growth and success [1]. The ongoing growth of e-commerce is derived from
advancements in product visualization, such as 3D presentation techniques [2,3]. Therefore,
the user interface (UI) of websites is of great importance, and various graphical UI design
principles, such as flexibility, simplicity, and learnability, should be ensured [4]. Users
firstly judge the website through its UI and explore different pages with the aim of finding
out different information about their inquiry [5,6]. To create a first, good lasting impression,
the UI should be consistent across all the pages and through all times. This is mainly vital
for e-commerce websites because they are regularly changing in line with the ongoing
change in daily needs and promotional offers [7,8]. Usability is a quality aspect that helps
users achieve their goals easily. Websites that have good usability attain users and ensure
they are happy [5,9]. Usability measures how easily a user can utilize the interface [10].
The significance of usability evaluation is undeniable when designing a website [11]. It is
also of crucial importance for already running websites [5].

Usability analysis is performed through traditional methods, including, but not lim-
ited to, click analysis and questionnaires. Nevertheless, such methods are not capable of
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addressing the aspects that the technological-centered websites present. They are not capa-
ble of providing the cognitive processes and direct information on a user’s thinking. It is
challenging to evaluate these aspects through such traditional methods [12]. To ultimately
improve technology-centered e-commerce websites, a number of behavioral measurement
techniques are adopted, such as usability testing [13–15], heuristic evaluation [15–17],
eye-tracking [18–20], electroencephalography (EEG) [21], and physiological measures [22].
However, each method has its advantages and disadvantages. Some methods report limited
usability issues or minor ones only. Therefore, there are questions about their effectiveness
in identifying valid, significant, and consistent problems.

In light of existing studies in the usability literature, it is observed that there is a
lack of studies specifically related to conducting behavioral measurement techniques on
e-commerce websites, particularly in Saudi Arabia. As e-commerce is a growing industry in
Saudi Arabia, it is important to ensure that websites are user-friendly and provide a positive
user experience. In view of this, there is a serious need to identify usability challenges and
provide recommendations for improvements to enhance the online presence of businesses
in the region and attract more customers. Based on that, this research aims to investigate
the usability of two e-commerce websites in Saudi Arabia and compare the effectiveness of
various behavioral measurement techniques, such as heuristic evaluation, usability testing,
and eye-tracking. Specifically, the research selects the Extra and Jarir e-commerce websites
in Saudi Arabia based on a combined approach of criteria and ranking. This research
adapts an experimental approach in which both qualitative and quantitative approaches
are used to collect and analyze the data. The contributions of this paper can be highlighted
as follows:

- The utilization of three different behavioral measurement techniques, which has not
been addressed in previous studies, and the comparison of their effectiveness in
identifying usability issues make a significant contribution to the field of website
usability evaluation.

- By incorporating a comprehensive comparative study of these behavioral measure-
ment techniques, this research aims to advance the understanding and effectiveness
of usability evaluation methods for e-commerce websites in Saudi Arabia, an area that
has not received adequate attention thus far.

- Based on the obtained results, this study provides detailed recommendations which
are divided into three primary groups (for the Extra and Jarir websites, for e-commerce
websites, and for usability elevators).

- The identification of the strengths and weaknesses of the Extra and Jarir websites
through our research provides insights into their usability and user experience (UX).
As these websites attract a large number of daily visitors and hold considerable
importance within the e-commerce sector in Saudi Arabia, it is crucial to ensure an
optimal UX for users.

In fact, this research fills a critical gap by evaluating the usability of e-commerce
websites specifically within the context of Saudi Arabia. It serves as a foundational study
in addressing the importance of website usability in the Saudi Arabian context, where
there is currently a lack of focused research on this specific problem. While the selection of
conducting this research in Saudi Arabia may not be driven by a single explicit reason, the
evaluation of the Extra and Jarir websites serves as a practical case within the e-commerce
sector in general, which is relevant and significant to the Saudi Arabian context. Since
e-commerce plays a crucial role in Saudi Arabia’s Vision 2030, contributing to various
aspects such as economic diversification, job creation, digital infrastructure development,
small and medium-sized enterprises (SME) growth, consumer convenience, and global
competitiveness. We believe that our methodology and results can be applied to other
e-commerce websites in similar contexts. However, through our recommendations and
insights gained from the study, we mainly aim to specifically promote awareness and
understanding of the significance of usability among Saudi websites and to motivate them
towards enhancing the overall user experience.
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The paper is organized as follows. Section 2 sheds light on relevant concepts and
reviews the previous related studies, while Section 3 shows the followed research method-
ology. Section 4 analyzes the results of the study. Section 5 presents the experimental
results. Section 6 discusses the findings. Section 7 displays the recommendations. Finally,
Section 8 concludes the research with the limitations and presents future research.

2. Literature Review
2.1. Usability

Usability means the ease of using an interface [10], how friendly the application is in
meeting users’ requirements, flexibility, and controllability of the application [7]. Usability
is a vital component for electronic businesses [23]. It is essential to collect and analyze the
user’s feedback on particular design elements that prevent or motivate users to behave
in a certain way [24]. In general, assessing the usability of interfaces is a central and
essential part of human–computer interaction (HCI) development [25,26]. Therefore, it
has become a vital component for the success of various applications. According to ISO
9421-11, usability is defined as “The extent to which a product can be used by specified
users to achieve specified goals with effectiveness, efficiency, and satisfaction in a specified
context of use” [27]. The ISO definition refers to three attributes, namely, effectiveness,
efficiency, and satisfaction. Effectiveness describes completeness and how accurate the
process is of accomplishing particular goals [5]. Effectiveness shows whether users are
able to complete a task within a specified time [28], and the webpage is judged to have
poor usability if the task cannot be completed within this time, hence, it does not meet the
design specifications [29]. For websites, the effectiveness measures include the percentage
of successfully completed tasks, error rates, placement accuracy, ratio of correct to retrieved
information, the ability of users to recall information from the webpage, completeness,
quality of outcomes, and capability of understanding information from the interface [30].
When it comes to efficiency, it depends on the resources required to achieve goals [4]. It
is an important aspect when measuring usability in regular usability testing that inves-
tigators compare products by recording the time each task takes to be completed [31].
However, efficiency and effectiveness include more than just task completion time and
success; consequently, studies have also developed task difficulty ratings as measures of
efficiency [32]. Satisfaction is the acceptability and comfortability of use [5]. To measure
participants’ satisfaction, a range of validated and standardized usability surveys exist.
For instance, the questionnaire for UI satisfaction [33], the system usability scale (SUS) [34],
and the Single Ease Question (SEQ) [35].

Since usability is a vital aspect of websites, it is essential to have methods for measur-
ing the appropriateness of the usability level [36]. Usability analysis is performed through
conventional as well as modern methods. However, the conventional measures are not
capable of addressing aspects that the technology-centered applications present. Methods
like observation or questionnaire surveys are not capable of providing direct information
about a user’s cognitive and thinking processes. Such aspects are challenging to evaluate
through such traditional methods [12]. In addition, it is argued that “for different levels
of user performance, different types of information are processed, and users will make
different types of errors. Based on the error’s immediate cause and the information being
processed, usability problems can be classified into three categories. They are usability
problems associated with skill-based, rule-based, and knowledge-based levels of perfor-
mance” [37]. This reflects how detecting usability issues is related to users’ performance
and knowledge. Reaching this point, using measurement techniques for measuring such
aspects and for finding how they influence usability is vital for the successful assessment
of usability to ultimately improve e-commerce websites.

2.2. Usability and E-Commerce

In fact, the quality of an e-commerce website is vital for the success of e-commerce [38,39].
The significance of usability as a quality aspect is even greater in the e-commerce field;
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hence, embedding fundamental usability elements when developing e-commerce websites
is crucial for their success [40]. Despite the growing increase in the e-commerce market
over recent years, the actual convergence from only an online search into a purchase only
occurs through 29% of users due to usability and security issues [41]. This fact, combined
with high business competition, shows the importance for an e-commerce website to test
usability and UX systematically [42]. For users to be satisfied, the absence of errors is
necessary. Users need to identify the product they need easily and conveniently find
what they want to complete their order and make payment with no difficulty [43]. It is
indicated that in cases where a user’s experience was difficult when performing one of the
previously mentioned tasks, it is probable that they leave the website and visit a different
e-commerce website [44]. For that reason, online customer satisfaction is perceived as a key
precursor of e-commerce success, and usability is reported as a key to increasing customer
satisfaction [45]. Consequently, a range of studies has been carried out to test usability with
indications of the need for further evaluation within this domain [12,41,46–48]. By the year
2050, it is expected that all commerce will convert into e-commerce [49]. For Saudi Arabia
in particular, the significant role of e-commerce in websites is obvious through a number of
statistical figures. According to a report from Statista, e-commerce revenue is likely to be
USD 7703 M in 2021. By 2025, in the e-commerce sector, the number of users is expected to
reach 34.5 M users. With a market volume of USD 2495 M, fashion has the biggest share in
the market in 2021 [50].

A study was carried out with the purpose of identifying how effective are usability
testing and heuristic evaluation methods in assessing the usability of e-commerce websites.
To assess and compare these methods, the quantity, severity, and type of usability issues
were detected by each approach. The cost of implementing these approaches was also taken
into account. The findings showed the number and severity level of 44 distinct usability
problem areas that were uniquely detected by either heuristic evaluation or user testing
techniques, as well as common problems that both methods identified and problems that
each method overlooked. The findings revealed that user testing successfully found major
issues in four distinct areas, as well as minor issues in one area. The heuristic evaluation,
on the other hand, indicated minor issues in eight categories and serious issues in three
categories [15].

In the study of [51], the search and scan patterns used by users engaging with a web
interface of education and e-commerce domains were examined. A usability test was
carried out utilizing OGAMA software as an eye-tracking tool to simultaneously capture
and evaluate eye and mouse tracking data from slideshow eye-tracking studies. Fixation
count, fixation length, and length of saccade of each website were considered during the
evaluation period. The findings revealed that an educational-based website met users’
needs better than an e-commerce website because there was less distraction owing to fewer
visuals and pictures. The study proposed that interface designs should be empty of the
presentation of unnecessary ad content and incorporate suitable structuring of navigation
components to help with regard to an improved UX [51].

2.3. Behavioral Measurements Techniques

Behavioral measurement techniques aim to assess the usability of e-commerce websites.
In this sub-section, heuristic evaluation, usability testing, and eye-tracking were explored
in terms of the pros and cons of their effectiveness.

2.3.1. Heuristic Evaluation

Heuristic evaluation is a method for evaluating usability based on expert insights
built mainly on predefined principles. As an engineering method for evaluating usability,
heuristic testing is performed as part of an iterative design process for evaluating and
determining interface design usability issues. It is carried out by a group of evaluators
who evaluate the interface based on standard usability principles called heuristics [52].
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In heuristics’ evaluation, the UI is assessed based on the opinions of several evaluators
who observe an interface to decide on the upwards and downwards direction [53].

Heuristic evaluation has some advantages as well as disadvantages. With the help of
heuristic evaluation, researchers find more problems than with other usability evaluation
methods [54]. For instance, it is claimed that heuristic evaluation addressed 72% of prob-
lems, whereas user testing found only 10% and 18% of the problems that were mutual to
both [15]. It is a relatively cheap and fast method of evaluation [55].

On the other hand, there are several concerns that must be considered when using
heuristic evaluation. One such concern pertains to the limited scope of the predefined
heuristics or guidelines, which may result in the identification of only a subset of usabil-
ity issues. Another concern that demands attention is the subjectivity of evaluators, as
different evaluators may identify distinct issues or rate the severity of issues differently.
Moreover, the absence of user feedback may impede the ability of heuristic evaluation
to capture all usability issues. The efficacy of the evaluation is also contingent upon the
expertise of the evaluators, which could pose a challenge if inexperienced evaluators are
enlisted. Furthermore, heuristic evaluation may be a time-consuming and costly endeavor,
particularly if multiple evaluators are involved. Lastly, heuristic evaluation may not be
suitable for all types of user interfaces, such as those that necessitate specialized domain
knowledge or entail complex interactions.

Despite these concerns, heuristic evaluation can still be a valuable method for evaluat-
ing usability, particularly when employed in conjunction with other methods, such as user
testing. Therefore, it is imperative to take these concerns into account when utilizing heuris-
tic evaluation and to supplement it with other methods to obtain a more comprehensive
evaluation of usability.

2.3.2. Usability Testing

Usability testing is a technique of testing the functionality of digital products, applica-
tions, or websites, by observing actual users as they seek to complete assigned tasks [13].
To gain information about the cognitive processes of users, the test participants are usually
requested to think aloud while performing the test tasks. Traditional usability testing
involves predefined test tasks where the environment of the test is controlled.

Usability testing has some advantages as well as disadvantages. The advantages of
usability testing include reasonably affordable costs and quick results. Usability testing
could reveal problems that other methods could not [56]. However, some researchers also
believe that usability testing is not affordable to establish, entails more time for planning
and organizing, and involves the expense of incentivizing and recruiting participants from
target users [57]. Furthermore, a usability test is helpful in addressing usability in terms of
performance, but it is not capable of finding the causes that represent bedrock information
for the design development [58].

2.3.3. Eye Tracking

Eye tracking is defined as “the recording and study of eye movements when following
a moving object, lines of text, or other visual stimuli; it is used as a means of evaluating and
improving the visual presentation of information” [59]. An eye-tracking device records
the movements of users’ eyes, and computer software analyzes how the gaze changes [48].
Eye-tracking tools help researchers register the required time for a task to be completed as
well as analyze the first fixation duration and fixation time [29].

In eye-tracking research, what the user looks at and the relevant mental processes are
linked with the user’s gaze. Perceptions of visual appeal are expressed through analyzing
how users look at websites. This is achieved through various variables of gaze that are
used to interpret the visual aesthetics’ perception. Standard measures of eye-tracking based
on cognitive load comprise a duration of fixations, pupil diameter, and saccadic length and
speed [60]. When the eye is focused on a particular point on the screen, fixations occur and
are collected as x and y coordinates [61]. When the eye moves from one fixation to the next
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fixation, saccades happen. Scanpaths are then composed of consecutive combinations of
fixations and saccades. The output of the eye tracker may be a heatmap and eye movement
trajectories. The heatmap depends on fixation counts or fixation duration [61].

As with other evaluation methods, eye tracking has advantages and disadvantages.
Eye tracking provides more information that helps in a deeper understanding of the causes
of usability problems [58]. It also provides mental process-related information and reli-
able data because users focus their attention on where they are looking [62]. It is also
easy to collect the data with no sacrifice of the study’s ecological validity. It provides a
better understanding of how the interaction happens through linking apparent events
like clicking, typing, and scrolling with the attentional mental process’s information [63].
Thus, it could be used to develop possible guidelines for fostering usability [58]. An addi-
tional advantage is the variety of ways and measures that the eye-tracking tool represents
to researchers (and hence a multitude of measures) researchers can use to examine their
data [64]. The eye-tracking methodology allows researchers to gather actual quantitative
data: fixations, regressions, and saccades [65]. These data reveal attracting or distracting
items on the web page, revealing indications about distinct user search strategies [61].

However, with the ubiquity of eye tracking in usability research, it is essential to
make sure that the methodology is used appropriately, ensuring the validity of research
outcomes [64]. One drawback of eye-tracking research is the consideration that the gaze
dot or cursor on the screen refers accurately to where a user is looking. Like other types
of measurement devices, eye-trackers are prone to measurement errors, which in turn
influence data interpretation [64]. Furthermore, in eye-tracking research, it is not possible
to justify why a user fixates on a particular spot on a website [66]. In addition, the cost
and the obstruction to the users are reported as issues when testing usability using eye-
trackers [26].

2.4. Recent Research Studies

Several studies in the literature have examined the effectiveness and efficiency of
usability testing, heuristic evaluation, and eye-tracking in different contexts. Maguire and
Isherwood [57] compared the usability testing and heuristic evaluation in terms of efficiency
and effectiveness for two different websites. The outcomes demonstrated that usability
testing required less time to complete and underlined slightly more severe problems on
average than heuristic evaluation. However, heuristic evaluation surpassed usability
testing in terms of the identified number of problems and identification rate, and therefore
it is perceived as more effective and efficient. In fact, each method complements the other
due to the advantages of each method. Nevertheless, the study had a relatively small
sample size, potentially limiting the generalizability of the findings. Building on this
research, Fu et al. [37] conducted a study comparing heuristic evaluation and usability
testing. Their research demonstrated that heuristic evaluation, relying on human experts,
was more successful in identifying usability issues related to rule- and skill-based levels
of performance. On the other hand, usability testing proved more effective in identifying
issues associated with knowledge-based level of performance. Essentially, this finding
underscores the importance of considering different evaluation methods based on the
specific performance aspects being assessed. However, it is worth mentioning that the
number of participants in the user testing were equal to the expert testing in this study,
and the higher number of participants may have produced different outcomes for the
usability testing. In [15], a comparison of usability evaluation methods is presented for
evaluating e-commerce websites. It was found that the user testing and heuristic evaluation
are both effective methods for evaluating the usability of e-commerce websites, with user
testing being better at identifying major problems and heuristic evaluation being better at
identifying minor problems.

While the abovementioned studies contribute to the understanding of usability test-
ing and heuristic evaluation, other studies in the literature have also investigated and
incorporated the eye-tracking approach in diverse contexts. In [18], eye tracking was
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used to analyze the usability of the Algebra Nation website, revealing important rela-
tionships between eye movement metrics and task difficulty ratings and completion time.
Najjar et al. [48] further utilized both eye tracking and task-based testing to evaluate the
usability of an arranged layout for an Arabic software keyboard. The study assessed the
effectiveness, efficiency, and satisfaction using objective and subjective measures. However,
the study also acknowledged limitations concerning the adoption of the arranged keyboard
layout by users, raising questions about its effectiveness in real-world scenarios. In another
study, Ritthiron and Jiamsanguanwong [58] combined the use of an eye-tracking device and
usability testing to evaluate the usability of a library website. They included seven activity
tasks and utilized the Tobii Pro X2-30 eye-tracker, sourced from Tobii AB, a company based
in Stockholm, Sweden, to track participants’ eye movements. Although an in-depth analy-
sis of qualitative data obtained from the eye-tracking device and think-aloud technique was
conducted and resulted in identifying the causes of usability problems, the findings of this
study were not assessed in comparison to relevant works. Moreover, the implementation
of improvement guidelines was not thoroughly addressed in this study.

In respect of the usability of web platforms, Flores-Sánchez et al. [65], Bojko [63],
and Kaysi and Topaloǧlu [67] have highlighted the importance of utilizing behavioral
measurement techniques for evaluating the usability of web platforms and information
systems. Flores-Sánchez et al. [65] employed eye-tracking and survey techniques to assess
a student web platform, finding no correlation between eye-tracking data and usability
survey data. The survey technique was reported as a weak approach. However, additional
exploration is required to draw more concrete conclusions. Specifically, a heatmap could
also be generated and incorporated for eye-tracking experiments to offer a more compre-
hensive understanding of user interactions. On the other hand, Bojko [63] compared the
ease of locating and mental processing of major tasks between a proposed website design
and the original design using eye tracking, click accuracy, and task time as performance
measures. In particular, eye tracking successfully reported errors and helped in identifying
the superiority of one design over the other. However, it is worth noting that the cost associ-
ated with implementing this method may necessitate a thorough analysis, especially when
applying eye tracking across multiple interfaces. Further, Kaysi and Topaloǧlu [67] focused
on eye tracking to evaluate usability improvements in a student information system. Their
findings led to the development of a new system interface that reduced task completion
time. However, it should be noted that the tasks employed in this study were of a similar
nature and did not encompass scenarios that could potentially introduce exceptions or
challenges, such as uploading lecture notes or publishing a quiz.

3. Research Methodology

The procedural steps of the research methodology are lucidly illustrated in Figure 1,
and discussed in the following subsections.

3.1. Websites Selection

The websites were selected based on a combined approach of criteria and ranking.
Therefore, the criteria for selecting the websites were Saudi websites belonging to the same
domain of selling electronic devices. In addition, the two websites were ranked among the
top-ranked websites concerning revenue [68]. According to the criteria, the Jarir and Extra
websites were the outcome of the selection process [69,70].
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3.2. Test Procedure
3.2.1. Measures

The metrics used were task success, error number, task time, number of fixations,
average of fixation duration, heatmaps, area of interest (AOI), time to first fixation (TTFF),
spent time, revisit, and (SEQ). The aim of using these measures was to measure the web-
site’s usability, effectiveness, efficiency, and satisfaction to show an insight into the user’s
behavior. Table 1 shows each metric definition.

Table 1. Metrics Definitions.

Metrics Explanation

Task Success (Effectiveness)
This includes the measures of whether the users completed the tasks or not. Hence, this
involves identifying the number of correct tasks and the number of tasks not completed
within a specific duration or the tasks the users gave up on completing.

Number of Errors (Effectiveness) This captures the errors made by a user during the process of completing a task or finding a
solution to it.

Task Time (Efficiency) This measure depicts how long users took to complete the tasks.
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Table 1. Cont.

Metrics Explanation

Number of Fixations This measures the number of fixations that the user made in the interface to perform the
assigned task.

Average of Fixation Duration This determines how long the average fixation lasted and can be calculated for individuals
or groups.

Heatmap This provides metrics for data visualization that indicate how the user viewed and interacted
with the page.

AOI This is a tool for selecting parts of a presented stimulus and extracting metrics for those
regions only.

TTFF This points out how long it took a user (or all users on average) to look at a certain AOI after
the stimulus was shown.

Spent Time This determines how much time the users spent looking at a certain AOI.

Revisits The number of revisits indicates how many times a user’s gaze was drawn back to a specific
area within an AOI.

SEQ (Satisfaction) This measures how difficult users found a task by using a 7-point rating scale.

3.2.2. Evaluators and Participants

In heuristic evaluation, a group of three to five evaluators can detect 65–75% of
usability issues, based on [52]. Therefore, three expert evaluators were assigned to the
heuristic evaluation. The checklist of the heuristic evaluation was conducted using the
10 usability heuristics proposed by Jakob Nielsen’s 10 general principles for interaction
design [52]. The heuristic evaluation involves four phases: (1) individual work—each
evaluator individually names possible problems with the website; (2) teamwork—all the
evaluators engage in teamwork in coordination that is led by a supervising evaluator
to address all the problems and create one list of problems; (3) individual work—each
evaluator determines the frequency and its related severity; (4) teamwork—the averages
of frequency and severity are estimated to rank all the listed problems. In this way, more
attention is given to the more serious problems to be resolved [47].

In usability testing and eye-tracking, according to the past literature, five users will find
over 80% of the usability problems [71]. Therefore, five different participants performed
usability testing for each website. The usability testing technique was used to obtain
quantitative and qualitative data about test participants’ performance when they performed
the tasks during a usability test. All participants received introduction and instruction
sheets in addition to a consent and withdrawal form. Once the participants signed the
consent form, a schedule and timing of the test session were designed, and they were
notified accordingly. Twenty users were selected: five users for usability testing and five
users for the eye-tracking method for each website. The experiment was conducted with
users with upper-intermediate English and computer skills, and of different demographic
characteristics, such as gender, age, and education level, as shown in Table 2. All the
addressed problems were rated based on the severity rating scale; severity rating is a scale
for ranking the usability problems by the observer and expert evaluators. Therefore, this
research applied a rating scale of 0–4, as described by [52].
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Table 2. Users’ demographics.

Category Number

Gender
Male 8
Female 12

Age
20–29 years old 12
30–39 years old 5
40–49 years old 3

Academic Level
Bachelor’s 14
Master’s 6

3.2.3. Tools

1. Google Forms: this was used to design the SEQ questionnaire and collect data
from users.

2. Microsoft Excel version 16.73: Microsoft Excel was used to analyze and visualize
the data.

3. Eye-Tracking Tool: RealEye version 10.0 is an online platform with webcam eye tracking.

3.2.4. Tasks

Four common tasks were selected for the two websites. The users were required to
perform these tasks.

Task 1: Find the total price for an LG 55-inch, 4K ULTRA HD Nano Cell LED Smart TV,
black color.
Task 2: Compare the price of (Nikon D3500 DSLR Camera) and (Canon EOS 4000D (NIS)
DSLR Camera) to determine which one is cheaper.
Task 3: Add Eufy RoboVoac G10 Hybrid Robotic Vacuum Cleaner to the cart, white color.
Task 4: Write down the telephone number of customer support.

4. Data Analysis

This section aims to show the followed procedures and findings of the experiments of
the behavioral measurements techniques for the Extra and Jarir websites.

4.1. Heuristic Evaluation Analysis

Three experts were selected according to their experiences with UI/UX and heuristic
evaluation. They were reached through e-mail and furnished with the three attachment files.
The introductory file included the welcome message and the purposes of this research. The
second and third files were evaluation forms for the Jarir and Extra websites that included
the process of heuristic evaluation, Nielsen’s 10 general principles with a description of
each one, and severity rating. Each expert spent 2 days before submitting the report for
each website. Then, the provided problems with severity ratings were aggregated in one
file. In total, the experts identified 50 usability issues, where 24 of the discovered issues
were for the Extra website, and 26 of the issues were for the Jarir website.

A detailed quantitative analysis of the Extra and Jarir websites based on the heuristic
evaluation was demonstrated. For each heuristic principle, a list of usability issues found
per each severity score was provided. For a comprehensive estimation, a calculation was
conducted on a weighted score for each principle by multiplying the number of usability
issues per severity by the severity score to achieve. The total sum of these values for each
heuristic principle was also calculated. The average severity score for each principle was
calculated, and the results were rounded up. The higher the average severity scores, the
more severe the usability problems. The following sub-sections present the analysis for
both websites.
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4.1.1. Heuristic Evaluation Analysis for Extra Website

Table 3 shows the average and frequency of the severity of problems based on the
principles of heuristic evaluation for the Extra website.

Table 3. Heuristic evaluation for Extra website.

Heuristic Evaluation Principle
Severity

Frequency Average Severity
1 2 3 4

Visibility of system status 0 2 1 0 3 2: Minor problem

Match between the system and real world 0 1 1 0 2 3: Major problem

User control and freedom 0 1 2 1 4 3: Major problem

Consistency and standards 2 0 1 2 5 3: Major problem

Error prevention 0 2 0 0 2 2: Minor problem

Recognition rather than recall 1 1 1 0 3 2: Minor problem

Flexibility and efficiency of use 0 0 1 1 2 4: Catastrophic problem

Aesthetic and minimal design 0 0 2 0 2 3: Major problem

Help users recognize, diagnose,
and recover from errors. 0 0 0 0 0 N/A

Help and documentation 0 0 0 1 1 4: Catastrophic problem

Total
Frequency 3 7 9 5 24

% 13.64 31.82 40.91 22.73

In an initial evaluation, it was noted that nine problems (40.91% of total identified
problems) were major, seven problems (31.82%) were minor, five problems (22.73%) were
catastrophic, and three problems (13.64%) were merely cosmetic. Regarding individual
principles, “flexibility and efficiency of use” and “help and documentation” resulted in
average severity scores of 4 (catastrophic problem). Following that, “match between
the system and real world”, “user control and freedom”, “consistency and standards”,
and “aesthetic and minimal design” resulted in average severity scores of 3 (major prob-
lem). “Visibility of the system status”, “error prevention”, and “recognition rather than
recall” resulted in average severity scores of 2 (minor problem). Despite the identified
usability issues, no issues were found in “help users recognize, diagnose, and recover
from errors”.

Major usability issues for the Extra website included vague system performance and
unclear status. For instance, no UI change occurred when a user clicked on a menu item.
Thus, the user was unable to know on which page they were. In addition, it was reported
that the Extra website does not support smart search and spelling checks as users are not
expected to recognize model numbers and items’ full names.

4.1.2. Heuristic Evaluation Analysis for Jarir Website

Table 4 shows the average and frequency of the severity of the problems based on the
principles of heuristic evaluation for the Jarir website.

For the Jarir website, the initial evaluation showed that nine problems (34.62% of
total identified problems) were minor, seven problems (26.92%) were major, five problems
(19.23%) were catastrophic, and five problems (19.23%) were merely cosmetic. Regarding
individual principles, “help users recognize, diagnose, and recover from errors” and
“help and documentation” resulted in average severity scores of 4 (catastrophic problem).
Following that, “match between the system and real world”, “user control and freedom”,
“recognition rather than recall”, and “flexibility and efficiency of use” resulted in average
severity scores of 3 (major problem). “Visibility of the system status”, “consistency and
standards”, “error prevention”, and “aesthetic and minimal design” resulted in average
severity scores of 2 (minor problem) average severity score.
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Table 4. Heuristic evaluation for Jarir website.

Heuristic Evaluation Principle
Severity

Frequency Average Severity
1 2 3 4

Visibility of system status 1 2 1 1 5 2: Minor problem

Match between the system and real world 1 0 0 1 2 3: Major problem

User control and freedom 0 2 2 0 4 3: Major problem

Consistency and standards 1 1 2 0 4 2: Minor problem

Error prevention 0 1 0 0 1 2: Minor problem

Recognition rather than recall 0 0 1 0 1 3: Major problem

Flexibility and efficiency of use 0 1 1 0 2 3: Major problem

Aesthetic and minimal design 2 2 0 1 5 2: Minor problem

Help users recognize, diagnose, and
recover from errors. 0 0 0 1 1 4: Catastrophic problem

Help and documentation 0 0 0 1 1 4: Catastrophic problem

Total
Frequency 5 9 7 5 26

% 19.23 34.62 26.92 19.23

Among the notable usability issues for the Jarir website was the limitation in user
controls, such as the number of items in an order. The user could only order up to
20 instances of certain items using a drop-down menu to select a quantity. The user had to
scroll down to reach the required number and was unable to simply type it. On other items,
the user could only order one instance. Jarir also does not include basic error prevention
functions, such as input validation. For instance, an expert provided an invalid phone
number. However, the website did not show an error message or a notification.

4.2. Usability Testing Analysis

This section presents the data analysis of the usability testing technique of the selected
websites. The usability analysis utilized multiple metrics: task success rate, task time, and
error number. In addition, this section demonstrates the usability issues for each website.

4.2.1. Usability Testing Analysis for Extra Website

• Task Success Metrics

The percentage of success and failure of all four tasks is shown in Figure 2. Three
users were able to complete Tasks 1, 2, 3, and 4 without any help, while one user needed
help with Task 2, and one user failed to complete Task 3. Most of the users struggled to
finish Task 2 because they were unable to find the “Compare” button. They completed the
task by manually comparing the product price. Participant (P1) was unable to complete
Task 3; she added the wrong item to the cart.

• Task Time Metrics

The average task time of each task was calculated as shown in Figure 3. The users
demonstrated a short time on Task 4 compared to the others. Tasks 1, 2, and 3 took a long
time. Task 2 took the longest time, and its average time was 175.4 s because users were
searching for similar products to add to a comparison list, but they could not find the
“Compare” button. They again needed to go back and search for similar products that they
wanted to compare, and then they had to compare products manually.
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• Error Number Metrics

After observing the users and analyzing their performance while implementing the
four tasks, as shown in Figure 4, the errors were most frequent in Task 2 followed by Task
3 and Task 1. Most participants committed errors with Task 2. They selected the wrong
product for comparison because the search option showed irrelevant products. Some
participants selected different product colors first and then found the correct product color
in Task 1 and Task 3.
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Considering all users and tasks, the overall success rate for the Extra website was 92.5,
which (according to [72]) was above the average completion rate of 78%. The minimum
average completion score across all tasks was 80%, which was also above the average
completion rate of 78%. The total number of errors was 11, corresponding to 0.55 per task,
which was less than 0.7, the average number of errors per task.

• Discovered Usability Issues

Table 5 shows the identified usability issues and severity ratings for the Extra website.
The usability issues pointed out problems related to effectiveness and efficiency.

Table 5. Identified usability issues for Extra website.

Usability Problems Severity Rating

1 While users search for a product in the search bar, the website does not show
auto-suggestions and suggestions are wrong, which makes searching difficult for users. 3: Major problem

2 Filter options are not available on the product details page, so it is difficult for the users to
change the color of the product. 2: Minor problem

3 New update notifications are popping up unnecessarily and blocking the most important
function of the page, which is annoying for users to complete their goals on the website. 1: Cosmetic problem

4 Some of the categories and products have compare options, while others do not. 4: Catastrophic problem

5
When users are trying to compare a product with other similar products, there is no
“Compare” feature available on that page. Users need to compare products manually,
which takes a long time. Also, there are no similar products available to compare on the page.

3: Major problem

4.2.2. Usability Testing Analysis for Jarir Website

• Task Success Metrics

The percentage of success and failure of all four tasks is shown in Figure 5. One
user was able to complete Tasks 1–4 without any help, while two users needed help with
Tasks 1–3, two users failed to complete Tasks 1–3. All users completed Task 4. Users were
unable to change the product color in Tasks 1 and 3, which led them to not completing the
tasks. Most of the users struggled to finish Task 2 because they were unable to find the
comparison list.
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Figure 5. Task success of Jarir website.

• Task Time Metrics

The average task time of each task was calculated as shown in Figure 6. The users
demonstrated a short time on Task 3 compared to others. Tasks 2, 1, and 4 took a longer
time. Task 2 took the longest time, and its average time was 186.6 s, because users were
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searching for similar products to add a comparison list after clicking on the “Compare”
button, but then they could not quickly find a comparison list in a visible place.
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Figure 6. Task time of Jarir website.

• Error Number Metrics

After observing the users and analyzing their performance while implementing the
four tasks, as shown in Figure 7. The errors were most frequent in Task 2 followed by Tasks
1, 4, and 3. Most participants committed errors in Task 2. They selected the wrong product
for comparison because the search option showed irrelevant products. Some participants
selected different products color first and then found the correct product color in Task 1 and
Task 3. One user made four errors in Task 4 because he did not quickly find the telephone
number of Customer Support.
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Figure 7. Error number rate of Jarir website.

Considering all users and tasks, the overall success rate of the Jarir website was 75%
which (according to [72]) was less than the average completion rate of 78%. The minimum
average completion score across all tasks was 50%, considerably less than the average
completion rate of 78%, indicating a major usability issue in the corresponding task, which
was comparing items. The total number of errors was 19, which corresponded to 0.95 per
task, more than 0.7, the average number of errors per task in the literature.

• Discovered Usability Issues: Table 6 shows the identified usability issues and the
severity rating for the Jarir website. The usability issues pointed out problems related
to effectiveness and efficiency.
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Table 6. Identified usability issues for Jarir website.

Usability Problems Severity Rating

1 While users search for a product in the search bar, the website does not show auto-complete
suggestions properly, which makes searching difficult for users. 3: Major problem

2 Filters options are not available on the product details page. Therefore, it is difficult for the
users to change the color of the product. 2: Minor problem

3 New update notifications block the “Compare” function, so users are searching for a
“Compare List” button on the page. 1: Cosmetic problem

4 There are no similar products available to compare on the page. 2: Minor problem

4.3. Eye-Tracking Analysis

This section covers the usability analysis using eye tracking for both the Extra and
Jarir websites. The experiment was carried out using Realeye.io, an online platform that
offers subscription-based eye-tracking analysis. Using the platform, five participants per
website performed the same tasks mentioned in Section 4.3. While attempting to perform
the tasks, the participants’ fixation number, average fixation duration, TTFF, spent time,
AOI, revisits, and heatmaps were recorded.

The heatmap is a method for data visualization that indicates how the user views and
interacts with a page, where red points to hot areas on which the user focuses and blue
represents cold areas that receive very little attention. In terms of usability, a hot area could
also indicate elements that are difficult to process. The same applies to fixations: while a
long fixation could indicate a very interesting target, it could also indicate that the user could
not immediately figure out the point of the element or had difficulty extracting information.

The analysis was carried out in three stages:

1. An overall evaluation of the website during user browsing: in this stage, an exami-
nation was conducted on the total time spent on tasks, the average fixation duration
during tests, and the overall number of fixations and revisits.

2. Task-specific areas of interest: in this stage, an examination was also conducted on the
above-mentioned metrics for certain areas of interest as shown in Table 7.

3. Other non-task-related findings: in this stage, user behavior on the website was
examined and provided an analysis based on their behavior and feedback.

Table 7. Areas of interest per task.

Task Objective Areas of Interest

1 Locating an item
• Search bar
• Main menu
• Item price and description

2 Comparing items

• Search bar
• Main menu
• Compare button
• Item card

3 Adding an item to the cart
• Search bar
• Main menu
• Add to Cart button

4 Finding support number • Upper menu
• Footer
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4.3.1. Extra Website

• Overall Evaluation of Extra Website

On average, the participants spent 450 s performing tasks (7.5 min), of which 214 s
(3.6 min) were spent fixating on elements. The nature of tasks and participant behavior dur-
ing experiments indicated that the reason for the long fixation was the difficulty in locating
what they were looking for. Table 8 shows the overall fixation data for the Extra website.

Table 8. Overall fixation data for Extra website.

Number of
Participants Total Time TTFF Average Fixation

Duration
Number of
Fixations Spent Time Revisits

Participant 1 370 s 1.72 s 0.39 s 601 230 s 61

Participant 2 474 s 0.86 s 0.32 s 583 187 s 48

Participant 3 490 s 0.76 s 0.34 s 610 208 s 84

Participant 4 460 s 0.9 s 0.37 s 598 220 s 64

Participant 5 454 s 0.7 s 0.3 s 757 226 s 57

Average 450 s 1 s 0.34 s 630 214 s 63

• Task-Specific Evaluation of Extra website

◦ Task 1

Table 9 shows a considerable number of fixations and a significant number of revisits
to major areas of interest, mainly the search bar and main menu. The relatively long fixation
time of the search bar was due to a lack of smart search; some users had to type and retype.
On the other hand, the high number of fixations of the item price and description was due
to active search; before users committed to the task, their eyes roamed all over the item
image, description, and primary features to ensure they had the right item.

Table 9. Fixation data for Task 1.

TTFF Average Fixation Duration Number of Fixations Spent Time Revisits

Search bar 2.23 s 0.3 s 36 11 s 17

Main menu 1.14 s 0.25 s 31 8 s 23

Item price and description 0.2 s 0.26 s 51 13.5 s 26

The users had two ways to locate the element: either by typing the name or by
searching through categories. Users who attempted to type the name had a problem
without an auto-complete functionality, which led to users having to type the full name.

Figure 8 shows an aggregated heatmap for all users during Task 1; the main hot areas
included the left side of the search bar and the area of the drop-down menu on which users
expected to find smart suggestions.

On the other hand, users who searched through the categories had difficulty with
the menus disappearing with any slight movement of the mouse. Figure 9 shows users
searching for items using menu categories; users kept flicking back to the source menu due
to the disappearance of submenus.



Future Internet 2023, 15, 365 18 of 35

Future Internet 2023, 15, x FOR PEER REVIEW 18 of 36 
 

 

The users had two ways to locate the element: either by typing the name or by search-
ing through categories. Users who attempted to type the name had a problem without an 
auto-complete functionality, which led to users having to type the full name. 

Table 9. Fixation data for Task 1. 

 TTFF Average Fixation Duration Number of Fixations Spent Time Revisits 
Search bar 2.23 s 0.3 s 36 11 s 17 
Main menu 1.14 s 0.25 s 31 8 s 23 
Item price and description 0.2 s 0.26 s 51 13.5 s 26 

Figure 8 shows an aggregated heatmap for all users during Task 1; the main hot areas 
included the left side of the search bar and the area of the drop-down menu on which 
users expected to find smart suggestions. 

 
Figure 8. Aggregated heatmap for search bar—Task 1. 

On the other hand, users who searched through the categories had difficulty with the 
menus disappearing with any slight movement of the mouse. Figure 9 shows users search-
ing for items using menu categories; users kept flicking back to the source menu due to 
the disappearance of submenus. 

 
Figure 9. Aggregated heatmap menu and categories—Task 1. 

 

Figure 8. Aggregated heatmap for search bar—Task 1.

Future Internet 2023, 15, x FOR PEER REVIEW 18 of 36 
 

 

The users had two ways to locate the element: either by typing the name or by search-
ing through categories. Users who attempted to type the name had a problem without an 
auto-complete functionality, which led to users having to type the full name. 

Table 9. Fixation data for Task 1. 

 TTFF Average Fixation Duration Number of Fixations Spent Time Revisits 
Search bar 2.23 s 0.3 s 36 11 s 17 
Main menu 1.14 s 0.25 s 31 8 s 23 
Item price and description 0.2 s 0.26 s 51 13.5 s 26 

Figure 8 shows an aggregated heatmap for all users during Task 1; the main hot areas 
included the left side of the search bar and the area of the drop-down menu on which 
users expected to find smart suggestions. 

 
Figure 8. Aggregated heatmap for search bar—Task 1. 

On the other hand, users who searched through the categories had difficulty with the 
menus disappearing with any slight movement of the mouse. Figure 9 shows users search-
ing for items using menu categories; users kept flicking back to the source menu due to 
the disappearance of submenus. 

 
Figure 9. Aggregated heatmap menu and categories—Task 1. 

 

Figure 9. Aggregated heatmap menu and categories—Task 1.

◦ Task 2

As depicted in Table 10, in this task, the time to the first fixation was significantly
reduced. The users became more familiar with the position and purpose of the main
elements on the website. The time spent on the search bar was significant due to the user
searching for the first item and then for the second. The main menu was neglected by all
users. All users performed the price comparison by browsing the first item and then the
second. No user was able to detect the “Compare” button; therefore, no data were available
for this element.

Table 10. Fixation data for Task 2.

TTFF Average Fixation Duration Number of Fixations Spent Time Revisits

Search bar 0.03 s 0.29 s 21 6.09 s 17

Main menu 0.1 s 0.13 s 6 0.71 s 1

Compare button N/A N/A N/A N/A N/A

Item card 0.02 s 0.27 s 54 14.35 s 42

As expected, users spent considerable time fixating on item cards and item descriptions
in an attempt to locate a “compare” button, as shown in Figures 10 and 11.



Future Internet 2023, 15, 365 19 of 35

Future Internet 2023, 15, x FOR PEER REVIEW 19 of 36 
 

 

o Task 2 
As depicted in Table 10, in this task, the time to the first fixation was significantly 

reduced. The users became more familiar with the position and purpose of the main ele-
ments on the website. The time spent on the search bar was significant due to the user 
searching for the first item and then for the second. The main menu was neglected by all 
users. All users performed the price comparison by browsing the first item and then the 
second. No user was able to detect the “Compare” button; therefore, no data were availa-
ble for this element. 

Table 10. Fixation data for Task 2. 

 TTFF Average Fixation Duration Number of Fixations Spent Time Revisits 
Search bar 0.03 s 0.29 s 21 6.09 s 17 
Main menu 0.1 s 0.13 s 6 0.71 s 1 
Compare button N/A N/A N/A N/A N/A 
Item card 0.02 s 0.27 s 54 14.35 s 42 

As expected, users spent considerable time fixating on item cards and item descrip-
tions in an attempt to locate a “compare” button, as shown in Figures 10 and 11. 

 
Figure 10. Users fixating on the item card to Locate a compare button. 

 
Figure 11. Users’ fixation on the item description page to locate a compare button. 

o Task 3 
As shown in Table 11, users became adept at using the website. They focused on the 

search bar immediately and spent little time fixating on the task. Despite the simplicity of 
this task, the users faced an issue. When scrolling through search results, the cards did not 

Figure 10. Users fixating on the item card to Locate a compare button.

Future Internet 2023, 15, x FOR PEER REVIEW 19 of 36 
 

 

o Task 2 
As depicted in Table 10, in this task, the time to the first fixation was significantly 

reduced. The users became more familiar with the position and purpose of the main ele-
ments on the website. The time spent on the search bar was significant due to the user 
searching for the first item and then for the second. The main menu was neglected by all 
users. All users performed the price comparison by browsing the first item and then the 
second. No user was able to detect the “Compare” button; therefore, no data were availa-
ble for this element. 

Table 10. Fixation data for Task 2. 

 TTFF Average Fixation Duration Number of Fixations Spent Time Revisits 
Search bar 0.03 s 0.29 s 21 6.09 s 17 
Main menu 0.1 s 0.13 s 6 0.71 s 1 
Compare button N/A N/A N/A N/A N/A 
Item card 0.02 s 0.27 s 54 14.35 s 42 

As expected, users spent considerable time fixating on item cards and item descrip-
tions in an attempt to locate a “compare” button, as shown in Figures 10 and 11. 

 
Figure 10. Users fixating on the item card to Locate a compare button. 

 
Figure 11. Users’ fixation on the item description page to locate a compare button. 

o Task 3 
As shown in Table 11, users became adept at using the website. They focused on the 

search bar immediately and spent little time fixating on the task. Despite the simplicity of 
this task, the users faced an issue. When scrolling through search results, the cards did not 

Figure 11. Users’ fixation on the item description page to locate a compare button.

◦ Task 3

As shown in Table 11, users became adept at using the website. They focused on the
search bar immediately and spent little time fixating on the task. Despite the simplicity of
this task, the users faced an issue. When scrolling through search results, the cards did not
contain an “Add to Cart” button. The following heatmap shows how after the product was
identified, the users searched for an “Add to Cart” button on the right side of the page but
found none, as shown in Figure 12. For a regular buyer or an experienced user, this could
be frustrating. All users had to access the full page before they could add the item to the
cart. Furthermore, using a financing service should be an option, not a compulsory path.
When adding an item to the cart, the users were greeted with the financing service banner.
This could be avoided by using a separate button for users who wished to simply buy the
item and those who wished to apply for financing services.

Table 11. Fixation data for Task 3.

TTFF Average Fixation Duration Number of Fixations Spent Time Revisits

Search bar 0.01 s 0.15 s 2 0.3 s 0

Main menu 0.03 s 0.22 s 9 1.96 s 6

Add to cart button 0.2 s 0.3 s 6 1.81 s 2
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◦ Task 4

Table 12 shows the fixation data for the final task for the Extra website. The users were
able to detect the support number easily on the footer, which was the first location to search
for all users, with only one fixation and no revisits. The heatmap is shown in Figure 13.

Table 12. Fixation data for Task 4.

TTFF Average Fixation Duration Number of Fixations Spent Time Revisits

Upper Menu and/or footer 0.4 s 0.18 s 1 0.18 0
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• Eye Tracking Discovered Usability Issues

Table 13 shows the identified usability issues using eye tracking and the severity rating
for the Extra website. The usability issues pointed out problems related to user behavior.

• Non-Task-Related Observations

In addition to the tasks, a further analysis was conducted on the user behavior while
browsing the website, and the findings are as follows:

1. In general, following gazes and fixations, users did not pay attention to the main
banner on the home page, despite its considerable size and central position. This is
due to either their focus on the tasks or the banner’s inability to catch users’ attention
while browsing.

2. User scan paths were regressive, tracing back and forth between certain areas on
the page. This is an indicator of search inefficiency. Unfortunately, a dedicated
eye-tracking system, rather than software, is required to generate an accurate analysis.
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Table 13. Eye-tracking identified usability issues for Extra website.

Indicator Usability Issue Severity Rating

1 • Number of overall fixations is high.
• Long scan path. Sub-optimal layout that causes inefficient search. 3: Major problem

2 Long fixations. The user has difficulty extracting information or
locating elements of interest. 3: Major problem

3 Scan path transition between areas. Search uncertainty due to interface design. 2: Minor problem

4 Users failed to complete the second task. Comparison functionality is not available in item
cards and during search. 3: Major problem

5 Users spent too much time gazing/fixating on
the menu and search bar.

• Auto-suggestion and smart search features
are lacking.

• The menu disappears suddenly
while browsing.

2: Minor problem

6
The financing service banner appears whenever
an item is added to cart even if the user did not
request for it.

Using a financing service should be optional and
separate from the Add to Cart function. 1: Cosmetic problem

4.3.2. Jarir Website

• Overall Evaluation of Jarir Website

As shown in Table 14, the participants spent 408 s on average performing tasks
(6.8 min), of which 195 s (3.25 min) were spent fixating on elements. The nature of tasks
and participant behavior during experiments indicated that the reason for the long fixation
was the difficulty in locating what they were looking for. Interestingly, the average time to
first fixation was 2 s, which is relatively high. This is due to the extensive set of banners all
over Jarir’s homepage. The user gazed through colors and images without focusing on an
item that stood out.

Table 14. Overall fixation data for Jarir website.

Number of
Participants Total Time TTFF Average Fixation

Duration
Number of
Fixations Spent Time Revisits

Participant 1 600 s 1.3 s 0.41 s 1011 412 s 89

Participant 2 324 s 1.91 s 0.3 s 484 146 s 21

Participant 3 287 s 0.78 s 0.32 s 470 149 s 65

Participant 4 401 s 2.8 s 0.27 s 511 139 s 60

Participant 5 428 s 3.1 s 0.29 s 443 128 s 49

Average 408 s 2 s 0.32 s 584 195 s 57

• Task-Specific Evaluation of Jarir Website

◦ Task 1

As per Table 15, the TTFF for the main menu was considerably less than the TTFF for
the search bar. In fact, most users attempted to locate the item using the main menu due to
its colorful design and clear, inviting labels in contrast with the barely visible, grey search
bar. However, the menu categories were very complicated and similar, which resulted in
longer task times, longer fixations, and considerably more revisits. Figure 14 shows Jarir’s
menu heatmap with hot areas around the path to locate the required TV set.
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Table 15. Fixation data for Task 1.

TTFF Average Fixation Duration Number of Fixations Spent Time Revisits

Search bar 1.72 0.23 s 11 2.53 s 3

Main menu 1 s 0.5 s 58 29 s 20

Item price and description 0.04 s 0.19 s 9 1.7 s 1
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In contrast, the search functionality was very efficient. Users who reverted to search
using the toolbar were able to browse the impressive smart suggestions provided and
immediately located the required item, as shown in Figure 15. Interestingly, the item
description was easily located, and the price was immediately detected as it stood out in a
bold, red font.
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◦ Task 2

As shown in Table 16, all users reverted to search using the search bar, and the menu
received very little attention, which indicates the difficulty they faced while using it. This
is shown in the shorter TTFF on the search bar compared to the main menu and the fewer
number of fixations the latter received. However, the “Compare” button was located
immediately, as shown in Figures 16 and 17.
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Table 16. Fixation data for Task 2.

TTFF Average Fixation Duration Number of Fixations Spent Time Revisits

Search bar 0.01 s 0.34 s 14 4.76 s 6

Main menu 0.3 s 0.11 s 3 0.33 s 1

Compare button 0.17 s 0.24 s 6 1.44 s 3

Item card 0.01 s 0.32 s 16 5.12 s 2
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◦ Task 3

Table 17 shows user bias using the search bar and the lack of interest in the menu.
This is reflected in the users’ TTFF and the number of fixations, depicted in Figure 18.
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Table 17. Fixation data for Task 3.

TTFF Average Fixation Duration Number of Fixations Spent Time Revisits

Search bar 0.02 s 0.33 s 13 4.29 s 2

Main menu 3.05 s 0.16 s 6 0.96 4

Add to Cart button 0.2 s 0.27 s 3 0.81 s 1
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Jarir provides a clear call to action, and the Add to Cart button was easily located by
users from the item card, as shown in Figure 19.
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◦ Task 4

Table 18 shows fixation data for the final task on the Jarir website. Users had to actively
search for the support number. They attempted to scan the website for a call button or
support number at the footer. However, they finally managed to locate the help button in
the top menu. Figure 20 shows the heatmap for identifying the support number location
on the Jarir website.
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Table 18. Fixation data for Task 4.

TTFF Average Fixation Duration Number of Fixations Spent Time Revisits

Upper menu and/or footer 1.9 s 0.22 s 12 2.64 s 3
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• Eye Tracking Discovered Usability Issues

Table 19 shows the identified usability issues using eye tracking and the severity rating
for the website. The usability issues pointed out problems related to user behavior.

Table 19. Eye tracking identified usability issues for Jarir website.

Indicator Usability Issue Severity

1
• Number of overall fixations is high
• Long scan path

• Sub-optimal layout that causes inefficient search
• Main menu too detailed and crowded

3: Major problem
2: Minor problem

2 Long TTFF Crowded pages, too many banners 2: Minor problem

3 Long fixations The user has difficulty extracting information of locating
elements of interest 3: Major problem

4 The user has to search for a support number Contacting support should be easy and more eye-catching 1: Cosmetic problem

• Non-Task-Related Observations

Further analysis of user behavior on the website revealed the following:

1. The users did not register any notable interest in the homepage despite its colorful
design and attractive banners. However, the users’ notice of the main banner was
more than that for the Extra website.

2. User scan paths were somewhat regressive, tracing back and forth between certain
areas on the page. On the Jarir website, this was also due to the crowded banners
with small fonts and icons.

4.4. SEQ

After the participants completed the required tasks in usability testing and eye-tracking
techniques, they answered an SEQ to assess the difficulty of the tasks. The question was:
Overall, how difficult or how easy were the tasks to complete?

The answers were on a Likert Scale, with 1 indicating very difficult and 7 correspond-
ing to very easy; the results were calculated per both websites. Average SEQ scores for the
Extra and Jarir websites are shown in Table 20.
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Table 20. Extra and Jarir websites’ SEQ Scores.

Participant 1 Participant 2 Participant 3 Participant 4 Participant 5 Average

Extra Website

Usability Testing 4 4 4 3 4
4.1

Eye tracking 4 3 4 7 4

Jarir Website

Usability Testing 5 5 7 5 7
5

Eye tracking 4 3 7 3 4

According to [73], the average task difficulty using SEQ is 4.8. The calculated average
SEQ among users was 4.1 and 5 for the Extra and Jarir websites, respectively. This indi-
cates a below-average score for Extra, which corresponds with a higher number of task
errors and more severe usability issues. As for Jarir, the score indicates an above-average
score. In general, users on Jarir had less difficulty performing tasks which is reflected in a
higher SEQ.

5. Results

This section aims to show the experimental results of the behavioral measurement
techniques by comparing the effectiveness of the three techniques by listing the number of
identified usability problems alongside the severity ratings. This section also covers the
results of the selected techniques for both websites and analyzes these results.

Table 21 shows a comparison of the effectiveness of the selected techniques for the
Extra website. The initial evaluation of the Extra website using the three behavioral
measurement techniques uncovered 36 problems, 28 of which were determined uniquely.
Table 21 shows that 24 of the total detected problems (66.66%) were discovered by heuristic
evaluation, 5 (13.9%) by usability testing, and the remaining 7 (19.44%) using eye-tracking
analysis. Of these problems, 14 problems (38.89% of total identified problems) were major,
11 problems (30.55%) were minor, 6 problems (16.66%) were catastrophic, and 5 problems
(13.9%) were merely cosmetic. As per each technique, a subsequent figure illustrates how
each technique was performed in regard to the severity of the detected problems for the
Extra website. The highest number of problems per all severity ratings was obtained
using the heuristic evaluation, whereas usability testing and eye-tracking came next with
comparable numbers of detected problems.

Table 21. Effectiveness of behavioral measurement techniques for extra website.

Technique

Number/Percentage of Usability Problems Detected
Per Severity Rating

Average
Severity Score

Unique Issues
to the Method

Common Issues
(in Two or All

Methods)

Total 1 2 3 4

Heuristic Evaluation
24 3 7 9 5

2.6 19 566.66% 8.33% 19.44% 25% 13.89%

Usability Testing 5 1 1 2 1
2.6 1 413.9% 2.78% 2.78% 5.56% 2.78%

Eye Tracking 7 1 3 3 0
2.3 3 419.44% 2.78% 8.33% 8.33% 0

Total 36
5 11 14 6

13.9% 30.55% 38.89% 16.66%

For the minor and major severity ratings, 2 and 3, respectively, eye tracking achieved
better results than usability testing. However, for the catastrophic rating of 4, usability
testing detected 1 problem, but the eye-tracking technique detected none. The usability
testing and heuristic evaluation yielded equal average severity of 2.6, while the average
severity score of problems identified by eye tracking was 2.3. Overall, the problems were
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mainly related to the website functionalities, such as weak search and lack of compare and
undo functionalities, and the website design, such as menu complexity, inconsistent item
cards, and system response. Figure 21 shows the severity rating for the Extra website based
on the behavioral measurement techniques.
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Figure 21. Behavioral measurement techniques severity rating for Extra website.

On the other hand, Table 22 shows a comparison of the effectiveness of the selected
techniques for the Jarir website. The initial evaluation of Jarir’s website using three behav-
ioral measurement techniques uncovered 35 problems, 30 of which were determined as
unique. As the table shows, 26 of the total detected problems (74.29%) were discovered
using heuristic evaluation, 4 (11.43%) via usability testing, and the remaining 5 (14.28%)
using eye-tracking analysis. Of these problems, 13 problems (37.13% of total identified
problems) were minor, 10 problems (28.58%) were major, 7 problems (20%) were cosmetic,
and 5 problems (14.29%) were catastrophic. As per each technique, a subsequent figure
illustrates how each technique performed in terms of the severity of the detected problems
for Jarir. The highest number of problems per all severity ratings was obtained using the
heuristic approach, whereas usability testing and eye tracking came next with comparable
numbers of detected problems.

Table 22. Effectiveness of behavioral measurement techniques for Jarir Website.

Technique

Number/Percentage of Usability Problems Detected
Per Severity Rating Average

Severity Score
Unique Issues
to the Method

Common Issues (in
Two or All Methods)

Total 1 2 3 4

Heuristic
Evaluation

26 5 9 7 5
2.5 23 374.29% 14.29% 25.71% 20% 14.29%

Usability Testing 4 1 2 1 0
2 2 211.43% 2.86% 5.71% 2.86% 0

Eye Tracking 5 1 2 2 0
2.2 2 314.28% 2.86% 5.71% 5.71% 0

Total 35
7 13 10 5

20% 37.13% 28.58% 14.29%

Both eye tracking and usability testing achieved the same results of one and two prob-
lems each for cosmetic and minor severity ratings, respectively. However, both methods
did not detect any catastrophic problems, whereas eye tracking detected two problems
in the major severity rating against only one problem detected using usability testing.
The highest average severity score was 2.5, obtained using heuristic evaluation, followed
by eye tracking with an average severity of 2.2 and usability testing with an average sever-
ity of 2. Overall, the problems were mainly related to the website functionalities, such as
lack of undo features, and the website design, such as menu complexity and the crowded
homepage. Figure 22 shows the severity rating for the Jarir website based on the behavioral
measurement techniques.



Future Internet 2023, 15, 365 28 of 35

Future Internet 2023, 15, x FOR PEER REVIEW 28 of 36 
 

 

Both eye tracking and usability testing achieved the same results of one and two 
problems each for cosmetic and minor severity ratings, respectively. However, both meth-
ods did not detect any catastrophic problems, whereas eye tracking detected two prob-
lems in the major severity rating against only one problem detected using usability testing. 
The highest average severity score was 2.5, obtained using heuristic evaluation, followed 
by eye tracking with an average severity of 2.2 and usability testing with an average se-
verity of 2. Overall, the problems were mainly related to the website functionalities, such 
as lack of undo features, and the website design, such as menu complexity and the 
crowded homepage. Figure 22 shows the severity rating for the Jarir website based on the 
behavioral measurement techniques. 

 
Figure 22. Behavioral measurement techniques severity rating for Jarir website. 

6. Discussion 
This research has integrated three behavioral measurement techniques: heuristic 

evaluation, usability testing, and eye-tracking to evaluate the website usability of Extra 
and Jarir. This section discusses the findings in three major aspects: first, it highlights some 
detected usability problems. Next, this section illustrates the major differences between 
the applied techniques in terms of the number of detected problems, their severity, and 
their nature. Finally, this section lists the strengths and weaknesses observed on each web-
site. 

As indicated in [15], usability problems detected on e-commerce websites mostly re-
late to page navigation, search facilities, purchasing, consistency, design, security, and 
lack of certain functionalities. The findings for both websites agree with these categories, 
in particular, the search optimization and missing functionalities. 

In general, the heuristic evaluation yielded many interesting usability problems. 
Among the catastrophic problems was the lack of input validation for the phone number 
on the Jarir website and the subsequent absence of any error messages when the verifica-
tion failed. This issue may degrade the UX, especially as it comes shortly after the buying 
decision is made. The users may unknowingly mistype their phone number and not re-
ceive any notification of their order for no apparent reason as they received no error mes-
sage. 

One interesting usability problem is the restriction placed by both websites on the 
possible number of ordered items. For instance, on both websites, users can not order 
more than one expensive item, such as a smartphone or a TV. This is a critical weakness 
as it limits shopping behavior and may require users to order several times. In fact, such 
items are not commonly ordered in bulk. However, an alternative, better practice would 
be to display a warning message and emphasize the total cost of the order. 

Moreover, both the Jarir and Extra websites lack documentation and user guides. 
This seems to be a common usability problem among e-commerce websites, as indicated 
by [74]. Business owners and web developers may assume that users are already familiar 
with online shopping. Despite the recent rise in the number of online shoppers in Saudi 

0

2

4

6

8

10

Heuristic Evaluation Usability Testing Eye-Tracking

Pr
ob

le
m

 c
ou

nt

Cosmetic Minor Major Catastrophic

Figure 22. Behavioral measurement techniques severity rating for Jarir website.

6. Discussion

This research has integrated three behavioral measurement techniques: heuristic
evaluation, usability testing, and eye-tracking to evaluate the website usability of Extra
and Jarir. This section discusses the findings in three major aspects: first, it highlights some
detected usability problems. Next, this section illustrates the major differences between the
applied techniques in terms of the number of detected problems, their severity, and their
nature. Finally, this section lists the strengths and weaknesses observed on each website.

As indicated in [15], usability problems detected on e-commerce websites mostly
relate to page navigation, search facilities, purchasing, consistency, design, security, and
lack of certain functionalities. The findings for both websites agree with these categories,
in particular, the search optimization and missing functionalities.

In general, the heuristic evaluation yielded many interesting usability problems.
Among the catastrophic problems was the lack of input validation for the phone number on
the Jarir website and the subsequent absence of any error messages when the verification
failed. This issue may degrade the UX, especially as it comes shortly after the buying
decision is made. The users may unknowingly mistype their phone number and not receive
any notification of their order for no apparent reason as they received no error message.

One interesting usability problem is the restriction placed by both websites on the
possible number of ordered items. For instance, on both websites, users can not order more
than one expensive item, such as a smartphone or a TV. This is a critical weakness as it
limits shopping behavior and may require users to order several times. In fact, such items
are not commonly ordered in bulk. However, an alternative, better practice would be to
display a warning message and emphasize the total cost of the order.

Moreover, both the Jarir and Extra websites lack documentation and user guides.
This seems to be a common usability problem among e-commerce websites, as indicated
by [74]. Business owners and web developers may assume that users are already familiar
with online shopping. Despite the recent rise in the number of online shoppers in Saudi
Arabia and worldwide, many users are still inexperienced or unsure and may need to
frequently access help pages.

The Extra and Jarir websites also share another usability problem, and that is the
inconvenience of the slider element that moves one item at a time. Thus, if the user wishes
to slide 10 items to the left, they need to click the left arrow 10 times. This may annoy users
and redirect them to another navigation option.

Among the problems identified by usability testing but not detected by experts was the
reappearing offers on both websites. Users were interrupted several times while performing
tasks by the website’s ads, which led to user distraction and confusion. The marketing
efforts in such scenarios are not only lost, but contribute to the users’ dissatisfaction.
This problem was detected neither by experts nor via eye tracking. Experts may not be
as annoyed with the disruption as ordinary users. On the other hand, on eye tracking,
no significant fixation was recorded on the pop-up messages. The user attempted to locate
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the “Exit” button to close the message. Therefore, such problems are not detected by
eye tracking.

Furthermore, the menu design, the lack of smart search, and the low quality of search
results all led to usability problems. Despite this fact, the Jarir website performed better
than the Extra website in terms of search results. These problems will hinder the user’s
activity on the website and restrict their shopping experience.

The eye-tracking technique revealed that the main menu categories on the Extra
website would disappear with the slightest movement of the mouse pointer. This was
reflected in longer and higher density fixations around the main menu. Furthermore,
the lack of an obvious comparison button was clearly illustrated in the heat map and scan
path. The users fixated, searched, and revisited the same side of the page on which they
expected to find the button. The smart use of color on the Jarir website and the placement
of item prices in a bold, red font led to faster detection by users.

Heuristic evaluation yielded the highest number of problems, identifying 26 and
24 unique usability problems on the Extra and Jarir websites, respectively. In other words,
heuristic evaluation yielded additional and more severe problems, twice the number
identified by both eye tracking and usability testing combined. Eye tracking detected
seven usability problems on Extra and five on Jarir websites, whereas usability testing
identified four and five usability problems on the Extra and Jarir websites, respectively. This
corresponds to other works, such as [37,57,75]. The higher number of problems identified
by heuristic evaluation can be attributed to the expertise of participants in comparison to
normal users who conducted the usability testing and eye tracking. Furthermore, experts
in the heuristic evaluation were free to roam the website and navigate pages, whereas users
were required to perform tasks that limited the scope of usability problems they could
find. For instance, in this experiment, experts uncovered usability problems related to the
number of items ordered and the phone verification process. In usability testing and eye
tracking, users were not required to, and thus did not, reach this stage.

Regarding the severity of identified problems, heuristic evaluation yielded the highest
average severity on both websites. On the Extra website, the average severity scores of the
heuristic and usability testing were similar. However, on the Jarir website, both heuristic
evaluation and eye tracking achieved a higher average severity score than usability testing.
This does not agree with previous works, such as [57,76,77], which stated that the average
severity score obtained by the usability testing is higher than that of heuristic evaluation.
This difference could be due to several reasons. For instance, the nature of tasks required in
usability testing did not cover all aspects examined by heuristic evaluation. Many severe
usability problems were detected while placing an order or verifying location, which were
beyond the scope of the required tasks.

In terms of the nature of identified usability problems, the three techniques pro-
vided significantly varying perspectives of the websites. Heuristic evaluation provided
a fine-grained evaluation that scanned all aspects of the website. The participants were
professional UI/UX experts able to detect cosmetic and severe problems in areas which
user testing was unlikely to reach. Interestingly, the heuristic evaluation provided more
design-related problems, such as menu design, item navigation, and placement, and prod-
uct display, whereas usability testing and eye-tracking reported more workflow obstacles,
such as the absence of comparison buttons, annoying update notifications, and search
inefficiency. This observation is in line with the work of [78].

Regarding eye tracking, the high number of fixations and long average fixation du-
ration can be attributed to either interest in the element or inefficient search and failure
to extract information. In relation to the nature of tasks, the user was unlikely to be at-
tracted to the “Compare” button area, for instance. The high SEQ score on both websites
indicated that users found the tasks relatively easy, leading to the conclusion that users
were having minor difficulties with the interface. Such problems can be detected neither by
heuristic evaluation nor with traditional usability testing. This makes eye-tracking more
attractive as a supportive technique for usability evaluation but not a stand-alone usability
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evaluation technique as it does not provide sufficient information on its own. This is
supported by the works of [63,79]. Unfortunately, eye tracking requires extensive analysis
to determine the exact underlying usability problem. Furthermore, to provide an authentic
assessment of usability problems, user browsing behavior should be as natural as possible.
This will allow the evaluators to assess all aspects of the UX, not simply task-related. For
instance, a browsing user may be distracted by a side banner or intrigued by a particular
element. In task-based studies, users are focused and quite restricted in their roaming
around the website.

In short, the strengths and weaknesses of the Extra and Jarir websites can be summa-
rized as shown in Table 23.

Table 23. Strengths and weaknesses of Extra and Jarir websites.

Aspect Strengths Weaknesses

Extra Website

Design Elements are in standard, prominent locations.

• No UI changes or cues to help users identify
where they are.

• Hard-to-navigate menu design with narrow
margins and crowded labels.

Functionality Page navigation and workflow are intuitive. • No compare, undo, redo functions.
• No smart search and auto correct.

User-friendliness Users can contact support easily. • No page translation available.
• No help and documentation available.

Jarir Website

Design Colorful design. • Complex multi-level menu design.
• Crowded homepage.

Functionality
• Comparison between products easily performed.
• Search suggestions are abundant.
• Page navigation and workflow are intuitive.

No undo/redo functions.

User-friendliness • Main menu provides clear navigation options.
• Categories are detailed and clear.

• No error prevention/mitigation mechanisms.
• No page translation available.
• No help and documentation available.

7. Recommendations

This research evaluated the usability of e-commerce websites in Saudi Arabia and
identified critical problems. In this section, the recommendations and insights gained from
this research are presented. The recommendations provided are divided into three primary
groups presented in detail in the following sub-sections.

7.1. Recommendations for Extra and Jarir Websites

Extra and Jarir are the top-two e-commerce websites in Saudi Arabia, and their web-
sites receive massive traffic from shoppers every day. Therefore, it is of utmost importance
to ensure users have the optimal UX. In order to do so, these websites require a few minor
and major changes. Both websites would benefit from the following considerations:

• Providing clear indications for the system status and user progress.
• Optimizing search experience by using auto-correct and smart search.
• Providing documentation and user guides.
• Minimizing distractions such as notifications and offers.
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Extra as a website is well-designed. However, its menu is hard to navigate and requires
an emphasis on menu items by using larger fonts, background contrast, UI indications, and
more accented margins. On the other hand, Jarir has an elegant design and a better search
result suggestion mechanism. However, the main menu requires simplifying and ensuring
input validation.

7.2. Recommendations for E-Commerce Websites

E-commerce shops and businesses should plan and design their websites with the
end-user in mind; this requires an iterative development model in which the website is
continuously being tried and tested. The recommendations provided for Extra and Jarir
can be generalized for all e-commerce websites. This research recommends e-commerce
websites adhere to the following guidelines:

• The system should be as user-friendly as possible, and UX/UI designers should take
into consideration users in varying age groups and with a wide range of computer
expertise. Among the most significant aspects that require attention are the search
facilities and access to support. Users in e-commerce websites start with a search to
locate their target items. Thus, effective search functionality is essential for a positive
UX. The users also need to be able to access help at all times. It might be helpful to
add a floating chat/call button on the page, even if it first directs the user to a bot.

• The UX/UI designers should consider all the situations in which users are prone to
errors and employ prevention techniques and/or error correction functions. This
includes input validation, auto-correct, undo and redo functions, and confirmation
messages wherever possible. UX/UI designers can utilize a floating bot that provides
help on the go as the user browses the website. Users may choose to turn the bot on and
off to avoid harassing experienced users. However, for new buyers and inexperienced
users, the bot can provide an easy, cost-free walk-through for the buyer and enhance
their overall experience on the website.

• The UX/UI designers should minimize distractions, such as pop-up banners and
advertisements or offers.

7.3. Recommendations for Usability Evaluators

The three usability evaluation methods provide distinct insights into the target web-
sites. Therefore, one method can not replace the others, and these techniques are most
effective when combined to provide a comprehensive report of usability problems. How-
ever, further analysis of e-commerce websites is required. The following is a list of the
recommendations for usability evaluators:

• In usability testing, tasks should cover all the website functions, such as creating
an account and logging in, editing info, browsing, purchasing, requesting a refund,
canceling orders, and compiling and editing the cart.

• It is important to create a trade-off between the number of tasks for each participant
and the system coverage. It can be helpful to include more participants, divide them
into several groups, and assign each group with different tasks.

• In eye tracking, aggregated heatmaps and scan paths were essential indicators of
elements’ complexity and search inefficiency. However, an analysis was required
for user behavior and task outcome to determine the true problems. Therefore, it is
more helpful to combine both usability testing and eye tracking. On the other hand,
applying eye tracking with heuristic evaluation is counter-productive because experts
are consciously fixating and searching for usability problems and are not in a natural
browsing mode which is necessary to reveal problems.

• If eye tracking and usability testing are conducted separately, it is more effective to
use different tasks.

Using dedicated eye-tracking hardware is more effective as it measures more metrics
and provides more accurate data.
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8. Conclusions

This work provided a comprehensive literature review on behavioral measurement
techniques to identify the gap analysis. Another objective of this research was to assess
the usability of different e-commerce websites in Saudi Arabia using three behavioral
measurement techniques, namely: heuristic evaluation, usability testing, and eye-tracking
technology, in an attempt to compare the effectiveness of these techniques in identifying
and reporting the usability issues.

This research assessed two major e-commerce websites: Extra and Jarir. Many usability
problems with varying severity scores were identified, and proper recommendations were
provided accordingly. The heuristic evaluation technique yielded the highest number of
usability problems and the highest number of severe problems, whereas usability testing
provided fewer problems and most of which were already identified by the experts.

Eye tracking provided critical information regarding the page design and element
placements and revealed certain user behavior patterns that indicated certain usability
problems. For instance, longer fixation and retracing scan paths indicated search inefficiency
and layout issues. Since eye tracking and usability testing required users to perform the
same tasks, there was a significant overlap in their results. Overall, when used properly,
the three behavioral measurement techniques are complementary. It is recommended to
apply all these techniques if the available resources, namely budget and time, are sufficient.
However, in case of time constraints and the cost of tests, heuristic evaluation by experts is
enough to detect most of the usability problems on the websites.

Unfortunately, there have been many obstacles that hindered the progress of this
research, some of which were circumvented. This research utilized an online subscription-
based platform to conduct the eye-tracking experiment as the researcher had no access to
an eye-tracking device. The device was not available at the researcher’s university, and
there was no possibility of purchasing one since it was expensive. Therefore, due to time
constraints, the researcher substituted the device with the online platform, which is less
accurate, generates fewer metrics, and has a limited user session.

Future work can be pursued to further verify the obtained results by using a more
accurate eye-tracking device in addition to including more groups of participants, more
tasks to cover all the website features, and combining usability testing with eye-tracking
and think-aloud methods. We acknowledge that further research on classification of
the identified usability problems would strengthen the results and can be explored as a
future direction. Moreover, real-life tests can also be beneficial, such as testing users with
actual buying intentions. Such users will exhibit more authentic behavior towards the
website design and its functionalities. Furthermore, more focus can be directed to applying
the behavioral measurement techniques on other domains, such as Saudi governmental
websites, as these websites are becoming more important, especially with the Saudi 2030
vision of the transformation to digitalization. Accordingly, it is essential to identify usability
issues and provide recommendations to enhance the UX.
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