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Abstract: While network forensics has matured over the decades and even made progress in the last
10 years when deployed in virtual networks, network forensics in fog and edge computing is still not
progressed to that level despite the now widespread use of these paradigms. By using an approach
similar to software testing, i.e., a mixture of systematic and experience, we analyze obstacles specific
to forensics in fog and edge computing such as spatial dispersion and possibly incomplete recordings,
and derive how far these obstacles can be overcome by adapting processes and techniques from other
branches of network forensics, and how new solutions could look otherwise. In addition, we present
a discussion of open problems of network forensics in fog and edge environments and discusses the
challenges for an investigator.

Keywords: network forensics; fog computing; edge computing; cloud computing; internet of things;
forensic investigation

1. Introduction

Over the years, the design of IT infrastructures has undergone a significant evolu-
tion, driven by advancements in technology, changing requirements, and the growth of
connected devices. Starting with a mostly centralized design, in which mainframes and
large servers were used to process and store data, the connected client devices had limited
capabilities and relied on the central infrastructure for computing tasks. This approach had
limitations in terms of latency, scalability, and network dependency, so the next step was
the use of distributed computing, which expanded both the capabilities of networks and the
computing power of the clients. Interconnected devices and distributed computation over
multiple machines inside a local area network (LAN) were typically used to increase the
overall performance. The most critical problem was the inflexible design, which hampered
necessary changes like adding new machines for horizontal scaling or updating internals
of the underlying network.

With the advent of cloud computing, the focus shifted to centralized data centers that
provided scalable and on-demand computing resources over the internet. This allowed
organizations the management of their computational needs and storing of large amounts of
data in remote servers. Cloud computing offered flexibility, cost efficiency, and accessibility,
but it also introduced new challenges related to latency, bandwidth constraints, and privacy
concerns. With an increasing frequency of networking activities being involved in criminal
activities, the number and importance of network forensic investigations started to grow
as well [1]. Forensics of physical networks, i.e., tapping and recording at a router, had to
extend to cloud infrastructures where network devices are not necessarily physical but
often realized as part of the cloud software [2].

As the number of connected devices and the volume of data generated at the network
edge increase, the limitations of these centralized cloud environments become more ap-
parent. Edge computing emerged as a paradigm that aims to bring computation closer to
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the data source, reducing latency and bandwidth requirements while improving response
times and real-time processing capabilities.

Simultaneously, the rapid evolution of Internet of Things (IoT) devices continues, and
the deployment of improved computing environments has gained significant attention
due to its ability to provide low-latency and real-time processing capabilities. Edge and
fog environments are characterized by a large number of interconnected devices, possibly
distributed over a large area, with varying levels of computational power and storage
capacity [3,4]. Thus, the distributed and heterogeneous nature of edge and fog environ-
ments introduces new challenges for conducting network forensic investigations, which
extend to those environments as a consequence of their spread and relevance. Such in-
vestigations, which mainly serve to record traces of network packets for further analysis,
become necessary as a consequence of the spread of edge and fog environments, be it
for troubleshooting or for involvement in criminal activities [5]. Especially for the latter,
completeness of recorded traces is important in a lawsuit, yet the spatial dispersion makes
it challenging to obtain complete traces [1].

We investigate these challenges, i. e., we analyze the obstacles that are specific to
forensic investigations in fog and edge computing environments, for example, the spatial
dispersion of devices. We then strive to determine ways to overcome these obstacles by
adapting processes and techniques from other branches of network forensics or creating
new solutions. We also provide a discussion of open problems for forensics in fog and edge
environments, and the challenges they still pose for forensic investigators.

We summarize our contributions as follows.

• We see the first contribution in identifying the above challenges, i.e., making the
scientific world aware of the differences between network forensics in edge, fog
and cloud forensics in contrast to network forensics in “classic” types of networks,
especially as these differences so far have only been considered for one field (edge,
fog, cloud) in isolation or not at all. Yet, as the importance of edge, fog and cloud
computing is undisputed and growing, there is a need to act.

• As the second contribution, we strive to analyzefor which of these challenges existing
solutions from other fields might be adapted, and for which of these challenges we
are not aware of solutions.

• The third contribution is our approach of analyzing along dimensions as in software
testing, which allows provision of a certain systematic analysis right away in contrast
to a “brute force” approach of an extensive literature analysis for which some other
approach for extracting the challenges (possibly ad hoc) would still have to be found
and applied.

The remainder of this article is structured as follows. In Section 2, we summarize
background information about edge and fog computing, as well as about network forensics,
while in Section 3, we discuss related work. In Section 4, we discuss challenges and possible
solutions. Finally, in Section 5, we offer some conclusions and an outlook to future work.

2. Background
2.1. Networking in Edge and Fog Computing

The shift to an edge-centric paradigm has various consequences to the network design
of these infrastructures. The main idea of an edge-centric computing environment results
in a computation on the edge of a network; in combination with fog computing, this change
provides the possibility to take

the control of computing applications, data, and services away from some central nodes
(the “core”) to the other logical extreme (the “edge”) of the Internet [6].

Improved network techniques provide higher transmission rates in networks, and
with the help of virtual networks, distributed devices can be interconnected like in an
LAN. Therefore, edge and fog computing environments affect network design like content
delivery networks, P2P and cloud architectures.
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Networking in edge computing involves establishing communication and connectivity
between edge devices, edge servers, and other components within the edge infrastructure.
Figure 1 shows a sample interconnection between the involved devices. Endpoints (shown
in the yellow area) are called edge devices. These devices, such as sensors, IoT devices, or
smartphones, generate data or consume services at the network edge. They are typically
resource-constrained and may have limited processing power, storage, and network capa-
bilities. Intermediate nodes (shown in the blue area) are called edge servers and provide
computational and storage resources closer to the edge devices. They act as local gateways,
and aggregate, process and and analyze data from the edge devices. Edge servers can also
host applications and services that offload processing tasks from the cloud and provide
low-latency responses. Edge servers can be connected with each other, creating a hierarchy
within edge servers with various interconnections and assigned jobs.

Cloud

Fog

Edge server

Edge device / IoT

Figure 1. Edge and fog networking.

The edge network infrastructure (ENI) is responsible for connecting edge devices and
edge servers. It may consist of wired and wireless connections, such as Ethernet, Wi-Fi,
cellular networks, or specialized IoT protocols. The network infrastructure ensures reliable
and efficient data transfer between edge devices and edge servers. For the communication
between server and endpoints and for the communication inside the ENI, various protocols
are used. These protocols can include TCP/IP, MQTT, Constrained Application Protocol
(CoAP), Zigbee, Bluetooth, LoRaWAN, or custom protocols depending on the specific
requirements of the edge environment [7]. When communicating with external destinations,
the ENI provides a routing and traffic management platform. This can involve protocols like
Border Gateway Protocol (BGP), routing tables, and Quality of Service (QoS) mechanisms
to prioritize traffic and ensure efficient utilization of network resources.

A specific configuration is the opportunity to combine edge and cloud computing. The
idea is to process time-critical tasks on the edge side, but to outsource resource-intensive,
time-consuming or storage-intensive tasks to a server in the cloud environment.

On top of these servers, the fog network part starts. Fog computing softens the
strict separation between edge and cloud computing by adding another area. Inside this
area, computational power, storage, and networking are closer to the devices and sensors
which generate the data. The summarization of the information of various sources reduces



Future Internet 2023, 15, 342 4 of 12

the continuous communication with cloud servers from each device. Thus, latency and
response times are reduced and real-time processing and low-latency communications are
possible. In addition to this, more efficient bandwidth utilization is possible, which provides
benefits for various fields like industrial automation [8], smart cities [9], autonomous
vehicles [10], and healthcare applications [11].

Fog computing allows local processing and analysis of data, occurring near the source,
which helps in making faster and more context-aware decisions. Networking in fog
computing involves establishing and managing communication between various devices,
sensors, fog nodes, and cloud resources. The use of local resources reduces the amount of
data transferred to the cloud, but requires a continuous connection to the different devices
on the edge side. Especially the fog nodes as intermediate points between devices and
the cloud are critical for this connection. A fog node can be a single network device, like
a router, a computational server or a resource-constrained device such as a set-top-box
and access point [12]. Because of this diversity, the network capabilities of fog nodes
differ. The correct location of these devices has a huge impact on the performance of the
network [13]. The nodes are responsible for collecting data from devices, processing them
locally, and forwarding relevant information to the cloud or other fog nodes for further
analysis. Inadequate positioning of fog nodes results in high latency, low transfer rates
because of long distances and time-consuming connections between the different devices
and the nodes [14,15].

2.2. Network Forensic Investigation

Network forensic investigation as a branch of digital investigations plays a crucial role
in identifying and mitigating cybersecurity incidents, allowing organizations understand-
ing and effective response to network breaches [16].

Network forensics refers to the process of collecting, analyzing, and interpreting
network-related data. The source of data are network packet captures or system and
event logs, e. g., extracted from network devices like firewalls and intrusion detection and
prevention systems. The primary objective of network forensics is to identify the source,
extent, and impact of a cyber incident, as well as to gather evidence for potential legal
proceedings. By analyzing network data and communication details, a network forensic
investigation can help determine how an attack was carried out, which vulnerabilities were
exploited, and how to prevent similar incidents in the future.

Thus, attacks like malware injection, covert channels or denial of service can be ana-
lyzed and proper countermeasures become easier to implement. The systematic approach of
capturing and analyzing network-related data helps investigators to understand the nature
of an attack, strengthen their security defenses, and potentially prosecute perpetrators.

A common methodology for network forensic is abbreviated as OSCAR [1]. Figure 2
shows the five subsequent phases of this framework.

Figure 2. The OSCAR framework.

Especially collection of the evidence is a crucial part of the investigation process. In
contrast to post mortem investigations in the field of computer or mobile device forensics,
the capturing and recording of network traffic, which together comprise the collect phase,
have to be performed in real time in the network [17]. Missed network packets are typically
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inaccessible and therefore unusable for the subsequent analysis of the recorded network
packets. Because of this, the deployed tools need access to the data transfer medium and
require proper storage capacity. Neglecting these parameters results in incomplete packet
captures hampering the phase of packet analysis. This stage entails the examination of the
captured packets to reconstruct timelines, identify attack vectors or involved systems and
uncover possible suspicious activities. The phase of reporting presents the findings and
conclusions of the investigation.

3. Related Work

Fog and edge networks are used for different applications, thus resulting in various
installations and techniques [18] like vehicular computing [19], mobility [20] or federated
learning [21]. Edge and fog computing demand modern network infrastructures to inter-
connect the different devices and provide an ongoing connection between the network edge
on the one side, the fog part as a middle-ware and the cloud on the other side. A discussion
of techniques related to fog networks is presented in [5], discussing various network appli-
cations, ref. [22] with a special view on IoT, or [23], describing possible implementations in
next-generation networks. Edge networks are discussed in [24] or [25], related to mobile
edge networks. These networks differ from traditional and mostly static networks, e.g., [26]
discusses application placement in such networks via machine learning. Whereas network
forensic investigation in traditional networks is well-known [27,28], dynamic and virtual
environments like cloud environments differ from these static environments and raise
new challenges. In [2], the authors discuss various challenges like multitenancy, internal
dynamic of the environment and jurisdiction issues. In [29], the new challenges of fog com-
puting are described with a special view on information security and digital investigation
in these environments. Ref. [30] describes the use of software-defined networks (SDN) and
fog computing to manage the network traffic in IoT environments. In [31], SDN is used to
improve the handling of streams of big data in Industrial IoT environments. A discussion of
forensic investigation in fog environments is performed in [32], describing the problem of
finding the relevant evidences in fog environments, or [33], discussing the trusted recording
of evidence in a distributed ecosystem with multiple trust domains. The new environments
provide new techniques for forensic investigation. Ref. [34] presents FoBI, a fog-based IoT
forensic framework, which helps to collect relevant data from IoT devices.

In [35], forensics for fog computing are contrasted against cloud computing, but edge
computing is not integrated. In contrast, ref. [36] considers forensics in edge networks
with a focus on media transmission over 5G; similarly, ref. [37] considers them for smart
homes. Both, however, do not consider the interference with fog and cloud computing.
Edge forensics process over 5G is refined in [38] with the use of deep learning approaches,
yet again seen without the other network parts. Ref. [39] concentrates on forensic evidence
from devices in edge computing, while ref. [40] focuses on privacy-preserving forensics for
offshore, i.e., low-bandwidth edge computing. Forensic challenges when connecting edge
and cloud computing are discussed in [41], yet without looking at fog computing. None of
these works consider all network parts together.

Intrusion detection systems for fog and cloud computing are surveyed in [42]. While
the focus is not on forensics and packet capture, and edge is only treated in the form of
edge devices, some of the problems coming from the distributed nature of edge, fog and
cloud networks are similar for intrusion detection and forensic capture.

4. Challenges

The change in behavior in networking and the mixture of different technologies,
processes and interconnections have a huge impact on the forensic investigation inside
these environments. This section lists relevant challenges encountered during network
forensic investigations in edge and fog environments. Each challenge is discussed and its
impact on the investigation process is presented. To ensure a systematic process and to
obtain a list of requirements that is as complete as possible, we take software testing as
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an example and role model [43]. By this, we mean that we mentally apply the concepts
of unit and integration tests onto the fog, edge and cloud structures in which forensic
investigations are conducted. As we are not performing additional experiments for the
present research alone, we mentally apply those concepts but do not actually perform a test
on a real, distributed software system. By mentally applying the test concepts, we do not
mean explicitly formulating a concrete hypothesis and formally testing mentally whether
the hypothesis holds in the scenario, but arguing whether certain problems occur within a
network component or during the collaboration of network components during capture
and record of network packets. Extracting the challenges also involves concepts like bug
hunting, i.e., looking at some scenarios in more detail or at a more detailed level.

To complement and enhance the above approach, we use the literature and our multi-
year experience in this field. Yet, we are aware that—as with any approach that is not
completely formal and does not guarantee to prove properties as, e.g., in [44]—such a
list of requirements remains a best-effort approach. Software testing, ranging from bug
hunting to unit and integration tests, deals with differences between software specification
and software implementation. Finding the cause for such differences is achieved in as
systematic a manner as possible, yet it is helpful to know where to look first, i.e., for
typical causes. For example, especially in embedded software, device characteristics and
communication with other entities plays a role.

• Device variety
The number of possible devices in fog and edge environments differs from small
installations with only a few, mostly homogeneous devices to large-scale environments
with a huge variety of different components.
On the one hand, such devices are limited in their performance and software possibil-
ities, for example, single-board computers like Raspberry Pi or Arduino, industrial
gateways and Programmable Logic Controllers (PLCs) with a specific and robust
network connection and industrial-grade specifications, smart cameras for real-time
video and object identification, drones and autonomous vehicles, wearable devices
like smartwatches or fitness trackers. Their job is to process and analyze the data
on board. This enables real-time decision and autonomous operations in various
applications without a continuous network connection to a central server.
On the other hand, high-powered devices like edge servers and routers, which can be
rack-mounted or in a smaller form factor, have higher computational resources. They
provide increased processing power, storage capacity, and networking capabilities.
The devices differ in their physical interfaces to connect to a network as well as in the
deployed protocols and communication techniques. Some devices are always on and
send data periodically; other devices are in stand-by for a longer period, but then send
a bunch of data at a random timeslot.
This variety of involved devices hampers an easy data acquisition process and de-
mands a flexible and versatile capture process.

• Cloud computing interaction
The evolution of fog and edge computing is blurring the lines between edge and cloud
environments, creating a continuum that spans from the cloud to the edge devices.
Organizations are adopting hybrid architectures that leverage the strengths of both
edge and cloud computing. Critical and time-sensitive tasks are executed at the edge,
while data that are not time critical are sent to the cloud for further analysis and storage,
but the scheduling of this processing is again a complex problem [45]. A possible
solution is the implementation of fog devices that create a separate layer between
the edge and the cloud, processing various tasks at this position. This application
placement depends on various aspects like purpose [46], energy consumption [47] or
availability [48], but every installation impacts the position of a capture process as
well as the analysis of the data.

• Lack of centralized capture positions
The environments consist of a large number of distributed computing resources, which
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we coined as spatial dispersion when introducing the field of investigation. This makes
it challenging to have a centralized position to capture all relevant network traffic for
the subsequent analysis of the data. This lack of centralized access makes it difficult to
collect the entire relevant network traffic from all involved devices, especially as not
all traffic is transported to the cloud.

• Limited storage and processing capabilities
Edge and fog devices often have limited storage and processing capabilities compared
to traditional servers. This limitation affects the amount of network traffic data that
can be captured and stored for forensic analysis. It may be necessary to prioritize and
filter data to reduce storage requirements, potentially leading to the loss of valuable
forensic evidence (and/or incomplete capture). Edge servers typically provide higher
storage capacities, but the access to these areas is typically limited to specific interfaces
and APIs. As a result, the capture process has to be performed at a point inside the
network that is suitable to collect all relevant traffics at once; the use of the devices
for storing the captured data is not possible. This is a common problem in advanced
network forensic investigation as discussed in [49].

• Inherent dynamic
Fog nodes as well as edge end points might join or leave the network dynamically.
This dynamic behavior results in similar challenges as discussed in [2] inside virtual
networks. As a result, an installed capture process is threatened for missing network
packets because of new or undetected, but relevant devices (so-called incomplete
capture). Investigators need to adapt their techniques to handle the frequent changes
in network topology and availability of fog nodes.

• Data fragmentation and encryption
Nodes may perform data processing and aggregation, leading to data fragmentation
and encryption. The problem of fragmented or encrypted data is a well-known
problem in networks nowadays, which hampers the analysis of network traffic [50,51].
The encryption of network traffic is a common practice to prevent the plain text
transmission [52]. If used, eavesdropping of the connection is still possible, but
analyses like application identification or usage are hampered [53]. The analysis of
these encrypted data is part of current research like [54,55]. The fragmentation of
network traffic depends on the maximum transmission unit (MTU) of a network
path. Routers inside a network set their own MTU if needed, which results in smaller
network packets than initially sent [56]. The reconstruction of the fragmented network
traffic has to be performed at the receiving side, so a packet capture process has to take
care of collecting all fragments of the transmitted data. Otherwise, such an incomplete
capture might led to the failure of a forensic analysis.

• Trust and privacy concerns
Fog environments involve multiple stakeholders, including device owners, fog node
operators, and cloud service providers. This distributed nature raises concerns about
trust and privacy. Investigators may encounter difficulties in accessing and retrieving
data from different entities due to legal, privacy, and permission-related issues.

• Limited forensic tools and standards
Traditional network forensic tools and standards may not be fully applicable to fog
environments. Fog nodes and edge devices often have resource constraints, making it
challenging to deploy and execute complex forensic tools. Additionally, there may be a
lack of standardized protocols and procedures specific to fog environments, hindering
interoperability and consistency in forensic investigations.

• Time synchronization and clock drift
Fog devices may have different clocks and varying levels of clock accuracy. Inaccurate
time synchronization and clock drift can complicate the correlation of network events
across fog nodes, affecting the accuracy and reliability of forensic investigations.

• Jurisdiction
The distribution of edge and fog devices might result in installations all over the world.
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As a result, different laws and jurisdictions are relevant for the access of the network
packets. This is a common problem in modern, globally spread environments with
distributed virtual network endpoints [2].

Table 1 summarizes the challenges and assigns them to Phases 3 and 4 of network
forensic investigation, as the first two phases and the last phase of the OSCAR methodology
(see Section 2.2) are rather non-technical. The collect phase is split into its parts, capture
and record.

Table 1. Challenge Summary.

Collect Analyze

Capture Record

Device variety x x x
Cloud computing interaction x x x
Lack of centralized capture position x x x
Limited storage and processing capabilities - - x
Inherent dynamic x - x
Data fragmentation and encryption - x -
Trust and privacy x - x
Limited tools and standards x x x
Time sync - x -
Jurisdiction x - x

Addressing these challenges requires the development of specialized forensic tech-
niques and tools designed specifically for edge and fog environments. The packet capture
and subsequent analysis of these data depends on the accessibility of the network traffic,
typically performed near to the source of the data. Thus, integration of approaches like [39]
into network forensic processes, even if those often focus on the edge network itself, are
necessary. Yet, the distribution of the devices hampers these steps and therefore the entire
network forensic investigation. In addition to this, the variety of edge devices and the
inherent diversity of network connections and interfaces increase the complexity. Accessing
the fog devices can improve this situation, because it reduces this variety and leads to
reduced data size because of previous aggregation on the communication path, but may
result in incomplete captures if the communication of the edge device happens alongside
the fog device directly to different communication partners. Figure 3 shows the difference
between the different capture positions and the accessibility of the network traffic of the
data sources.

Whereas a capture process on Position 3 captures only the traffic of one edge device,
Capture position 2 is able to collect the traffic of three edge devices and the edge server
itself. Capture position 1 is able to collect the majority of the network traffic, but does not
see network traffic between the edge device and the server if it is not forwarded into the
cloud. Network forensics in fog and edge computing also necessitate collaboration between
different stakeholders to establish guidelines, standards, and legal frameworks to facilitate
effective network forensic investigations in fog environments.

Despite these paths to better solutions, a number of open problems and challenges remain.
The application-centric design of edge and fog infrastructures leads to various im-

provements and changes in the existing network designs. A possible improvement is the
installation of edge servers, each aggregating data from a smaller subset of edge devices,
based on various parameters like energy [57], response time [58] or overall profit [59]. Even
artificial intelligence (AI) as a state-of-the-art technique is used in the field of edge and fog
computing to find the best design or to improve the installations [60,61]. Thus, the design
is becoming more dynamic and unpredictable, because the decision process is blurred. As a
result, the proposed improvements of tools and techniques to a distributed design is faced
with a new level of possible changes and reconfigurations based on AI [26,62].
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Cloud

Fog

Edge server

Edge device / IoT
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2

3

Possible capture
positions

Figure 3. Capture positions and accessibility.

5. Conclusions

In this paper, we analyzed edge, fog and cloud network environments with a specific
focus on network forensics. Fog and edge networks provide a relevant basis for the
implementation of new applications and services. Devices on the edge side of the network
collect and process data and control sensors based on these data. The correct transfer of data
between the devices is a crucial task in these infrastructures. The possibility of dynamically
adding and removing devices from these structures is a huge benefit, but results in new
challenges for all kinds of forensic investigations. When devices are added in the network,
the internal structure of the environment changes and includes the information of these
new devices. A network forensic investigation focusing on the collection of the entire
network traffic needs to recognize these changes to reconfigure the capture process. These
techniques are known in virtual environments like clouds, but are hampered because of
the variety of devices. The use of a fog network connecting fog devices to the edge devices
impedes this process in a critical manner. Now, the traffic flow depends on the applications
in use. Some of these do not need to send the data to the cloud; other applications might
send their information via the fog devices to the cloud environment. As a result, running
packet capture processes might miss relevant network packets. Processes storing the entire
network communication on the devices are hampered by the low storage capacity on the
devices themselves.

But not only the capture and recording phases of forensic investigations are aggravated;
even the analysis of the captured packets is complicated because of the decentralized nature
of these infrastructures. The captured packets need to be merged and aggregated, which is
a complex task because of aspects like different jurisdiction or different time syncs inside
the network. These characteristics necessitate the development of novel forensic techniques
tailored specifically for the new environments.

Our method to derive the challenges is based on a software-testing approach (see
Section 4), and thus, like any software engineering approach that does not use strictly formal
methods as in [44], it represents the best effort without guarantee of completeness. Yet,
we consider the setting of forensics in fog, edge and cloud as too complex to apply formal
approaches that prove presence or absence of certain properties such as completeness of
capture. Our hope is that the first author’s multi-year experience in network forensics, both
academically and in actual law enforcement, reduces the chances for oversight. Still, our
approach should be checked and possibly amended by other research. Moreover, other
approaches may be possible, such as a literature search more extensive than ours, starting
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from research questions about major vulnerabilities and attacks in edge and fog networks
to the influence of topology and device types on attacks and their detection. The result
would be to extract as many challenges and solution approaches as possible, yet with a
similar quest to categorize the findings. Finally, we could offer only pointers on ways to
solve some challenges. Other researchers who are made aware of the shortcomings we
reported may provide further solutions to challenges. Thus, the present article might serve
to spark further research in this important field.
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